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#### Abstract

The first part of this thesis is devoted to the combinatorics, geometry, and effective computation of correlators of unitary invariant ensembles of random hermitian matrices with classical potentials. The main results are the subject of the publications $[92,93]$ with my supervisors T. Grava and G. Ruzza, and are summarized as follows.

We provide generating functions for correlators of general Hermitian matrix models; formulæ of this sort have already appeared in the literature $[23,78]$, we rederive them here with different methods which lend themselves to further generalizations. Such formulæ are not recursive in the genus and hence particularly effective. Moreover, these formulae express the correlators of classical unitary ensembles as linear combinations of products of discrete hypergeometric polynomials; this generalizes relations to discrete orthogonal polynomials for the one-point correlators $\left\langle\operatorname{tr} M^{k}\right\rangle$ of the classical ensembles recently discovered by Cunden et al. [52].

Hence, we turn our attention on the combinatorial interpretation of correlators for the Laguerre and Jacobi ensembles. We prove that the coefficients in the topological expansion of Jacobi correlators are multiparametric single Hurwitz numbers involving combinations of triple monotone Hurwitz numbers. Via a simple limit, this reproduces formulæ of [51] on the Laguerre ensemble. This completes the combinatorial interpretation of correlators of unitary ensembles with classical potential.

Combining results of Dubrovin et al. [62], and of Norbury [148] connecting integrable systems with enumerative geometry, we obtain ELSV-like formula linking the multiparametric single Hurwitz numbers of LUE and JUE respectively to cubic Hodge integrals and $\Theta$-GW invariants.

In the second part of the thesis we analyse various integrable dynamical systems from a probabilistic point of view. Specifically, we study the spectrum of their random Lax Matrix equipped with the associated Gibbs Measure, in the spirit of $[102,156]$. This is the content of the preprint [91], in collaboration with T. Grava, G. Gubbiotti and G. Mazzuca.

We explicitly compute the density of states for the exponential Toda lattice and the Volterra lattice showing they are connected to the Laguerre $\beta$ ensemble at high temperatures and the $\beta$-antisymmetric Gaussian ensemble at high temperatures respectively. For generalizations of these system we derive numerically their density of states and compute their ground states.
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## Introduction

## Overview

In the study of dynamical systems, a key concept is that of integrability. Many definitions can be given but as Birkhoff writes [29] "let us not forget the dictum of Poincaré, that a system of differential equations is only more or less integrable". In this thesis we both seek and reap the rewards of integrability.

Amongst the first and most studied integrable systems is the Toda lattice [159], describing particles on the real line interacting via the Hamiltonian

$$
\begin{equation*}
\mathcal{H}(p, q)=\frac{1}{2} \sum_{j=1}^{N} p_{j}^{2}+\sum_{j=1}^{N-1} e^{\left(q_{j}-q_{j+1}\right)} . \tag{1}
\end{equation*}
$$

It is a Liouville integrable system, in the sense that it admits a maximal set of independent invariants in involution. This can be proved by constructing a pair of matrices $(L, A)$ that reproduces the equations of motion via the commutator relation

$$
\begin{equation*}
\dot{L}(t)=[A(t), L(t)] . \tag{2}
\end{equation*}
$$

Then, the eigenvalues of $L$ form a complete set of first integrals for the system. The matrix $L$ takes the name of Lax matrix, and the pair $(L, A)$ of Lax pair. In the case of the Toda lattice, it can be used to explicitly compute the time evolution of the dynamical system [127].

Matrix Models. The very concept of Lax matrix is at the origin of much of the arguments treated in this work. Foremost, the Lax formulation allows to define in a simple way an extension of the Toda lattice to infinitely many time variables. The Toda lattice-hierarchy in the time variables $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$ is given by the infinite set of commuting flows

$$
\begin{equation*}
\frac{\partial}{\partial t_{k}} L(\mathbf{t})=\left[\left(L^{k}(\mathbf{t})\right)_{+}, L(\mathbf{t})\right], \quad k=1,2, \ldots, \tag{3}
\end{equation*}
$$

from which the classical Toda lattice is recovered for $k=1$. Correspondingly, one seeks for a function in infinitely many time variables from which solutions for all equations in the hierarchy can be constructed. In a nutshell, this is the concept of tau function $\tau\left(t_{1}, t_{2}, \ldots\right)$, which also has the asset of taking all equations in the hierarchy in bilinear form, see Hirota [113].

Remarkably, partition functions of Hermitian matrix models happen to be Toda tau functions. They are defined via the matrix integral

$$
\begin{equation*}
Z_{N}(\mathbf{t})=\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M ; \mathbf{t})} \mathrm{d} M \quad V(x ; \mathbf{t})=V_{0}(x)+\sum_{j \geq 1} t_{j} x^{j}, \tag{4}
\end{equation*}
$$

for some regular enough background potential $V_{0}(x)$. Via the spectral theorem for Hermitian matrices, one can give a complete description of the partition functions in terms of the orthogonal polynomials associated to $V_{0}(x)$. The identification with a specific Toda tau function passes through the remarkable fact that the Toda Lax matrix has essentially the same structure of the Jacobi operator describing the three term recurrence of orthogonal polynomials.

For a dynamical system, the existence of commuting flows is [133] "Fundamentally [...] welldefinedness of correlation functions". A matrix model can be called integrable if its partition function is the tau function of some integrable hierarchy; in this case, the correlators are defined as

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle, \tag{5}
\end{equation*}
$$

and are the coefficients of the partition function in the monomial base of symmetric polynomials in the variables $\mathbf{t}$. Well-behavedness of correlators, in this context, also means they can be recovered at all orders starting from the base cases $\ell=1$ and $\ell=2$, as described by the theories e.g. of the Topological recursion and Loop equations [79]. More to that, in the case of Hermitian one-cut matrices they can be expanded in Laurent series of $N^{2}$, with $N$ the size of the matrix [40, 75] as

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle \sim \sum_{g \geq 0} \frac{f_{g}\left(k_{1}, \ldots, k_{\ell}\right)}{N^{2 g-2}}, \quad N \rightarrow \infty \tag{6}
\end{equation*}
$$

In some exceptional cases, one can get the explicit expression of the coefficients $f_{g}\left(k_{1}, \ldots, k_{\ell}\right)$ in this expansion. When the background potential is quadratic $-V_{0}(x)=x^{2}$ - it was shown in the seminal paper of Bessis, Itzykson and Zuber [28] how they are connected to the counting problem of ribbon graphs. Ever since there has always been interest in finding, in this sense, combinatorial interpretations of matrix models.

Hurwitz numbers are a recurrent object in this context. They were first introduced by Adolf Hurwitz in [114] and concern the counting of equivalence classes (up to biholomorphism) of ramified coverings over $\mathbb{P}^{1}$; equivalently, via the Riemann existence Theorem, they describe factorization problems in the symmetric group. Amongst the many species of Hurwitz numbers, Simple Hurwitz numbers are somewhat the base case and the most studied one. In 2011 Borot, Eynard, Mulase and Safnuk [38] were able to construct generating functions of simple Hurwitz numbers via the external matrix model

$$
\begin{equation*}
Z \propto \int_{\mathcal{H}_{N}(\mathcal{C})} \mathrm{d} M \exp \left(-\frac{1}{g_{s}} \operatorname{tr}(V(M)-M A)\right), \tag{7}
\end{equation*}
$$

we refer to loc. cit. for the precise definitions of the objects; here external pertains to the presence of the matrix $A$ in the measure, whose eigenvalues serve as extra parameters for the system. Another important result was the proof by Goulden, Guay-Paquet and Novak [96, 97] that the Harish-Chandra-Itzykson-Zuber integral [67, 111, 118]

$$
\begin{equation*}
I_{N}(z)=\int_{U(N)} e^{z N \operatorname{tr}\left(A U B U^{-1}\right)} \mathrm{d} U \tag{8}
\end{equation*}
$$

is a generating function for double weakly monotone Hurwitz numbers; a similar result holds for the $B G W$ model which is related to single weakly monotone Hurwitz numbers [149]. Recently, external matrix models for generic multiparametric Hurwitz numbers have been worked out by Bertola and Harnad [25]. Remarkably, internal - in the sense of (4), with no additional matrices in the measure - matrix models for Hurwitz numbers do exist but have been investigated only recently in relation to unitary invariant ensembles with classical weights. The correlators of the GUE have been related
to double strictly monotone Hurwitz numbers with a prescribed partition (also called orbifold Hurwitz numbers) by Borot and Garcia-Failde [39]. The Laguerre Unitary Ensemble (LUE) is related to multiparametric single Hurwitz numbers involving combinations of double (both weakly and strictly) monotone Hurwitz numbers. Glances of the combinatorial structure of the LUE first appeared in [101]; the idea was later systematized by Collins et al. in [50] and the study completed by Cunden Dahlqvist and O‘Connell [51]. The last classical matrix integral is the Jacobi Unitary Ensemble (JUE), and it is related to multiparametric Hurwitz numbers involving combinations of triple weakly monotone Hurwitz numbers; this constitutes one of the original contributions in this thesis and appeared in [93].

The interplay between tau functions, matrix models and Hurwitz numbers is deep and spreads over many branches of Mathematics. One of the most striking ones is their connection through the Kontsevich-Witten theorem [129, 166] with enumerative geometry. This celebrated result states that the generating function of certain intersection numbers on the moduli spaces of curves specifically intersection numbers of psi-classes - is a tau function for the KdV hierarchy. It was later reproved by Kazarian and Lando [125] essentially inverting the ELSV formula [73], named after its discoverers: Ekedahl, Lando, Shapiro, Vainshtein. The ELSV formula gives a close expression for simple Hurwitz numbers in terms of Hodge integrals,

$$
\begin{equation*}
h_{g}(\mu)=\frac{(2 g-2+|\mu|+\ell)!}{|\operatorname{Aut}(\mu)|} \prod_{i=1}^{\ell} \frac{\mu_{i}^{\mu_{i}}}{\mu_{i}!} \int_{\overline{\mathcal{M}}_{g, n}} \frac{\sum_{j=0}^{g}(-1)^{j} \lambda_{j}}{\prod_{i=1}^{\ell}\left(1-\mu_{i} \psi_{i}\right)} . \tag{9}
\end{equation*}
$$

The first closed formula for general Hurwitz numbers was given long ago by Burnside [43] but the spark has revived in the early 2000s; along with the ELSV formula, important work on properties of Hurwitz numbers has been done, amongst the others, by Dubrovin, Yang, Zagier [64] and Goulden, Jackson, Vakil [95, 98]. The latter authors also conjectured an ELSV formula for one-part double Hurwitz numbers [99] then proved in [59]. Regarding double Hurwitz numbers, very recently an ELSV-like formula has been obtained in [37] by deforming the Johnson-Pandharipande-Tseng [119] formula for orbifold Hurwitz numbers. In this work we present two ELSV-like formuld relating the Hurwitz numbers associated to the LUE/JUE with some specific intersection numbers. These formulæ involve weighted sums of the considered objects, and are similar in spirit to those in [39].

Random Lax systems We turn our attention back to Lax matrices. As mentioned, they can serve as a tool both to prove integrability of a dynamical system and to explicitly integrate it when the initial data are known. The latter can be a significantly difficult task, and has been worked out only in a few cases, e.g. [127]. Nonetheless, even if the exact solvability of a system is hardly achievable, it is still possible to study it from a probabilistic point of view.

When the initial data $(p, q)$ are chosen randomly, the Lax matrix itself inherits an entrywise distribution and thus becomes a random matrix. In general, Hamiltonian systems have a natural invariant measure with respect to the Hamiltonian flow, defined in terms of the Hamiltonian itself, the so called Gibbs measure [126],

$$
\begin{equation*}
\mu_{H}=\frac{1}{Z_{H}} e^{-\beta H(p, q)} \mathrm{d} p \mathrm{~d} q . \tag{10}
\end{equation*}
$$

The eigenvalues of a Lax matrix $L$ are constants of motion for the associated system, so that understanding the behaviour of its spectrum with random initial data remains a sensible question. In order to trigger (global features of) the randomness, these systems are analysed in the regime where the number $N$ of degrees of freedom goes to infinity. This allows to define the density of
states $\nu_{L}$ from the empirical measure on the eigenvalues $\lambda_{j}$ of the Lax matrix $L$,

$$
\begin{equation*}
\frac{1}{N} \sum_{j=1}^{N} \delta_{\lambda_{j}} \xrightarrow{N \rightarrow \infty} \nu_{L} \tag{11}
\end{equation*}
$$

Recently, Spohn [156] connected the spectrum of the random Lax matrix of the Toda lattice with the one of the sparse matrix of the Gaussian $\beta$-ensemble [68] at high temperature [11]. The sparse matrix of the Gaussian $\beta$-ensemble is the random matrix

$$
\left(\begin{array}{ccccc}
\mathcal{N}(0,2) & \chi_{(N-1) \beta} & & &  \tag{12}\\
\chi_{(N-1) \beta} & \mathcal{N}(0,2) & \chi_{(N-2) \beta} & & \\
& \ddots & \ddots & \ddots & \\
& & \chi_{2 \beta} & \mathcal{N}(0,2) & \chi_{\beta} \\
& & & \chi_{\beta} & \mathcal{N}(0,2)
\end{array}\right)
$$

It is equivalent in distribution to the $G \beta E$ of full matrices - e.g. the potential $V_{0}(x)=x^{2}$ in (4) recovers the $\beta=2$ case - in the sense that their eigenvalues distributions coincide [69]. Roughly, the identification with the Toda lattice takes place since its Lax matrix has the same tridiagonal form of (12) and its entries for $N \rightarrow \infty$ converge to the same distributions under the associated Gibbs measure. This observation sparks the interest in linking other classical dynamical systems with known $\beta$-ensembles of matrices. In this direction, work has been done also by Mazzuca et al. $[102,136]$. In this thesis we provide the link to the Laguerre $\beta$-ensemble and the $\beta$-antisymmetric Gaussian ensemble at high temperatures studying two lattice systems, the exponential Toda lattice and the Volterra lattice.

## Structure of the thesis and original contributions

In the first two Chapters of the thesis we recall the main definitions from the theory of random matrix ensembles and orthogonal polynomials, as well as their connection with integrable systems. We also introduce the geometric and combinatorial definitions of Hurwitz numbers and recollect known results linking them to integrable systems.
Chapter 3 deals with generating functions for correlators of classical unitary ensembles. These results are based on the work done with T. Grava and G. Ruzza in [92, 93]. General formulæ for generating functions of correlators of Hermitian matrix models appeared in the work of Eynard et al. [77, 78] and Dubrovin and Yang [63] (see also [22]), through the so called matrix resolvent $R(z)$. They read

$$
\begin{align*}
\mathscr{C}_{1}^{\mathrm{c}}(z) & =\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z)\right)_{1,1},  \tag{13}\\
\mathscr{C}_{2}^{\mathrm{c}}\left(z_{1}, z_{2}\right) & =\frac{\operatorname{tr}\left(R\left(z_{1}\right) R\left(z_{2}\right)\right)-1}{\left(z_{1}-z_{2}\right)^{2}},  \tag{14}\\
\mathscr{C}_{\ell}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) & =-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R\left(z_{i_{1}}\right) \ldots R\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}, \quad \ell \geq 3, \tag{15}
\end{align*}
$$

where $\mathscr{C}_{\ell}^{c}\left(z_{1}, \ldots, z_{\ell}\right)$ is the $\ell$-point cumulant function, $Y_{N}(z)$ is the Fokas-Its-Kitaev matrix [117], and $R(z):=Y_{N}(z)\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) Y_{N}^{-1}(z)$; in Section 3.1 we present a new derivation of the above. These formulæ hold for finite, $N$ where $N$ is the matrix dimension, and are different in flavour both from the topological recursion formulæ, [46] that permit to evaluate the coefficients of the large $N$
expansions of the correlators, and from the Dubrovin-Zhang approach [66] via Dubrovin-Frobenius manifolds. We also point out how a similar approach could be extended to ensembles arising from discrete and multiple orthogonal polynomials, see Section 3.1.1. We apply the matrix resolvent to the Laguerre and Jacobi unitary ensemble; this completes the study on generating functions for correlators of classical ensembles, the Gaussian case having been dealt with by Dubrovin and Yang in [63]. We obtain the solution in the form

$$
R(z)=\left(\begin{array}{ll}
1 & 0  \tag{16}\\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{1}{z^{2 \ell+2}}\left(\begin{array}{cc}
\mathcal{A}_{\ell, N} & -z \mathcal{B}_{\ell, N+1} \\
z \mathcal{B}_{\ell, N} & \mathcal{A}_{\ell, N}
\end{array}\right),
$$

as $z \rightarrow \infty$, where the entries $\mathcal{A}_{\ell, N}$ and $\mathcal{B}_{\ell, N}$ are shown to be discrete orthogonal polynomials indexed by the variable $\ell$. It was first proved by Cunden, Mezzadri, O'Connell and Simm [52] that onepoint correlators $\left\langle\operatorname{tr} M^{k}\right\rangle$ of all three classical unitary invariant ensembles are discrete orthogonal polynomials. Our results imply that multi-point correlators can be expressed as combinations of them as well. Explicit formulæ are presented in Theorems 3.2.3, 3.2.5 and 3.2.12.
In Chapter 4 we obtain the combinatorial interpretation of the JUE. We show that correlators of the Jacobi partition function admit a topological expansion in terms of multiparametric single Hurwitz numbers [104, 112]

$$
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{J U E}=(-1)^{|\lambda|} \frac{z_{\lambda}}{|\lambda|!} \sum_{g \geq 0} \frac{1}{N^{2 g-2-\ell(\lambda)}} \sum_{\mu, \nu \vdash|\lambda|} \frac{c_{\alpha}^{\ell(\nu)}}{\left(-c_{\alpha}-c_{\beta}\right)^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2}} h_{g}^{\geq}(\lambda, \mu, \nu),
$$

which are expressed as a combination of triple weakly monotone Hurwitz numbers, Theorem 4.1.5. The derivation is carried out using the Selberg-Aomoto integral to explicitly compute the coefficients in the Schur expansion of the Jacobi partition function. Identical Hurwitz numbers are related to negative correlators (i.e. expectation of products of traces of negative powers of the random matrix). In Section 4.2 we show how the same technique retrieve analogous results of [51] on the Laguerre unitary ensemble.
In Chapter 5 we obtain an ELSV-like formula for the multipoint correlators. In [62] the modified GUE partition function (mGUE) was introduced and proved to be a generating function for cubic Hodge integrals. We point out a symmetry $(N, \alpha) \rightarrow(N+\alpha,-\alpha)$ in the Laguerre partition function $Z_{N}^{(\alpha)}$ which allows us to connect it with the mGUE partition function for the particular value $\alpha=-\frac{1}{2}$. As a consequence we relate the Hurwitz numbers of LUE with Hodge integrals according to

$$
\begin{align*}
& \sum_{g \geq 0} \epsilon^{2 g-2} \mathscr{H}_{g, \mu}=2^{\ell} \sum_{\gamma \geq 0}(2 \epsilon)^{2 \gamma-2} \sum_{\nu \vdash|\mu|}\left(\omega+\frac{\epsilon}{2}\right)^{2-2 \gamma+|\mu|-\ell-\ell(\nu)}\left(\omega-\frac{\epsilon}{2}\right)^{\ell(\nu)} h_{\gamma}^{>}(\mu, \nu),  \tag{17}\\
& \mathscr{H}_{g, \mu}:= 2^{g-1} \sum_{m \geq 0} \frac{(\omega-1)^{m}}{m!} \int_{\overline{\mathcal{M}}_{g, \ell+m}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \exp \left(-\sum_{d \geq 1} \frac{\kappa_{d}}{d}\right) \prod_{a=1}^{\ell} \frac{\mu_{a}\binom{2 \mu_{a}}{\mu_{a}}}{1-\mu_{a} \psi_{a}} \\
& \quad+\frac{\delta_{g, 0} \delta_{\ell, 1}}{2}\left(\omega-\frac{\mu_{1}}{\mu_{1}+1}\right)\binom{2 \mu_{1}}{\mu_{1}}+\frac{\delta_{g, 0} \delta_{\ell, 2}}{2} \frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\binom{2 \mu_{1}}{\mu_{1}}\binom{2 \mu_{2}}{\mu_{2}}, \tag{18}
\end{align*}
$$

where $\mathscr{H}_{g, \mu}$ is a finite sum of Hodge integrals, see Theorem 5.1.1. The Theta classes on moduli spaces of curves have been introduced by Norbury [47, 147] as the analogue of standard intersection numbers of psi classes (associated to the Airy topological recursion) for the Bessel topological
recursion. In the work [148] Norbury relates the generating function of Theta classes coupled to GW invariants of $\mathbb{P}^{1}$ with the Legendre matrix model. In view of the fact that this is a special case of JUE, we obtain

$$
\begin{equation*}
\sum_{\mu, \nu \vdash|\lambda|} \frac{h_{\bar{g}}^{\geq}(\lambda, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}}=\frac{(-1)^{|\lambda|}|\lambda|!}{2^{|\lambda|} \prod_{i \geq 1} i^{m_{i}}} \sum_{k_{1}, \ldots, k_{\ell} \geq 1} \frac{\left\langle\Theta \cdot \prod_{j=1}^{\ell}\binom{\lambda_{i}}{k_{j}} \tau_{k_{j}-1}(\omega)\right\rangle_{d}^{g}}{2^{k_{1}+\cdots+k_{\ell}}} . \tag{19}
\end{equation*}
$$

This is the content of Section 5.2.
Chapter 6 is partially unrelated to the first part of the thesis and concerns the spectra of random Lax matrices. We show that the exponential Toda lattice, and the Volterra lattice are related, respectively, to the Laguerre $\beta$-ensemble at high temperature and the antisymmetric Gaussian $\beta$ ensemble at high temperature. The results are in Section 6.2 and Section 6.3. We thus fill in rows two and five of the following table, the others appearing in [102, 136, 156]. We explicitly compute

| $\beta$-ensemble at high temperature | Integrable System |
| :---: | :---: |
| Gaussian | Toda lattice |
| Laguerre | Exponential Toda lattice |
| Jacobi | Defocusing Schur flow |
| Circular | Defocusing Ablowitz-Ladik lattice |
| Antisymmetric Gaussian | Volterra lattice |

the density of states of the associated random Lax matrices endowed with their generalized Gibbs measures as

$$
\begin{equation*}
\nu_{E T}(x)=\beta \partial_{\alpha}\left(\alpha \mu_{\alpha, \gamma}(\beta x)\right) \mathrm{d} x, \quad \quad \nu_{\text {Volt }}(x)=\sqrt{\beta} \partial_{\eta}\left(\eta \theta_{\eta}(\sqrt{\beta} x)\right) \mathrm{d} x \tag{20}
\end{equation*}
$$

where $\mu_{\alpha, \gamma}$ and $\theta_{\eta}$ are related to the Tricomi's confluent hypergeometric and the Whittaker functions respectively.
In Chapter 7 we numerically investigate the eigenvalues distribution of other integrable systems, namely the additive and multiplicative INB lattices, the focusing Ablowitz-Ladik lattice and the focusing Schur flow.

The content of Chapter 6 and Chapter 7 is based on the work done with T. Grava, G. Gubbiotti and G. Mazzuca in [91].

## Chapter 1

## Random matrix ensembles

A random matrix ensemble is the datum of a probability measure $\mathrm{d} \mu(M)$ over a family, an ensemble, of matrices $\mathcal{M} \subset \operatorname{Mat}\left(\mathbb{C}, N_{1} \times N_{2}\right)$. It carries an entrywise distribution on the elements $M_{i j}$ of $M$,

$$
\begin{equation*}
M_{i j} \propto \mathrm{~d} \mu_{i j}(M) \tag{1.1}
\end{equation*}
$$

Usually, the ensemble $\mathcal{M}$ is taken to be some vector space acted upon by a group of symmetries (e.g. Hermitian, Symmetric matrices,...), thus endowed with a natural Lebesgue measure $\mathrm{d} M$, with respect to which we ask the measure $\mathrm{d} \mu(M)$ to be absolutely continuous.

Random matrices serve as a model for many phenomena coming from the physics world; they first appeared in the fifties in the work of physicist E.P. Wigner, who was investigating properties of the energy levels of highly excited states of heavy nuclei [164]. He was interested in studying the spacings between those energy levels and conjectured they were related to the eigenvalues spacings of a certain random matrix ensemble. The book of Mehta [137] also played a foundational role in the development and spread of the theory.

Dealing with probabilistic quantities, one is often interested in computing expectations of functions with respect to the given measure, write

$$
\begin{equation*}
\langle f(M)\rangle=\int_{\mathcal{M}} f(M) \mathrm{d} \mu(M) . \tag{1.2}
\end{equation*}
$$

In this thesis we will be particularly interested in the correlators of Hermitian matrix ensembles, defined as averages of products of traces of powers of matrices,

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle=\int_{\mathcal{H}_{N}} \operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}} \mathrm{d} \mu(M) \tag{1.3}
\end{equation*}
$$

where $k_{1}, \ldots k_{\ell} \in \mathbb{Z}$. They can be regarded as the building blocks, coefficients of Taylor expansions, of partition functions of matrix models, see Section 1.3. We will extensively investigate these objects in Chapters 3 and 4 for specific measures $\mathrm{d} \mu$.

### 1.1 Unitary invariant ensembles

In the general scenario, random matrix ensembles can be extremely complicated to analyze. However, most of the models drawn from the real world exhibit an invariance property under the action of specific groups, most notably, the unitary, the orthogonal, and the symplectic group. It is a natural feature, which can be thought of as invariance of a system under change of coordinates [57]. We will almost entirely focus on unitary invariant ensembles.

Definition 1.1.1. Define $U(N)$ the unitary group of size $N \in \mathbb{N}$ as

$$
\begin{equation*}
U(N):=\left\{U \in \operatorname{Mat}(\mathbb{C}, N) \mid U^{-1}=U^{\dagger}\right\} \tag{1.4}
\end{equation*}
$$

with $U^{\dagger}$ denoting the conjugate transpose. A measure $\mathrm{d} \mu(M)$ on an ensemble $\mathcal{M}$ is said to be unitary invariant if

$$
\begin{equation*}
\mu(M)=\mu\left(U M U^{\dagger}\right), \quad \forall M \in \mathcal{M}, \forall U \in U(N) \tag{1.5}
\end{equation*}
$$

The natural ensemble of matrices for unitary invariant measures is the $N^{2}$-dimensional vector space of Hermitian matrices of size $N$,

$$
\begin{equation*}
\mathcal{H}_{N}:=\left\{M \in \operatorname{Mat}(\mathbb{C}, N) \mid M=M^{\dagger}\right\} \tag{1.6}
\end{equation*}
$$

Indeed, by the spectral theorem, any hermitian matrix can be diagonalized as

$$
\begin{equation*}
M=U D U^{\dagger} \tag{1.7}
\end{equation*}
$$

with $U \in U(N)$ a unitary matrix and $D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ the diagonal matrix with entries the eigenvalues of $M$. We consider measures of the form

$$
\begin{equation*}
\mathrm{d} \mu(M)=\frac{1}{C_{N}} e^{\operatorname{tr} V(M)} \mathrm{d} M \tag{1.8}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathrm{d} M=\prod_{1 \leq i<j \leq N} \mathrm{~d} \operatorname{Re} M_{i j} \mathrm{~d} \operatorname{Im} M_{i j} \prod_{i=1}^{N} \mathrm{~d} M_{i i} \tag{1.9}
\end{equation*}
$$

the Lebesgue measure over the vector space $\mathcal{H}_{N}$, a regular enough (specific assumptions will be made down the road) scalar function $V(x)$, named potential, and $C_{N}$ the normalization constant,

$$
\begin{equation*}
C_{N}=\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M)} \mathrm{d} M \tag{1.10}
\end{equation*}
$$

Measures of the form (1.8) are automatically unitary invariant by elementary properties of the trace, $\operatorname{tr}(M)=\operatorname{tr}\left(U M U^{\dagger}\right)$, and by unitary invariance of the Lebesgue measure $\mathrm{d} M$.

In view of (1.7), unitary invariant measures over $\mathcal{H}_{N}$ of the form (1.8) can be factorized in a constant angular part and a random one depending on its eigenvalues. Indeed consider the map

$$
\begin{equation*}
\psi: U(N) /[U(1)]^{N} \times \mathcal{D}_{N} \rightarrow \mathcal{H}_{N}, \quad(U,[D]) \mapsto U D U^{\dagger} \tag{1.11}
\end{equation*}
$$

where $\mathcal{D}_{N}$ is the set of diagonal $N \times N$ matrices $\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ with real ordered eigenvalues $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{N}$. Then $\psi$ can be parametrized in a smooth way on a Zariski open set of $\mathcal{H}_{N}$. It can be proved that the square of the Vandermonde determinant

$$
\Delta(\underline{\lambda}):=\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}\right)=\operatorname{det}\left(\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{n-1}  \tag{1.12}\\
1 & \lambda_{2} & \lambda_{2}^{2} & \cdots & \lambda_{2}^{n-1} \\
\vdots & \vdots & \ddots & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
1 & \lambda_{n} & \lambda_{n}^{2} & \cdots & \lambda_{n}^{n-1}
\end{array}\right)
$$

is the Jacobian $\mathrm{d} M=\Delta^{2}(\underline{\lambda}) \mathrm{d} \underline{\lambda}$ for the change of coordinates induced by $\psi$. Then we can write

$$
\begin{equation*}
\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M)} \mathrm{d} M=\operatorname{Vol}\left(U(N) /[U(1)]^{N}\right) \int_{\mathcal{D}_{N}} \prod\left|\lambda_{i}-\lambda_{j}\right|^{2} e^{\sum_{k=1}^{N} V\left(\lambda_{k}\right)} d \lambda_{1} \ldots d \lambda_{N}, \tag{1.13}
\end{equation*}
$$

and passing from $\mathcal{D}_{N}$ to $\mathbb{R}^{N}$, upon adding measure zero terms,

$$
\begin{equation*}
\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M)} \mathrm{d} M=\frac{1}{N!} \operatorname{Vol}(N) \int_{\mathbb{R}^{N}} \mathrm{P}_{N}\left(\lambda_{1}, \ldots, \lambda_{N}\right) d \lambda_{1} \ldots d \lambda_{N}, \tag{1.14}
\end{equation*}
$$

where we introduced

$$
\begin{equation*}
\operatorname{Vol}(N):=\int_{U(N) /[U(1)]^{N}} \mathrm{~d} U=\frac{\pi^{\frac{N(N-1)}{2}}}{\prod_{j=0}^{N-1} j!}, \tag{1.15}
\end{equation*}
$$

and the probability measure over the eigenvalues

$$
\begin{equation*}
\mathrm{P}_{N}\left(\lambda_{1}, \ldots, \lambda_{N}\right):=\frac{1}{C_{N}} e^{\sum_{k=1}^{N} V\left(\lambda_{k}\right)} \Delta^{2}(\underline{\lambda}) d \lambda_{1} \ldots d \lambda_{N} \tag{1.16}
\end{equation*}
$$

Notice that in this way we reduced a matrix integral to a standard integral over $\mathbb{R}^{N}$.
When computing averages of functions of $M$ invariant under the action of the unitary group, one can apply the same argument to dimensionally reduce the matrix integral. An example is given by the correlators (1.3), which are indeed symmetric in the eigenvalues, depending on traces of powers of the matrix only,

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle=\frac{\int_{\mathbb{R}^{N}} \prod_{j=1}^{\ell}\left(\sum_{i=1}^{N} \lambda_{i}^{k_{j}}\right) \Delta^{2}(\underline{\lambda}) e^{\sum_{i=1}^{N} V\left(\lambda_{i}\right)} d \lambda_{1} \ldots d \lambda_{N}}{\int_{\mathbb{R}^{N}} \Delta^{2}(\underline{\lambda}) e^{\sum_{i=1}^{N} V\left(\lambda_{i}\right)} d \lambda_{1} \ldots d \lambda_{N}} . \tag{1.17}
\end{equation*}
$$

A very efficient tool in computing the so obtained space integrals is supplied by the theory of orthogonal polynomials, $[56,57]$. In a nutshell, the idea is to further reduce the $N$-dimensional integrals to lower dimensional ones; this line of thought will be a building block in proofs of Chapter 3. In the next section we recall the basics on orthogonal polynomials.

### 1.2 Orthogonal polynomials

Orthogonal polynomials are ubiquitous objects in mathematics. We will now state a number of standard facts which can be retrieved e.g. in [48, 115].

Definition 1.2.1. Let $\left\{P_{n}(x)\right\}_{n \geq 0}$ be a collection of polynomials defined over an open interval $I \subseteq \mathbb{R}$ such that $\operatorname{deg} P_{n}(x)=n$. They form a family of orthogonal polynomials with respect to the weight $w(x): I \rightarrow \mathbb{R}_{+}$provided

$$
\begin{equation*}
\int_{I} P_{n}(x) P_{m}(x) w(x) d x=\delta_{n m} h_{n}, \quad \forall m, n \in \mathbb{N} \tag{1.18}
\end{equation*}
$$

Here, $\delta_{n m}$ is the standard Kronecker delta, valued 1 if $m=n$ and 0 otherwise, and $h_{n} \in \mathbb{R}$ are called norming constants. The weight $w(x): I \rightarrow \mathbb{R}_{+}$shall be positive and continuous, and such that all moments

$$
\begin{equation*}
m_{k}(x):=\int_{I} x^{k} w(x), \quad k=0,1,2, \ldots \tag{1.19}
\end{equation*}
$$

exist finite.

Such a family is unique up to a multiplicative constant, so that we can take them to be monic

$$
\begin{equation*}
P_{n}(x)=x^{n}+c_{n-1} x^{n-1}+\cdots+c_{0} . \tag{1.20}
\end{equation*}
$$

In particular, once a weight $w(x)$ as in the above definition is given, an associated family of orthogonal polynomials can always be constructed by means of the Gram-Schmidt procedure. Namely, consider the inner product on $L^{2}(w(x) d x)$

$$
\begin{equation*}
\langle f, g\rangle=\int_{I} f(x) g(x) w(x) d x \tag{1.21}
\end{equation*}
$$

and simply define

$$
\begin{gather*}
P_{0}(x)=1, \quad P_{1}(x)=x-\frac{\left\langle x, P_{0}\right\rangle}{\left\langle P_{0}, P_{0}\right\rangle},  \tag{1.22}\\
P_{n}(x)=x^{n}-\frac{\left\langle x, P_{n-1}\right\rangle}{\left\langle P_{n-1}, P_{n-1}\right\rangle} P_{n-1}(x)-\cdots-\frac{\left\langle x, P_{0}\right\rangle}{\left\langle P_{0}, P_{0}\right\rangle} P_{0}(x), \tag{1.23}
\end{gather*}
$$

which are orthogonal by construction.
We can already start to appreciate the usefulness of orthogonal polynomials in the matrix models context looking back at (1.14). Indeed, it is easy to see that the following holds

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \Delta^{2}(\underline{x}) e^{\sum_{i=1}^{N} V\left(x_{i}\right)} d x_{1} \ldots d x_{N},=N!h_{0} h_{1} \cdots h_{N-1}, \tag{1.24}
\end{equation*}
$$

where the $h_{i}$ 's are the norming constants associated to the weight $e^{V(x)}$. Indeed, by simple row operations we can rewrite the Vandermonde determinant (1.12) as

$$
\Delta(\underline{x})=\operatorname{det}\left(\begin{array}{ccccc}
1 & x_{1} & x_{1}^{2} & \cdots & x_{1}^{N-1}  \tag{1.25}\\
1 & x_{2} & x_{2}^{2} & \cdots & x_{2}^{N-1} \\
\vdots & \vdots & \ddots & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
1 & x_{N} & x_{N}^{2} & \cdots & x_{N}^{N-1}
\end{array}\right)=\operatorname{det}\left(\begin{array}{ccccc}
1 & P_{1}\left(x_{1}\right) & P_{2}\left(x_{1}\right) & \cdots & P_{N-1}\left(x_{1}\right) \\
1 & P_{1}\left(x_{2}\right) & P_{2}\left(x_{2}\right) & \cdots & P_{N-1}\left(x_{2}\right) \\
\vdots & \vdots & \ddots & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
1 & P_{1}\left(x_{N}\right) & P_{2}\left(x_{N}\right) & \cdots & P_{N-1}\left(x_{N}\right)
\end{array}\right),
$$

so that, expanding the squared determinant and then using the orthogonality property (1.18),

$$
\begin{align*}
\int_{\mathbb{R}^{N}} \Delta^{2}(\underline{x}) e^{\sum_{i=1}^{N} V\left(x_{i}\right)} \mathrm{d} \underline{x} & =\int_{\mathbb{R}^{N}}\left(\sum_{\sigma \in \mathfrak{G}_{n}} P_{0}\left(x_{\sigma(1)}\right) \cdots P_{N-1}\left(x_{\sigma(n)}\right)\right)^{2} e^{\sum_{i=1}^{N} V\left(x_{i}\right)} \mathrm{d} \underline{x}  \tag{1.26}\\
& =\sum_{\sigma \in \mathfrak{S}_{n}} \int_{\mathbb{R}^{N}} P_{0}^{2}\left(x_{\sigma(1)}\right) \cdots P_{N-1}^{2}\left(x_{\sigma(n)}\right) e^{\sum_{i=1}^{N} V\left(x_{i}\right)} \mathrm{d} \underline{x}  \tag{1.27}\\
& =N!h_{0} h_{1} \cdots h_{N-1}, \tag{1.28}
\end{align*}
$$

and finally from (1.14) we get

$$
\begin{equation*}
\frac{1}{\operatorname{Vol}(N)} \int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M)} \mathrm{d} M=h_{0} h_{1} \cdots h_{N-1} . \tag{1.29}
\end{equation*}
$$

From the Gram-Schmidt procedure is possible to prove the following characterizing feature of orthogonal polynomials.

Theorem 1.2.2. Any family $\left\{P_{n}(x)\right\}_{n \geq 0}$ of monic orthogonal polynomials satisfies a three term recurrence, which is, there exist sequences of real numbers $\left\{a_{n}\right\}_{n \geq 0},\left\{b_{n}\right\}_{n \geq 0}$, such that

$$
\begin{equation*}
x \cdot P_{n}(x)=P_{n+1}(x)+a_{n} P_{n}(x)+b_{n} P_{n-1}(x) . \tag{1.30}
\end{equation*}
$$

Clearly, the knowledge of the sequences $\left\{a_{n}\right\}_{n \geq 0},\left\{b_{n}\right\}_{n \geq 0}$, together with the monic condition $P_{0}(x)=1$ and assuming $P_{-1}(x)=0$, allows one to completely reconstruct the family of orthogonal polynomials. More to that, the following viceversa to Theorem 1.2.2 holds.

Theorem 1.2.3 (Favard Theorem, [81]). If there exist sequences $\left\{a_{n}\right\}_{n \geq 0},\left\{b_{n}\right\}_{n \geq 0}$, such that

$$
\begin{equation*}
x \cdot P_{n}(x)=P_{n+1}(x)+a_{n} P_{n}(x)+b_{n} P_{n-1}(x), \tag{1.31}
\end{equation*}
$$

with $P_{-1}(x)=0$ and $P_{0}(x)=1$, then there exists $w(x)$ of bounded variation such that

$$
\begin{equation*}
\int_{I} P_{n}(x) P_{m}(x) w(x) d x=\delta_{n m} h_{n}, \quad \forall m, n \in \mathbb{N} . \tag{1.32}
\end{equation*}
$$

The three term recurrence can be rewritten in (semi-infinite) matrix form by means of the Jacobi operator, which is the tridiagonal matrix

$$
L=\left(\begin{array}{cccc}
a_{0} & 1 & 0 & \cdots  \tag{1.33}\\
b_{1} & a_{1} & 1 & \cdots \\
0 & b_{2} & a_{2} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right) .
$$

Then, denoting $\mathbf{P}(x)=\left(P_{0}(x), P_{1}(x), \ldots\right)^{T}$ equation (1.30) is recasted as

$$
\begin{equation*}
x \cdot \mathbf{P}(x)=L \cdot \mathbf{P}(x), \tag{1.34}
\end{equation*}
$$

and the vector of monic orthogonal polynomials $\mathbf{P}(x)$ can be thought of as an eigenvector of the operator $L$. An important feature of orthogonal polynomials is the Christoffel-Darboux identity.

Proposition 1.2.4. Let $\left\{P_{n}(x)\right\}_{n \geq 0}$ be a family of monic orthogonal polynomials with norming constants $\left\{h_{j}\right\}_{j \geq 0}$, and $N$ a positive integer. Then,

$$
\begin{equation*}
\sum_{j=0}^{N-1} \frac{P_{j}(x) P_{j}(y)}{h_{j}}=\frac{1}{h_{N-1}} \frac{P_{N}(x) P_{N-1}(y)-P_{N-1}(x) P_{N}(y)}{x-y}, \tag{1.35}
\end{equation*}
$$

In particular, if $\left\{P_{n}(x)\right\}_{n \geq 0}$ are orthogonal with respect to the weight $w(x)=e^{V(x)}$ we name Christoffel-Darboux kernel the quantity

$$
\begin{equation*}
K_{N}(x, y):=\frac{e^{\frac{V(x)+V(y)}{2}}}{h_{N-1}} \frac{P_{N}(x) P_{N-1}(y)-P_{N-1}(x) P_{N}(y)}{x-y} . \tag{1.36}
\end{equation*}
$$

It consists of the right hand side of (1.35) multiplied by the square root of the weights in the variables $x$ and $y$. The Christoffel-Darboux kernel satisfies two important properties,

1. normalization $\int_{I} K_{N}(x, x) \mathrm{d} x=N$,
2. reproducibility $\int_{I} K_{N}(x, y) K_{N}(y, z) \mathrm{d} y=K_{N}(x, z)$.

Comparing with (1.35) we realize that $K_{N}(x, y)$ is the kernel of the orthogonal projection of $L^{2}(I, w(x) \mathrm{d} x)$ onto the space of polynomials of degree $<N$. Given a unitary invariant matrix ensemble with the same weight $e^{V(x)}$, the Christoffel-Darboux identity also gives an immediate way to reconstruct the probability measure over the eigenvalues and, more generally, all its marginals $\rho_{k}\left(x_{1}, \ldots, x_{k}\right)$, which here take the name of $k$-point correlation functions.
Proposition 1.2.5. Let $\mathrm{P}_{N}(\underline{x}) \mathrm{d} \underline{x}$ be the eigenvalue measure (1.16), then we have

$$
\begin{align*}
\mathrm{P}_{N}(\underline{x}) \mathrm{d} \underline{x} & :=\frac{1}{C_{N}} e^{\sum_{i=1}^{N} V\left(x_{i}\right)} \Delta^{2}(\underline{x})=\operatorname{det}\left(K_{N}\left(x_{i}, x_{j}\right)\right)_{1 \leq i, j, \leq N} .  \tag{1.37}\\
\rho_{k}\left(x_{1}, \ldots, x_{k}\right) & :=\int_{\mathbb{R}^{N-k}} \mathrm{P}_{N}\left(x_{1}, \ldots, x_{k}, x_{k+1}, \ldots, x_{N}\right) \mathrm{d} x_{k+1} \cdots \mathrm{~d} x_{N}=\operatorname{det}\left(K_{N}\left(x_{i}, x_{j}\right)\right)_{1 \leq i, j, \leq k} . \tag{1.38}
\end{align*}
$$

Proof. A standard proof can be found in [56].
Finally, family of orthogonal polynomials can be characterized in a third way as the unique solution of the associated Riemann-Hilbert problem, first established in the seminal work by Fokas, Its and Kitaev in [117], and which we hereby recall.

Definition 1.2.6. The Cauchy-Transform of the orthogonal polynomial $P_{N}(x)$ with respect to the weight $e^{V(x)}$ is given by

$$
\begin{equation*}
\widehat{P}_{N}(x):=\frac{1}{2 \pi \mathrm{i}} \int_{I} \frac{P_{N}(\xi)}{\xi-x} \mathrm{e}^{V(\xi)} \mathrm{d} \xi . \tag{1.39}
\end{equation*}
$$

It is analytic for $x \in \mathbb{C} \backslash \bar{I}$ and continuous up to the boundary of $I$, where it has a jump.
Introduce the Fokas-Its-Kitaev matrix

$$
Y_{N}(x):=\left(\begin{array}{cc}
P_{N}(x) & \widehat{P}_{N}(x)  \tag{1.40}\\
-\frac{2 \pi \mathrm{i}}{h_{N-1}} P_{N-1}(x) & -\frac{2 \pi \mathrm{i}}{h_{N-1}} \widehat{P}_{N-1}(x)
\end{array}\right) .
$$

It is the unique matrix analytic in $z \in \mathbb{C} \backslash I$ satisfying

1. $Y_{N}(x)$ has a jump on the real axis given by

$$
Y_{N,+}(x)=Y_{N,-}(x)\left(\begin{array}{cc}
1 & \mathrm{e}^{V(x)}  \tag{1.41}\\
0 & 1
\end{array}\right), \quad x \in I,
$$

where we use the notation

$$
\begin{equation*}
Y_{N, \pm}(x)=\lim _{\epsilon \rightarrow 0_{+}} Y_{N}(x \pm \mathrm{i} \epsilon), \quad x \in I^{\circ}, \tag{1.42}
\end{equation*}
$$

and $I^{\circ}$ is the interior of the interval $I$,
2. for $x \rightarrow \infty$ it has the behaviour

$$
\begin{equation*}
Y_{N}(x)=\left(\mathbf{1}+\mathcal{O}\left(x^{-1}\right)\right) x^{N \sigma_{3}}, \tag{1.43}
\end{equation*}
$$

3. at any endpoint $x_{0}$ of $I$, for $x \rightarrow x_{0}$

$$
\begin{equation*}
Y_{N}(x)=\mathcal{O}\left(\log \left(x-x_{0}\right)\right) . \tag{1.44}
\end{equation*}
$$

where we denote $\mathbf{1}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and $\sigma_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. In Chapter 3 we will exploit such a characterization to investigate probabilistic quantities related to the weight $e^{V(x)}$.

### 1.2.1 Classical unitary ensembles

Amongst the many, infinite, families of orthogonal polynomials $\left\{P_{n}(x)\right\}_{n \geq 0}$ we distinguish a particular class, the so called classical orthogonal polynomials. They are characterized by the following equivalent properties, [30, 128]

1. They are solutions of the system of differential equations

$$
\begin{equation*}
A(x) y_{n}^{\prime \prime}(x)+B(x) y_{n}^{\prime}(x)+\lambda_{n} y_{n}(x)=0, \quad n=0,1, \ldots, \tag{1.45}
\end{equation*}
$$

required $A(x), B(x)$ are independent of $n, \lambda_{n}$ independent of $x$ and solutions $y_{n}(x)$ are polynomials of degree $\operatorname{deg} y_{n}(x)=n$,
2. Their derivatives $\left\{P_{n}^{\prime}(x)\right\}_{n \geq 0}$ form a family of orthogonal polynomials as well,
3. Rodrigues-type formula: there exist constants $k_{n}$ and $n$-independent polynomials $w(x), T(x)$ such that

$$
\begin{equation*}
P_{n}(x)=\frac{k_{n}}{w(x)} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[w(x)(T(x))^{n}\right] . \tag{1.46}
\end{equation*}
$$

It turns out that up to a linear change of variables, which amounts to scale and shift of the domain and standardization of the polynomials, there are exactly three measures on $\mathbb{R}$ which satisfy any of the properties above, each coming with its associated family of classical orthogonal polynomials. Correspondingly the three associated matrix ensembles go by the name of classical unitary ensembles. We recall their definition and main properties in the next subsections.

## Hermite polynomials

Hermite polynomials $\left\{P_{n}^{\mathrm{H}}(x)\right\}_{n \geq 0}$ are orthogonal with respect to the Gaussian measure

$$
\begin{equation*}
\mu^{\mathrm{H}}(x)=e^{-\frac{x^{2}}{2}}, \quad x \in(-\infty, \infty) \tag{1.47}
\end{equation*}
$$

with orthogonality relation

$$
\begin{equation*}
\int_{\mathbb{R}} P_{n}^{\mathrm{H}}(x) P_{m}^{\mathrm{H}}(x) e^{-\frac{x^{2}}{2}} \mathrm{~d} x=\delta_{n m} h_{n}, \quad h_{n}=n!\sqrt{2 \pi} \tag{1.48}
\end{equation*}
$$

They can be computed via the Rodrigues formula

$$
\begin{equation*}
P_{n}^{\mathrm{H}}(x)=(-1)^{n} e^{\frac{x^{2}}{2}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(e^{-\frac{x^{2}}{2}}\right) \tag{1.49}
\end{equation*}
$$

and the three term recurrence reads

$$
\begin{equation*}
x \cdot P_{n}^{\mathrm{H}}(x)=P_{n+1}^{\mathrm{H}}(x)+n P_{n-1}^{\mathrm{H}}(x) . \tag{1.50}
\end{equation*}
$$

The associated unitary invariant matrix model is known as Gaussian Unitary Ensemble, or simply $G U E$. The ensemble of matrix is that of Hermitian matrices endowed with the measure

$$
\begin{equation*}
\mu_{N}^{\mathrm{H}}(M)=\frac{1}{C_{N}} e^{-\operatorname{tr} \frac{M^{2}}{2}} \mathrm{~d} M, \tag{1.51}
\end{equation*}
$$

where $\mathrm{d} M$ is the standard Lebesgue measure. In virtue of the discussions in the previous section, the normalization constant is explicitly computed as

$$
\begin{equation*}
C_{N}^{\mathrm{H}}=\operatorname{Vol}(N) \cdot \prod_{j=0}^{N-1} h_{j}=\frac{\pi^{\frac{N(N-1)}{2}}}{\prod_{j=0}^{N-1} j!} \cdot \prod_{j=0}^{N-1}(j!\sqrt{2 \pi})=\sqrt{2}^{N} \sqrt{\pi}^{N^{2}} \tag{1.52}
\end{equation*}
$$

## Laguerre polynomials

Laguerre polynomials $\left\{P_{n}^{\mathrm{L}}\right\}_{n \geq 0}$ are orthogonal with respect to the measure

$$
\begin{equation*}
\mu^{\mathrm{L}}(x)=x^{\alpha} e^{-x}, \quad x \in(0, \infty), \tag{1.53}
\end{equation*}
$$

with $\alpha \in \mathbb{C}$ a complex parameter, and orthogonality relation

$$
\begin{equation*}
\int_{0}^{\infty} P_{n}^{\mathrm{L}}(x) P_{m}^{\mathrm{L}}(x) x^{\alpha} e^{-x} \mathrm{~d} x=\delta_{n m} h_{n}^{\mathrm{L}}, \quad h_{n}^{\mathrm{L}}=n!\Gamma(\alpha+n+1) \tag{1.54}
\end{equation*}
$$

They can be computed via the Rodrigues formula

$$
\begin{equation*}
P_{n}^{\mathrm{L}}(x)=(-1)^{n} x^{-\alpha} e^{x} \frac{\mathrm{~d}^{n}}{\mathrm{~d} x^{n}}\left(x^{\alpha+n} e^{-x}\right), \tag{1.55}
\end{equation*}
$$

in an explicit way as

$$
\begin{equation*}
P_{n}^{\mathrm{L}}(x)=\sum_{j=0}^{n} \frac{(-1)^{n-j}(n-j+1)_{j}(j+1+\alpha)_{n-j}}{j!} x^{j} \tag{1.56}
\end{equation*}
$$

where $(p)_{j}:=p(p+1) \cdots(p+j-1)$ denotes the rising factorial; the three term recurrence reads

$$
\begin{equation*}
x \cdot P_{n}^{\mathrm{L}}(x)=P_{n+1}^{\mathrm{L}}(x)+(2 n+\alpha+1) P_{n}^{\mathrm{L}}(x)+n(n+\alpha) L_{n-1}^{(\alpha)}(x) . \tag{1.57}
\end{equation*}
$$

The associated unitary invariant matrix model is known as Laguerre Unitary Ensemble, or simply LUE. The ensemble of matrix is the cone $\mathcal{H}_{N}^{+}$of positive definite Hermitian matrices, which is hermitian matrices with positive eigenvalues only. The measure is given by

$$
\begin{equation*}
\mu_{N}^{\mathrm{L}}(M) \frac{1}{C_{N}^{\mathrm{L}}} \operatorname{det}^{\alpha}(M) e^{-\operatorname{tr} M} \mathrm{~d} M, \tag{1.58}
\end{equation*}
$$

the normalization constant being

$$
\begin{equation*}
C_{N}^{\mathrm{L}}=\operatorname{Vol}(N) \cdot \prod_{j=0}^{N-1} h_{j}^{\mathrm{L}}=\pi^{\frac{N(N-1)}{2}} \prod_{j=0}^{N-1} \Gamma(\alpha+j+1) . \tag{1.59}
\end{equation*}
$$

Remark 1.2.7. The LUE can also be realized in terms of the product of two full, rectangular, Gaussian Wigner matrices, e.g. [85, 165]. Specifically, let $W$ be an $N \times(N+\alpha)$ matrix with independent identically distributed Gaussian entries. Then, the matrix

$$
\begin{equation*}
M:=\frac{1}{N} W W^{T} \tag{1.60}
\end{equation*}
$$

is positive definite and with entries distributed according to (1.58) and parameter $\alpha \in \mathbb{N}$.

## Jacobi polynomials

Jacobi polynomials $\left\{P_{n}^{J}(x)\right\}_{n \geq 0}$ are orthogonal with respect to the measure

$$
\begin{equation*}
\mu^{J}(x)=x^{\alpha}(1-x)^{\beta}, \quad x \in(0,1), \tag{1.61}
\end{equation*}
$$

with $\alpha, \beta \in \mathbb{C}$ complex parameters, and orthogonality relation

$$
\begin{gather*}
\int_{0}^{1} P_{n}^{\mathrm{J}}(x) P_{m}^{\mathrm{J}}(x) x^{\alpha}(1-x)^{\beta}, \mathrm{d} x=\delta_{n m} h_{n}^{\mathrm{J}},  \tag{1.62}\\
h_{n}^{\mathrm{J}}=n!\frac{\Gamma(\alpha+n+1) \Gamma(\beta+n+1)}{\Gamma(\alpha+\beta+2 n+2)} \frac{\Gamma(\alpha+\beta+n+1)}{\Gamma(\alpha+\beta+2 n+1)} . \tag{1.63}
\end{gather*}
$$

Jacobi polynomials can also be defined over the symmetric interval $(-1,1)$ via the affine transformation $x \mapsto \frac{x+1}{2}$ and renormalizing. However, measure (1.61) will best fit our needs. The Rodrigues formula here reads

$$
\begin{equation*}
P_{n}^{J}(x)=(-1)^{n} \frac{\Gamma(\alpha+\beta+n+1)}{\Gamma(\alpha+\beta+2 n+1)} x^{-\alpha}(1-x)^{-\beta} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left(x^{\alpha+n}(1-x)^{\beta+n}\right) \tag{1.64}
\end{equation*}
$$

the explicit form

$$
\begin{equation*}
P_{n}^{\mathrm{J}}(x)=\frac{n!}{(\alpha+\beta+n+1)_{n}} \sum_{k=0}^{n}\binom{n+\alpha}{k}\binom{n+\beta}{n-k}(x-1)^{k} x^{n-k}, \tag{1.65}
\end{equation*}
$$

and the three term recurrence

$$
\begin{gather*}
x \cdot P_{n}^{\jmath}(x)=P_{n+1}^{\jmath}(x)+a_{n} P_{n}^{J}(x)+b_{n} P_{n-1}^{\jmath}(x),  \tag{1.66}\\
a_{n}=1+\frac{n(\beta+n)}{\alpha+\beta+2 n}-\frac{(n+1)(\beta+n+1)}{\alpha+\beta+2 n+2},  \tag{1.67}\\
b_{n}=  \tag{1.68}\\
\frac{n(\beta+n)(\alpha+n)(\alpha+\beta+n)}{(\alpha+\beta+2 n-1)(\alpha+\beta+2 n)^{2}(\alpha+\beta+2 n+1)} .
\end{gather*}
$$

The associated unitary invariant matrix model is known as Jaocobi Unitary Ensemble, or simply $J U E$. The ensemble of matrix is the space $\mathcal{H}_{N}(I)$ with $I=(0,1)$ which denotes hermitian matrices with all the eigenvalues lying in $I$. The measure is given by

$$
\begin{equation*}
\mu_{N}^{J}(M)=\frac{1}{C_{N}^{J}} \operatorname{det}^{\alpha}(M) \operatorname{det}^{1-\beta}(M) \mathrm{d} M, \tag{1.69}
\end{equation*}
$$

the normalization constant being

$$
\begin{equation*}
C_{N}^{J}=\operatorname{Vol}(N) \cdot \prod_{j=0}^{N-1} h_{j}^{J}=\pi^{\frac{N(N-1)}{2}} \prod_{j=0}^{N-1} \frac{\Gamma(\alpha+j+1) \Gamma(\beta+j+1)}{\Gamma(\alpha+\beta+2 N-j)} . \tag{1.70}
\end{equation*}
$$

Remark 1.2.8. The JUE can also be realized in terms of a rational function of two Gaussian Wigner matrices [61, 85]. Specifically, let $W_{\alpha}:=A^{\dagger} A$ and $W_{\beta}:=B^{\dagger} B$ where $A$ and $B$ are, respectively, $N \times(N+\alpha)$ and $N \times(N+\beta)$ matrix with independent identically distributed Gaussian entries. Then, the probability measure (1.69) describes the distribution of the matrix

$$
\begin{equation*}
M:=\left(W_{\alpha}+W_{\beta}\right)^{-1 / 2} W_{\alpha}\left(W_{\alpha}+W_{\beta}\right)^{-1 / 2}, \tag{1.71}
\end{equation*}
$$

which has spectrum in $(0,1)$ and entries distributed according to (1.69), with parameters $\alpha, \beta \in \mathbb{N}$.

### 1.3 Partition functions and the Toda lattice hierarchy

Random matrix ensembles are deeply connected with integrable systems. Indeed, exponentially perturbed measure of unitary invariant ensembles are Toda tau-functions, with initial conditions given by the coefficients of the three term recurrence of the associated orthogonal polynomials. We make this statement more precise in the following.

Definition 1.3.1. The Toda lattice is the dynamical system of $N$ particles $x_{1}(t), \ldots, x_{N}(t)$ on the real line interacting via the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \sum_{j=1}^{N} p_{j}^{2}+\sum_{j=1}^{N-1} e^{\left(x_{j}-x_{j+1}\right)} \tag{1.72}
\end{equation*}
$$

which, with respect to the standard Poisson bracket $\{\cdot, \cdot\}$, yields equations of motion

$$
\begin{equation*}
\dot{x}_{j}=\left\{x_{j}, H\right\}=p_{j}, \quad \dot{p}_{j}=\left\{p_{j}, H\right\}=e^{\left(x_{j-1}-x_{j}\right)}-e^{\left(x_{j}-x_{j+1}\right)}, \quad j=1, \ldots, N \tag{1.73}
\end{equation*}
$$

In particular, as first recognized in the seminal works of Flaschka and Manakov [82, 83, 132] the change of variables $a_{j}:=-\frac{p_{j}}{2}$ and $b_{j}:=\frac{1}{2} e^{\frac{\left(x_{j}-x_{j+1}\right)}{2}}$ allows to rewrite the equations of motion (1.73) in the Lax form

$$
\begin{equation*}
L \dot{L}(t)=\frac{\partial}{\partial t} L(t)=[A(t), L(t)] \tag{1.74}
\end{equation*}
$$

with

$$
L=\left(\begin{array}{ccccc}
b_{1} & a_{1} & & &  \tag{1.75}\\
a_{1} & b_{2} & a_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & a_{N-1} \\
& & & a_{N-1} & b_{N}
\end{array}\right), \quad A=\left(\begin{array}{ccccc}
0 & a_{1} & & & \\
-a_{1} & 0 & a_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & a_{N-1} \\
& & & -a_{N-1} & 0
\end{array}\right)
$$

Notice that the matrix $L$ has essentially, up to a gauge transformation, the same form of the Jacobi operator (1.33), while $A$ is the difference of the upper and lower triangular parts of $L$, write $A=L_{+}-L_{-}$. The Lax formulation allows to define in a simple way an extension of the Toda lattice to infinite time variables.

Definition 1.3.2. The Toda Lattice-hierarchy in the time variables $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$ is given by the infinite set of commuting flows

$$
\begin{equation*}
\frac{\partial}{\partial t_{k}} L(\mathbf{t})=\left[A_{k}(\mathbf{t}), L(\mathbf{t})\right], \quad A_{k}(\mathbf{t})=\left(L^{k}(\mathbf{t})\right)_{+}-\left(L^{k}(\mathbf{t})\right)_{-} . \tag{1.76}
\end{equation*}
$$

A $\tau$-function for the Toda lattice is a solution of the Toda equation; essentially it satisfies

$$
\begin{equation*}
a=\epsilon \frac{\partial}{\partial t_{1}} \log \frac{\tau(x+\epsilon)}{\tau(x)}, \quad b=\log \frac{\tau(x+\epsilon) \tau(x-\epsilon)}{\tau^{2}(x)} \tag{1.77}
\end{equation*}
$$

where $a_{n}=: a(\epsilon n)$ and $b_{n}=: b(\epsilon n)$, we refer to the literature [160, 167] for a precise definition.

It can be proven that deformations of unitary invariant matrix ensembles are tau functions of the Toda lattice hierarchy, with choice of parameter $\epsilon=1 / N$. Specifically, given a unitary invariant measure $e^{\operatorname{tr} V_{0}(M)} \mathrm{d} M$ on a certain ensemble of matrices $\mathcal{M}$, we consider the deformed potential

$$
\begin{equation*}
V(x ; \mathbf{t})=V_{0}(x)+\sum_{j \geq 1} t_{j} M^{j} \tag{1.78}
\end{equation*}
$$

and name partition function the object

$$
\begin{equation*}
Z_{N}(\mathbf{t})=\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M ; \mathbf{t})} \mathrm{d} M \tag{1.79}
\end{equation*}
$$

Then, we have the following.
Proposition 1.3.3. $Z_{N}(\mathbf{t})$ is a tau-function for the Toda lattice hierarchy (1.76). Moreover,

1. $a_{j}(\mathbf{t})$ and $b_{j}(\mathbf{t})$ are exactly the coefficients of three term recurrence associated to the potential $V(x ; \mathbf{t})$, see Theorem 1.2.2.
2. the partition function $Z_{N}(\mathbf{t})$ is explicitly evaluated as

$$
\begin{equation*}
Z_{N}(\mathbf{t})=\int_{\mathcal{H}_{N}} e^{\operatorname{tr} V(M ; \mathbf{t})} \mathrm{d} M=\frac{\pi^{\frac{N(N-1)}{2}}}{\prod_{j=0}^{N-1} j!} h_{0}(\mathbf{t}) \cdots h_{N-1}(\mathbf{t}), \tag{1.80}
\end{equation*}
$$

with $h_{j}(t)$ the norming constants associated to $V(x ; \mathbf{t})$, as in (1.29).
Notice that taking derivatives of the partition function (1.79) with respect to the time variables $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$, and evaluating at $\mathbf{t}=\mathbf{0}$, exactly recovers the correlators (1.3) of the matrix model associated to $e^{V_{0}(\operatorname{tr} M)}$, namely

$$
\begin{equation*}
\left.\frac{\partial^{\ell} Z_{N}(\mathbf{t})}{\partial t_{k_{1}} \cdots \partial t_{k_{\ell}}}\right|_{\mathbf{t}=\mathbf{0}}=\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle . \tag{1.81}
\end{equation*}
$$

Given a partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$, see also Definition 2.1.1, we denote

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{\lambda}\right\rangle:=\left\langle\operatorname{tr} M^{\lambda_{1}} \cdots \operatorname{tr} M^{\lambda_{\ell}}\right\rangle \tag{1.82}
\end{equation*}
$$

In view of (1.81), the partition function can be regarded as a (formal) generating function for the correlators in the basis of monomial symmetric polynomials $t_{\lambda}=t_{\lambda_{1}} \cdots t_{\lambda_{\ell}}$,

$$
\begin{equation*}
Z_{N}(\mathbf{t}):=\int_{\mathcal{H}_{N}} \exp \left(V_{0}(M)+\sum_{j \geq 1} t_{j} \operatorname{tr} M^{j}\right) \mathrm{d} M=\sum_{\lambda \in \mathcal{P}}\left\langle\operatorname{tr} M^{\lambda}\right\rangle \frac{t_{\lambda}}{\prod_{i \geq 1} m_{i}!}, \tag{1.83}
\end{equation*}
$$

where $m_{i}$ are the parts of $\lambda$ equal to $i$, see also Definition 2.1.1.
Remark 1.3.4 (Connected correlators). Closely related are the connected correlators, defined as

$$
\begin{equation*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} M^{\lambda_{j}}\right\rangle^{\mathrm{c}}=\sum_{\mathcal{P}([\ell])}(-1)^{|\mathcal{P}|-1}(|\mathcal{P}|-1)!\prod_{A \in \mathcal{P}}\left\langle\prod_{a \in A} \operatorname{tr} M^{\lambda_{a}}\right\rangle \tag{1.84}
\end{equation*}
$$

where $\mathcal{P}([\ell])$ denotes the set of partitions of $\{1, \ldots, \ell\}$. For example

$$
\begin{equation*}
\left\langle\operatorname{tr} M^{k_{1}}\right\rangle^{\mathrm{c}}:=\left\langle\operatorname{tr} M^{k_{1}}\right\rangle, \quad\left\langle\operatorname{tr} M^{k_{1}} \operatorname{tr} M^{k_{2}}\right\rangle^{\mathrm{c}}:=\left\langle\operatorname{tr} M^{k_{1}} \operatorname{tr} M^{k_{2}}\right\rangle-\left\langle\operatorname{tr} M^{k_{1}}\right\rangle\left\langle\operatorname{tr} M^{k_{2}}\right\rangle . \tag{1.85}
\end{equation*}
$$

By standard combinatorial methods [157] one can argue that connected correlators are the Taylor coefficients of the logarithm of the partition function,

$$
\begin{equation*}
\left.\frac{\partial^{\ell} \log Z_{N}(\mathbf{t})}{\partial t_{k_{1}} \cdots \partial t_{k_{\ell}}}\right|_{\mathbf{t}=\mathbf{0}}=\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{\ell}}\right\rangle^{c} . \tag{1.86}
\end{equation*}
$$

and write, similarly to (1.83),

$$
\begin{equation*}
\log Z_{N}(\mathbf{t})=\log Z_{N}(\mathbf{0})+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{t_{k_{1}} \cdots t_{k_{r}}}{r!}\left\langle\operatorname{tr} M^{k_{1}} \cdots \operatorname{tr} M^{k_{r}}\right\rangle^{\mathrm{c}} . \tag{1.87}
\end{equation*}
$$

Remark 1.3.5 (Negative correlators). Assuming the potential $V_{0}\left(M^{-1}\right)$ still results in an invariant measure over $\mathcal{H}_{N}$, deforming it with negative exponents

$$
\begin{equation*}
V(x ; \mathbf{t})=V_{0}(x)+\sum_{j \geq 1} t_{j} M^{-j}, \tag{1.88}
\end{equation*}
$$

we get a different Toda tau function. Indeed it is the datum of a different underlying measure, $\mathrm{d} \widetilde{\mu}(M)$ corresponding to the change of variables $\widetilde{M}=M^{-1}$. Writing $\mathrm{d} U$ for the projection of the Lebesgue measure onto the angular variables, the Jacobian is computed as

$$
\begin{equation*}
\mathrm{d} M=\mathrm{d} U \Delta^{2}(\underline{x}) \mathrm{d} \underline{x} \Longleftrightarrow \mathrm{~d} \widetilde{M}=\mathrm{d} U \Delta^{2}\left(\frac{1}{x_{1}}, \ldots, \frac{1}{x_{N}}\right) \mathrm{d}\left(\frac{1}{x_{1}}\right) \ldots \mathrm{d}\left(\frac{1}{x_{1}}\right)=\frac{\mathrm{d} M}{\operatorname{det}^{2 N} M} \tag{1.89}
\end{equation*}
$$

so that the new measure reads

$$
\begin{equation*}
\mathrm{d} \widetilde{\mu}(M) \mathrm{d} \widetilde{M}=\frac{e^{\operatorname{tr} V\left(M^{-1} ; \mathbf{t}\right)}}{\operatorname{det}^{2 N} M} \mathrm{~d} M \tag{1.90}
\end{equation*}
$$

Similarly, we can perform formal expansions of the associated partition function and compute the correlators as its logarithmic derivatives.

That the above expansions actually converge is not given for granted. More to that, partition functions related to integrable systems admit a topological expansion, which is an asymptotic expansion in series of $N^{2}$, with $N$ being the size of the matrices, see [40, 75]. Part of the work exhibited in this thesis, is to give an exact characterization of the coefficients which comes with such expansions. Remarkably, in the classical ensembles, they are integer numbers counting specific combinatorial objects, see Chapter 4.

## Chapter 2

## Hurwitz numbers and symmetric functions

Hurwitz numbers were first introduced by Adolf Hurwitz in [114]. He was interested in the counting problem of Riemann surfaces with assigned ramification profiles, encoded by partitions, up to biholomorphic equivalence. He also realized the same question could be posed as a factorization problem in the symmetric group, and sketched the proof of formulæ which later reappeared in the work of Goulden and Jackson [94]. We recall some concepts and definitions in the following.

### 2.1 Geometric and combinatoric definition of Hurwitz numbers

Definition 2.1.1. A partition $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\ell}\right)$ of $n \in \mathbb{N}$ is an ordered sequence of positive integers $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{\ell}$ such that

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}+\cdots+\lambda_{\ell}=n . \tag{2.1}
\end{equation*}
$$

We shall denote by $\lambda \vdash n$ that $\lambda$ is a partition of $n$, with $\ell(\lambda):=\ell$ the length of the partition and $|\lambda|=n$ for its weight. As an alternative notation let

$$
\begin{equation*}
m_{i}=\#\left\{\lambda_{j}=i, j=1, \ldots, \ell\right\} \tag{2.2}
\end{equation*}
$$

then the partition $\lambda$ is equivalently denoted as $\lambda=\left(1^{m_{1}}, 2^{m_{2}}, \ldots\right)$.
In some contexts it can be useful to identify the partition $\lambda$ with its diagram, i.e. the set of $(i, j) \in \mathbb{Z}^{2}$ satisfying $1 \leq i \leq \ell(\lambda), 1 \leq j \leq \lambda_{i}$. For example, the diagram of the partition $\lambda=(4,2,2,1) \vdash 9$ is depicted below.

|  | $j=1$ | $j=2$ | $j=3$ | $j=4$ |
| :--- | :---: | :---: | :---: | :---: |
| $i=1$ | $\bullet$ | $\bullet$ | $\bullet$ | $\bullet$ |
| $i=2$ | $\bullet$ | $\bullet$ |  |  |
| $i=3$ | $\bullet$ | $\bullet$ |  |  |
| $i=4$ | $\bullet$ |  |  |  |

Let us now give the definitions of Riemann surfaces and maps between them. We refer to the standard books for further references [139].

Definition 2.1.2. A Riemann surface $\mathcal{S}$ is a 1-dimensional complex manifold.

- Two Riemann surfaces $\mathcal{S}, \mathcal{S}^{\prime}$ are biholomorphically equivalent if there exists a map $f: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ holomorphic, bijective and with holomorphic inverse $f^{-1}: \mathcal{S}^{\prime} \rightarrow \mathcal{S}$
- Two holomorphic maps between Riemann surfaces, $f: \mathcal{S} \rightarrow \mathcal{R}$ and $f^{\prime}: \mathcal{S}^{\prime} \rightarrow \mathcal{R}$ are said to be equivalent if and only if there exists an isomorphism $\varphi: \mathcal{S} \rightarrow \mathcal{S}^{\prime}$ such that $f^{\prime} \circ \varphi=f$
- The automorphism group of a holomorphic map $f: \mathcal{S} \rightarrow \mathcal{R}$ is

$$
\begin{equation*}
\text { Aut } f=\{\varphi: \mathcal{S} \rightarrow \mathcal{S} \text { isomorphism s.t } f \circ \varphi=f\} \tag{2.4}
\end{equation*}
$$

- The degree of the map $f: \mathcal{S} \rightarrow \mathcal{R}$ is defined as the cardinality of the fibers $f^{-1}(r), r \in \mathcal{R}$ counting multiplicity

Remark 2.1.3 (Riemann-Hurwitz formula). Given a non constant degree d holomorphic map $f: \mathcal{S} \rightarrow \mathcal{R}$ between Riemann surfaces of, respectively, genus $g_{\mathcal{S}}$ and $g_{\mathcal{R}}$, the Riemann-Hurwitz formula states that

$$
\begin{equation*}
2 g_{\mathcal{S}}-2=d\left(2 g_{\mathcal{R}}-2\right)+\sum_{x \in \mathcal{S}}\left(e_{x}-1\right) \tag{2.5}
\end{equation*}
$$

where $e_{x}$ is the ramification index of the map $f$ at the point $x \in \mathcal{S}$. Notice that if $f$ is not ramified at $x$ then $e_{x}=1$, and the sum in (2.5) is finite.

The fundamental tool to give both a geometric definition, in the first place, and hence combinatoric interpretation of Hurwitz numbers is the Riemann Existence Theorem [139, 152] (the definition of transitive group can be found below in Definition 2.1.6.)

Theorem 2.1.4 (Riemann Existence Theorem). Let $\mathcal{S}$ be a compact and connected Riemann surface, and $\Delta \subset \mathcal{S}$ a finite subset. Let $q$ be a base point of $\mathcal{S} \backslash \Delta$, then there is a one-to-one correspondence between the following

$$
\left\{\begin{array}{c}
\text { isomorphism classes of holomorphic maps }  \tag{2.6}\\
\text { of Riemann surfaces } \varphi: \mathcal{S}^{\prime} \rightarrow \mathcal{S} \text { of } \\
\text { degree } d \text { whose branch points lie in } \Delta
\end{array}\right\} \leftrightarrow\left\{\begin{array}{c}
\text { up to conjugacy, group } \\
\text { homomorphisms } \rho: \pi_{1}(\mathcal{S} \backslash \Delta, q) \rightarrow \mathfrak{S}_{d} \\
\text { with transitive image }
\end{array}\right\}
$$

with representation given by the monodromy representation.
The Riemann existence theorem tells us that every Riemann surfaces can be realized as a branched covering of the complex projective line $P_{\mathbb{C}}^{1}$. This allows us to define

Definition 2.1.5 (Geometric definition of Hurwitz numbers). Let $d$ be a positive integer and $\mu^{(1)}, \ldots, \mu^{(k)} \vdash d$ partitions of $d$. Define the (connected) Hurwitz number $h_{d}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)$ as

$$
\begin{equation*}
h_{d}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\sum_{[f]} \frac{1}{|\operatorname{Aut} f|} \tag{2.7}
\end{equation*}
$$

where the sum ranges over all equivalence classes of connected, genus $g$ and degree $d$ covers of $P_{\mathbb{C}}^{1}$ with $k$ branching points with ramification profiles $\mu^{(1)}, \ldots, \mu^{(k)}$. The weight of each Hurwitz cover is the inverse of the order of its automorphism group. Notice that $g$ and $d$ are related according to (2.5).

On the other hand, Theorem 2.1.4 states that the problem of constructing a Riemann surface with assigned branching points and ramification profiles, is equivalent to a factorization problem in $\mathfrak{S}_{d}$. Let us recall a few notions on the symmetric group.

Definition 2.1.6. The symmetric group of order d, write $\mathfrak{S}_{d}$ is the group of permutations of the set $\{1,2, \ldots, d\}$.

- Every permutation $\sigma \in \mathfrak{S}_{d}$ is the product of disjoint cycles,

$$
\begin{equation*}
\sigma=\sigma_{1} \sigma_{2} \ldots \sigma_{\ell}, \quad \sigma_{i}=\left(a_{1}^{i} \cdots a_{\ell_{i}}^{i}\right), \tag{2.8}
\end{equation*}
$$

their number $\ell$ is the length of the permutation $\sigma$, write $\ell=\ell(\sigma)$

- The profile of a permutation $\sigma \in \mathfrak{S}_{d}$ as in (2.8) is the partition $\mu \vdash d$ consisting of $k$ parts exactly equal to the lengths of the cycles $\sigma_{j}$ of $\sigma$, namely $\mu=\left(\ell_{1}, \ell_{2}, \ldots, \ell_{k}\right)$.
For example the permutation $\mathfrak{S}_{8} \ni \sigma=(146)(23)(57)(8)$ has profile $\mu=(3,2,2,1)$.
- A subgroup $G \leq \mathfrak{S}_{d}$ is called transitive if it acts transitively on the set $\{1,2, \ldots, d\}$

Thanks to Theorem 2.1.4, we can give an equivalent combinatorial definition of Hurwitz numbers.

Definition 2.1.7 (Combinatorial definition of Hurwitz numbers). Let d be a positive integer and $\mu^{(1)}, \ldots, \mu^{(k)} \vdash d$ partitions of $d$. Define

$$
h_{d}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\frac{1}{d!} \#\left\{\begin{align*}
\sigma_{1}, \ldots, \sigma_{k} \in \mathfrak{S}_{d} & \text { such that } \sigma_{1} \cdots \sigma_{k}=i d_{\mathfrak{S}_{d}}  \tag{2.9}\\
\sigma_{i} \text { has profile } \mu^{(i)} & \text { and }\left\langle\sigma_{1}, \ldots, \sigma_{k}\right\rangle \text { is transitive }
\end{align*}\right\},
$$

where $\left\langle\sigma_{1}, \ldots, \sigma_{k}\right\rangle$ denotes the subgroup in $\mathfrak{S}_{d}$ generated by $\sigma_{1}, \ldots, \sigma_{k}$.
The factor $(d!)^{-1}$ in (2.9) takes into account overcounting, and corresponds to relabelling of the sheets of the cover. Moreover, in comparing with Theorem 2.1.4, the condition $\sigma_{1} \cdots \sigma_{k}=i d_{\mathfrak{S}_{d}}$ is a consequence of the fact that we take the Riemann surface $\mathcal{S}$ to be compact; similarly, the condition that $\left\langle\sigma_{1}, \ldots, \sigma_{k}\right\rangle$ generates the whole $\mathfrak{S}_{d}$ comes from the connectedness hypothesis.

Remark 2.1.8. Disconnected Hurwitz numbers are defined in the same way, respectively dropping the connectedness hypothesis of the cover from Definition 2.1.5, and the transitivity condition on $\left\langle\sigma_{1}, \ldots, \sigma_{k}\right\rangle$ from Definition 2.1.7. We shall denote them with

$$
\begin{equation*}
h_{d}^{\circ}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right) \tag{2.10}
\end{equation*}
$$

Definitions 2.1.5 and 2.1.7 are quite general, and the Hurwitz numbers they define are not trivial to compute in the general case. Some closed formulæ do exist, see e.g. (2.24) below, but they are rarely computational friendly. A majorly studied version of Hurwitz numbers is the following base case, involving a single non trivial partition.

Definition 2.1.9. Let $g, d$ be non negative integers and $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ a partition of $d$. The simple Hurwitz number $h_{g}(\lambda)$ is defined as the general Hurwitz number $h_{d}\left(\lambda, \mu^{(1)}, \ldots, \mu^{(k)}\right)$ where $\mu^{(i)}=(2,1,1, \ldots, 1)$. Due to (2.5), there holds the relation

$$
\begin{equation*}
2 g-2=k-\ell-d \tag{2.11}
\end{equation*}
$$

In regard of Definitions 2.1.5 and 2.1.7, simple Hurwitz numbers can be defined as

- Geometrically: correspond to covers of $\mathbb{P}_{\mathbb{C}}^{1}$ where a specific point, e.g. the point $z=0$, has branching profile $\lambda$, and all the others are simple, which means they have ( $d-1$ ) preimages,
- Combinatorially: all but one permutations are transpositions (we recall that a transposition is a permutation $\tau=(a b)$ ).

Some solid results have been made throughout the history in the study of Simple Hurwitz numbers. Amongst the many we recall the cut and join equation of Goulden and Jackson [94], the ELSV formula [73] (see also Theorem 5.0.1), the connections with integrable systems by Okounkov, Harnad and Guay-Paquet [104, 150] as well as to matrix model by Borot et al. [38].

### 2.2 The symmetric group algebra

Many and various modification and specializations of Hurwitz numbers exist; in this section we introduce the necessary tools to study a vast class of them. This is done giving a third way to look at Hurwitz numbers in the setting of the group algebra of the symmetric group.

Definition 2.2.1. The group algebra of the symmetric group $\mathfrak{S}_{d}$, denoted $\mathbb{C}\left[\mathfrak{S}_{d}\right]$, is the set of linear combinations with complex coefficients of elements in the symmetric group

$$
\begin{equation*}
\sum_{\sigma \in \mathfrak{S}_{d}} c_{\sigma} \sigma, \quad c_{\sigma} \in \mathbb{C} \tag{2.12}
\end{equation*}
$$

equipped with the sum

$$
\begin{equation*}
\sum_{\sigma \in \mathfrak{S}_{d}} c_{\sigma} \sigma+\sum_{\sigma \in \mathfrak{S}_{d}} d_{\sigma} \sigma=\sum_{\sigma \in \mathfrak{G}_{d}}\left(c_{\sigma}+d_{\sigma}\right) \sigma, \tag{2.13}
\end{equation*}
$$

and multiplication induced by the symmetric group,

$$
\begin{equation*}
\left(\sum_{\sigma \in \mathfrak{S}_{d}} c_{\sigma} \sigma\right) \cdot\left(\sum_{\sigma^{\prime} \in \mathfrak{S}_{d}} c_{\sigma^{\prime}} \sigma^{\prime}\right)=\sum_{\sigma^{\prime \prime} \in \mathfrak{S}_{d}} c_{\sigma^{\prime \prime}} \sigma^{\prime \prime}, \quad c_{\sigma^{\prime \prime}}=\sum_{\substack{\sigma, \sigma^{\prime} \in \mathfrak{S}_{d} \\ \sigma \circ \sigma^{\prime}=\sigma^{\prime \prime}}} c_{\sigma} \cdot c_{\sigma^{\prime}} \tag{2.14}
\end{equation*}
$$

The center of the group algebra (i.e. the multiplicative subgroup of the group algebra consisting of elements commuting with every other element) is denoted by $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)$ and is called the class algebra of $\mathfrak{S}_{d}$.

There are some distinguished elements in the group algebra. First off, recall the definition of conjugacy class of a permutation $\sigma \in \mathfrak{S}_{d}$,

$$
\begin{equation*}
\operatorname{cyc}(\sigma)=\left\{\rho \sigma \rho^{-1} \quad \text { s.t. } \rho \in \mathfrak{S}_{d}\right\} . \tag{2.15}
\end{equation*}
$$

It is easy to see that all elements in $\operatorname{cyc}(\sigma)$ must have the same cycle structure of $\sigma$. In particular, the conjugacy class depends only the profile of $\sigma$, see Definition 2.1.6, and if $\sigma$ has profile $\mu=\left(\mu_{1}, \ldots, \mu_{\ell}\right)$ we will simply write $\operatorname{cyc}(\mu)$ for $\operatorname{cyc}(\sigma)$. The cardinality of $\operatorname{cyc}(\mu)$ with $\mu=\left(1^{m_{1}}, 2^{m_{2}}, \ldots\right)$ is

$$
\begin{equation*}
|\operatorname{cyc}(\mu)|=\frac{d!}{z_{\mu}}, \quad z_{\mu}:=\prod_{j \geq 1} j^{m_{j}} m_{j}! \tag{2.16}
\end{equation*}
$$

We can consider the elements in the group algebra

$$
\begin{equation*}
\mathcal{C}_{\mu}=\sum_{\sigma \in \operatorname{cyc}(\mu)} \sigma, \tag{2.17}
\end{equation*}
$$

labelled by permutations $\mu \vdash d$. In particular notice that $\mathcal{C}_{1^{d}}=i d_{\mathfrak{S}_{d}}$. It is well known [154] that the elements $\mathcal{C}_{\mu}$ form a basis for the class algebra $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)$. Definition (2.10), can then be reformulated as

$$
\begin{equation*}
h_{d}^{\circ}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\frac{1}{d!}\left[\mathcal{C}_{1^{d}}\right] \prod_{i=1}^{k} \mathcal{C}_{\mu^{(i)}} \tag{2.18}
\end{equation*}
$$

where the operator $\left[\mathcal{C}_{1}{ }^{d}\right]$ takes the coefficient of the identity element. Here we take disconnected Hurwitz numbers, see also Remark 2.1.8.

We would like to obtain a more accessible form of equation (2.18). To this end, the representation theory of symmetric groups is crucial: let us first recall the following basic facts of this theory [154]. Irreducible finite dimensional representations of the symmetric group $\mathfrak{S}_{d}$ are labelled by partitions $\lambda \vdash d$, namely for every such $\lambda$ we have

$$
\begin{equation*}
\rho_{\lambda}: \mathfrak{S}_{d} \rightarrow G L\left(V_{\lambda}\right) \tag{2.19}
\end{equation*}
$$

with $V_{\lambda}$ some vector space. Define the irreducible characters $\chi^{\lambda}$ of the symmetric group as

$$
\begin{equation*}
\chi^{\lambda}=\sum_{\sigma \in \mathfrak{S}_{d}} \operatorname{tr}\left(\rho_{\lambda}(\sigma)\right) \sigma \tag{2.20}
\end{equation*}
$$

which is an element in $\mathbb{C}\left[\mathfrak{S}_{d}\right]$. In particular, write $\chi_{\mu}^{\lambda}$ for the evaluation of $\chi^{\lambda}$ at an element $\sigma \in \operatorname{cyc}(\mu)$; we are rightfully doing so since expression (2.20) is invariant by conjugation. The irreducible characters form a basis for the class algebra $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)$, and the following change of bases formulæ hold,

$$
\begin{equation*}
\chi^{\lambda}=\sum_{\mu \vdash d} \chi_{\mu}^{\lambda} \mathcal{C}_{\mu}, \quad \Longleftrightarrow \quad \mathcal{C}_{\mu}=\sum_{\lambda \vdash d} \frac{\chi_{\mu}^{\lambda}}{z_{\mu}} \chi^{\lambda} \tag{2.21}
\end{equation*}
$$

Moreover, they are orthogonal to each and idempotents according to the formulæ

$$
\begin{equation*}
\sum_{\lambda} \chi_{\mu}^{\lambda} \chi_{\mu^{\prime}}^{\lambda}=z_{\mu} \delta_{\mu, \mu^{\prime}} \quad \chi^{\lambda} \chi^{\lambda^{\prime}}=\delta_{\lambda, \lambda^{\prime}} \frac{d!}{\operatorname{dim} \lambda} \chi^{\lambda} \tag{2.22}
\end{equation*}
$$

in particular, the latter allows to define a basis of idempotents, denoted $\left\{\mathcal{E}_{\lambda}\right\}_{\lambda \vdash d}$, as

$$
\begin{equation*}
\mathcal{E}_{\lambda}=\frac{\operatorname{dim} \lambda}{d!} \sum_{\mu \vdash d} \chi_{\mu}^{\lambda} \mathcal{C}_{\mu}, \quad \Longleftrightarrow \mathcal{C}_{\mu}=\sum_{\mu \vdash d} \frac{d!}{\operatorname{dim} \lambda} \frac{\chi_{\mu}^{\lambda}}{z_{\mu}} \mathcal{E}_{\lambda}, \quad \mathcal{E}_{\lambda} \mathcal{E}_{\lambda^{\prime}}=\delta_{\lambda, \lambda^{\prime}} \cdot \mathcal{E}_{\lambda} \tag{2.23}
\end{equation*}
$$

We can thus recast (2.18) in terms of the characters $\chi_{\mu}^{\lambda}$.
Proposition 2.2.2 (Burnside formula). Let $\mu^{(1)}, \ldots, \mu^{(k)} \vdash d$, then the following holds

$$
\begin{equation*}
h_{d}^{\circ}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\frac{1}{d!}\left[\mathcal{C}_{1^{d}}\right] \prod_{i=1}^{k} \mathcal{C}_{\mu^{(i)}}=\frac{\left|\operatorname{cyc}\left(\mu^{(1)}\right)\right| \cdots\left|\operatorname{cyc}\left(\mu^{(k)}\right)\right|}{d!} \sum_{\lambda \vdash d} \frac{\chi_{\mu^{(1)}}^{\lambda} \cdots \chi_{\mu^{(k)}}^{\lambda}}{(\operatorname{dim} \lambda)^{k-2}} \tag{2.24}
\end{equation*}
$$

Proof. Rewrite (2.18), explicitly including the $\mathcal{C}_{1^{d}}$ factor and using (2.21), as

$$
\begin{equation*}
h_{d}^{\circ}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\frac{1}{d!} \sum_{\lambda^{(0)}, \lambda^{(1)}, \ldots, \lambda^{(k)}} \frac{\chi_{1^{d}}^{\lambda^{(0)}}}{d!} \frac{\chi_{\mu^{(1)}}^{\lambda^{(1)}}}{z_{\mu^{(1)}}} \cdots \frac{\chi_{\mu^{(k)}}^{\lambda^{(k)}}}{z_{\mu^{(k)}}}\left(\chi^{\lambda^{(0)}} \chi^{\lambda^{(1)}} \cdots \chi^{\lambda^{(k)}}\right)(i d) \tag{2.25}
\end{equation*}
$$

using repeatedly the idempotency property (2.22)

$$
\begin{equation*}
h_{d}^{\circ}\left(\mu^{(1)}, \ldots, \mu^{(k)}\right)=\frac{1}{d!}\left[\mathcal{C}_{1^{d} d}\right] \prod_{i=1}^{k} \mathcal{C}_{\mu^{(i)}}=\frac{1}{d!} \sum_{\lambda} \frac{\operatorname{dim} \lambda}{d!} \frac{\chi_{\mu^{(1)}}^{\lambda}}{z_{\mu^{(1)}}} \cdots \frac{\chi_{\mu^{(k)}}^{\lambda}}{z_{\mu^{(k)}}}\left(\frac{d!}{\operatorname{dim} \lambda}\right)^{k-1} \chi^{\lambda}(i d) \tag{2.26}
\end{equation*}
$$

and recalling (2.16) the proof is complete.
Equation (2.24) traces back to Burnside [43] and it allows us, in principle, to compute any Hurwitz number. Indeed, characters of the symmetric group had already been studied for quite a while and their values easily computable for small $d$, for example via the Murnaghan-Nakayama rule, see $[143,157]$; however, the computational complexity drastically increases as $d$ grows [20] and it can thus be tricky to apply (2.24) in the generic case.

We introduce one last important set of elements in the group algebra, the Young-Jucys-Murphy (YJM) elements $[121,144] \mathcal{J}_{a}$, for $a=1, \ldots, d$, defined as

$$
\begin{equation*}
\mathcal{J}_{1}=0, \quad \mathcal{J}_{a}=(1 a)+(2 a)+\cdots+(a-1 a), \quad 2 \leq a \leq d \tag{2.27}
\end{equation*}
$$

denoting $(a b)$ (with $a<b$ ) the transposition of $\{1, \ldots, d\}$ switching $a, b$ and fixing everything else. The following relation $[121]$ takes place in $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)[\epsilon]$,

$$
\begin{equation*}
\prod_{a=1}^{d}\left(1+\epsilon \mathcal{J}_{a}\right)=\sum_{\lambda \vdash d} \epsilon^{d-\ell(\lambda)} \mathcal{C}_{\lambda} \tag{2.28}
\end{equation*}
$$

Although singularly the YJM elements are not central, they commute amongst themselves, and symmetric polynomials of $d$ variables evaluated at $\mathcal{J}_{1}, \ldots, \mathcal{J}_{d}$ generate $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)$, in particular for any symmetric polynomial $p\left(y_{1}, \ldots, y_{d}\right)$ in $d$ variables, $p\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{d}\right)$ belongs to $Z\left(\mathbb{C}\left[\mathfrak{S}_{d}\right]\right)$. Now, central elements are diagonal on the basis of idempotents, see e.g. [154], and it is proven by Jucys in [121] that

$$
\begin{equation*}
p\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{d}\right) \mathcal{E}_{\lambda}=p\left(\{j-i\}_{(i, j) \in \lambda}\right) \mathcal{E}_{\lambda} \tag{2.29}
\end{equation*}
$$

where in the right hand side we denote $p\left(\{j-i\}_{(i, j) \in \lambda}\right)$ the evaluation of the symmetric polynomial $p$ at the $d$ values of $j-i$ for $(i, j) \in \mathbb{Z}^{2}$ in the diagram of $\lambda \vdash d$, see Definition 2.1.1. With respect to the partition $\lambda=(4,2,2,1) \vdash 9$ in $(2.3)$, this denotes the evaluation $p(0,1,2,3,-1,0,-2,-1,-3)$.

YJM elements allow us to define in a simple way a variation of Hurwitz numbers, in the spirit of (2.18). The construction was pioneered by Guay-Paquet, Harnad and Orlov, see [26, 104, 112].

Definition 2.2.3. Fix real parameters $\gamma_{1}, \ldots, \gamma_{L}$ and $\delta_{1}, \ldots, \delta_{M}(L, M \geq 0)$ and collect them into the rational function

$$
\begin{equation*}
G(z):=\frac{\prod_{i=1}^{L}\left(1+\gamma_{i} z\right)}{\prod_{j=1}^{M}\left(1-\delta_{j} z\right)} \tag{2.30}
\end{equation*}
$$

Then, the (rationally weighted) multiparametric (single) Hurwitz numbers $h_{r}^{G}(\mu)$, associated to the function $G$ in (2.30) and labeled by the integer $r \geq 1$ and by the partition $\mu \vdash N$, are defined by

$$
\begin{equation*}
h_{r}^{G}(\mu):=\frac{1}{z_{\mu}}\left[\epsilon^{r} \mathcal{C}_{\mu}\right] \prod_{a=1}^{N} G\left(\epsilon \mathcal{J}_{a}\right) \tag{2.31}
\end{equation*}
$$

where $\left[\epsilon^{r} \mathcal{C}_{\lambda}\right]$ denotes the coefficient in front of $\epsilon^{r} \mathcal{C}_{\lambda}$ in the expansion of $\prod_{a=1}^{N} G\left(\epsilon \mathcal{J}_{a}\right)$ as an element in $Z\left(\mathbb{C}\left[\mathfrak{S}_{N}\right]\right)[[\epsilon]]$ in the basis $\left\{\mathcal{C}_{\lambda}\right\}$; to compute the expression $G\left(\epsilon \mathcal{J}_{a}\right) \in Z\left(\mathbb{C}\left[\mathfrak{S}_{N}\right]\right)[[\epsilon]]$, the denominators in (2.30) are to be understood as $\left(1-\delta_{j} z\right)^{-1}=\sum_{k \geq 0} \delta_{j}^{k} z^{k}$.

Different Hurwitz number (not necessarily rationally weighted) can be defined choosing a different form specifications of the function $G(z)$. For example $G(z)=1+\sum_{j \geq 1} g_{j} z^{j}$ with $g_{j}=(j!)^{-1}$ returns the exponential function, which is related to simple Hurwitz numbers, see e.g. [26, 104].

Example 2.2.4 (Single weakly monotone Hurwitz numbers). Take $G(z)=\frac{1}{1-\delta z}$, then

$$
\begin{align*}
h_{d}^{G=(1+\gamma z)}(\mu) & :=\frac{1}{z_{\mu}}\left[\epsilon^{d} \mathcal{C}_{\mu}\right] \prod_{a=1}^{n} G\left(\epsilon \mathcal{J}_{a}\right)=\frac{1}{z_{\mu}}\left[\epsilon^{d} \mathcal{C}_{\mu}\right] \prod_{a=1}^{n} \frac{1}{1-\epsilon \delta \mathcal{J}_{a}}  \tag{2.32}\\
& =\frac{1}{z_{\mu}}\left[\epsilon^{d} \mathcal{C}_{\mu}\right]\left(\sum_{r \geq 0}(\epsilon \delta)^{r} \sum_{1 \leq a_{1} \leq \cdots \leq a_{r} \leq n} \mathcal{J}_{a_{1}} \cdots \mathcal{J}_{a_{r}}\right) . \tag{2.33}
\end{align*}
$$

Then, it is clear how the above Hurwitz numbers counts factorizations in the symmetric group of permutations in $\sigma \in \operatorname{cyc}(\mu)$ in d weakly monotone transpositions, i.e.

$$
\begin{equation*}
\sigma=\tau_{1} \cdots \tau_{d}, \quad \tau_{i}=\left(a_{i} b_{i}\right), \quad a_{i}<b_{i}, \quad b_{1} \leq b_{2} \leq \cdots \leq b_{d} \tag{2.34}
\end{equation*}
$$

Similarly $G(z)=(1+\gamma z)$ generates single strictly monotone Hurwitz numbers, where the inequalities in (2.34) are taken to be only strict, $b_{1}<b_{2}<\cdots<b_{d}$.

### 2.3 Hurwitz numbers and integrable systems

In this section we recall results linking Hurwitz numbers with the theory of integrable systems. In particular, we state how generating functions of Hurwitz numbers often happen to be tau-functions of some integrable hierarchies.

The groundbreaking result in this direction was obtained by Okounkov, who proved that generating functions of double Hurwitz numbers, defined akin the single ones of Definition 2.1.9, are tau-functions of the 2D-Toda lattice [150]. The result was then generalized to double Multiparametric Hurwitz numbers by Harnad and Guay-Paquet [104], the Theorem is below. To be self contained, we prove a weaker version in Chapter 4, Proposition 4.1.1, we prove a weaker version; relevant definitions can be found there.

Theorem 2.3.1 ([104]). The generating function

$$
\begin{equation*}
\tau^{G}(\epsilon ; \mathbf{t}, \mathbf{s})=\sum_{d \geq 1} \epsilon^{d} \sum_{\mu, \nu \in \mathcal{P}} h_{d}^{G}(\mu, \nu) p_{\mu}(\mathbf{t}) p_{\nu}(\mathbf{s}) \tag{2.35}
\end{equation*}
$$

of multiparametric weighted double Hurwitz numbers associated to the rational function (2.30) is a 2D-Toda tau-function. Moreover, the series (2.35) admits the equivalent expansion

$$
\begin{equation*}
\left.\tau_{G}(\epsilon ; \mathbf{t}, \mathbf{s})\right)=\sum_{\lambda \in \mathcal{P}} r_{\lambda}^{(G, \epsilon)} s_{\lambda}(\mathbf{t}) s_{\lambda}(\mathbf{s}) \tag{2.36}
\end{equation*}
$$

In the above, $p_{\mu}(\mathbf{t})$ denote the power sum symmetric polynomial, $s_{\lambda}(\mathbf{t})$ the Schur polynomials (4.3) and the coefficients $r_{\lambda}^{(G, \epsilon)}$ are given explicitly by

$$
\begin{equation*}
r_{\lambda}^{(G, \epsilon)}=\prod_{(i, j) \in \lambda} G(\epsilon(j-i)), \tag{2.37}
\end{equation*}
$$

A notable question in Random matrix theory, and one of our main purposes in this work, is to find partition functions, in the sense of (1.79), whose correlators admit topological expansions in terms of Hurwitz numbers. Notably, a matrix model for simple Hurwitz number has been found only recently by Borot, Eynard, Mulase and Safnuk [38], which we report for completeness.

$$
\begin{equation*}
Z \propto \int_{\mathcal{H}_{N}(\mathcal{C})} \mathrm{d} M \exp \left(-\frac{1}{g_{s}} \operatorname{tr}(V(M)-M A)\right), \tag{2.38}
\end{equation*}
$$

where $\mathcal{H}_{N}(\mathcal{C})$ is the ensemble of unitarily diagonalizable matrices with eigenvalues in a suitable contour $\mathcal{C}$ in the complex plane and $V(x)$ is the potential

$$
\begin{equation*}
V(x)=-\frac{x^{2}}{2}+g_{s}\left(N-\frac{1}{2}\right) x+x \ln \left(g_{s} / t\right)+i \pi x-g_{s} \ln \left(\Gamma\left(-x / g_{s}\right)\right) \tag{2.39}
\end{equation*}
$$

We refer to loc. cit. for further details. A few years later, Goulden, Guay-Paquet and Novak, [96, 97] were able to conceive the Harish-Chandra-Itzykson-Zuber integral [67, 111, 118]

$$
\begin{equation*}
I_{N}(z)=\int_{U(N)} e^{z N \operatorname{tr}\left(A U B U^{-1}\right)} \mathrm{d} U, \tag{2.40}
\end{equation*}
$$

as a generating function for double monotone Hurwitz numbers.
Recently Bertola and Harnad [25] were able to construct matrix models for generic multiparametric Hurwitz numbers; however, as in the case of (2.38) and (2.40), they depend on additional parameters given by (the eigenvalues of) the matrices $A$ and $B$ appearing in the measures. Matrix models of this kind take the name of external matrix models.

In Chapter 4 we prove how the Laguerre and Jacobi partition functions provide generating functions for specific multiparametric single Hurwitz numbers; the result is different from the ones cited above as we deal with internal matrix models, namely we have just a measure on the space of Hermitian matrices (or restriction of it) of the form $V(M) \mathrm{d} M$ where $V(x)$ is a scalar function which may depend on additional complex parameters.

## Classical Unitary Invariant Ensembles

## Chapter 3

## Correlators of unitary invariant ensembles

In this chapter we provide generating functions for the connected correlators of unitary invariant ensembles with a regular enough potential and explicitly compute them for the classical unitary invariant ensembles.

The results of the former are contained in Section 3.1, specifically Theorem 3.1.1. Formulæ of this sort for correlators of hermitian matrix models have been recently discussed in the literature, see e.g. [63, 78]. They are directly related to the theory of tau functions (formal [63] and isomonodromic [24, 92]) and to topological recursion theory [ $18,19,46,79]$, incidentally, similar formulæ also appear for matrix models with external source [21-23, 27, 129]. Generating functions for correlators in the free probability setting were recently presented in [36]. We provide a direct derivation based on the Riemann-Hilbert characterization of the matrix $Y_{N}(z)$ outlined in Section 1.2. In Section 3.1.1 we give the ideas of how this approach could be extended to the case of discrete and multiple orthogonal polynomials.

In Section 3.2 we explicitly compute the just found generating functions in the case of the classical potentials introduced in Section 1.2.1, namely the Gaussian, Laguerre and Jacobi unitary ensemble. The GUE case had already been dealt with by Dubrovin and Yang [63], while the LUE and JUE were tackled in [92, 93]. Formulæ of different kind for multipoint correlators of classical ensembles have been recently derived by Jonnadula, Keating, and Mezzadri in [120] via the connection with the theory of multivariate orthogonal polynomials.

It is a nontrivial observation that these generating functions can be expressed via discrete orthogonal polynomials; this has first been proved for one-point correlators $\left\langle\operatorname{tr} M^{k}\right\rangle$ for all three classical unitary invariant ensembles by Cunden, Mezzadri, O'Connell and Simm [52]. It is worth noting that in loc. cit. similar results have been proved also for one-point correlators of the orthogonal and symplectic ensembles with classical potentials.

### 3.1 Analytic generating functions for correlators

We consider the general case of a measure on $\mathcal{H}_{N}(I)$, the space of Hermitian matrices with eigenvalues in the interval $I$, of the form

$$
\begin{equation*}
\mathrm{d} m_{N}(X)=\frac{1}{C_{N}} \exp \operatorname{tr} V(X) \mathrm{d} X \tag{3.1}
\end{equation*}
$$

with normalizing constant $C_{N}=\int_{\mathcal{H}_{N}(I)} \exp \operatorname{tr} V(X) \mathrm{d} X$. Here $V(x)$ is a smooth function of $x \in I^{\circ}$ (the interior of $I$ ) and we assume that $\exp V(x)=\mathcal{O}\left(\left|x-x_{0}\right|^{-1+\varepsilon}\right)$ for some $\varepsilon>0$ as $x \in I^{\circ}$ approaches a finite endpoint $x_{0}$ of $I$; further, if $I$ extends to $\pm \infty$ we assume that $V(x) \rightarrow-\infty$ fast enough as $x \rightarrow \pm \infty$ in order for the measure (3.1) to have finite moments of all orders, so that the associated orthogonal polynomials exist, recall Definition 1.2.1.

Introduce the moment functions

$$
\begin{equation*}
\mathscr{C}_{\ell}\left(z_{1}, \ldots, z_{\ell}\right):=\int_{\mathcal{H}_{N}(I)} \prod_{i=1}^{\ell} \operatorname{tr}\left[\left(z_{i}-X\right)^{-1}\right] \mathrm{d} m_{N}(X), \quad \ell \geq 1, \tag{3.2}
\end{equation*}
$$

which are analytic functions of $z_{1}, \ldots, z_{\ell} \in \mathbb{C} \backslash I$, symmetric in the variables $z_{1}, \ldots, z_{\ell}$. To simplify the analysis it is convenient to introduce their connected version which take the name of cumulant functions,

$$
\begin{equation*}
\mathscr{C}_{\ell}^{c}\left(z_{1}, \ldots, z_{\ell}\right)=\sum_{\mathcal{P} \text { partition of }\{1, \ldots, \ell\}}(-1)^{|\mathcal{P}|-1}(|\mathcal{P}|-1)!\prod_{A \in \mathcal{P}} \mathscr{C}_{|A|}\left(\left\{z_{a}\right\}_{a \in A}\right), \tag{3.3}
\end{equation*}
$$

from which the moments can be recovered by

$$
\begin{equation*}
\mathscr{C}_{\ell}\left(z_{1}, \ldots, z_{\ell}\right)=\sum_{\mathcal{P} \text { partition of }\{1, \ldots, \ell\}} \prod_{A \in \mathcal{P}} \mathscr{C}_{|A|}^{c}\left(\left\{z_{a}\right\}_{a \in A}\right) . \tag{3.4}
\end{equation*}
$$

For example, $\mathscr{C}_{1}(z)=\mathscr{C}_{1}^{c}(z), \mathscr{C}_{2}^{c}\left(z_{1}, z_{2}\right)=\mathscr{C}_{2}\left(z_{1}, z_{2}\right)-\mathscr{C}_{1}\left(z_{1}\right) \mathscr{C}_{1}\left(z_{2}\right)$,

$$
\begin{align*}
\mathscr{C}_{3}^{\mathrm{c}}\left(z_{1}, z_{2}, z_{3}\right)= & \mathscr{C}_{3}\left(z_{1}, z_{2}, z_{3}\right)-\mathscr{C}_{2}\left(z_{1}, z_{2}\right) \mathscr{C}_{1}\left(z_{3}\right)-\mathscr{C}_{2}\left(z_{2}, z_{3}\right) \mathscr{C}_{1}\left(z_{1}\right) \\
& -\mathscr{C}_{2}\left(z_{1}, z_{3}\right) \mathscr{C}_{1}\left(z_{2}\right)+2 \mathscr{C}_{1}\left(z_{1}\right) \mathscr{C}_{1}\left(z_{2}\right) \mathscr{C}_{1}\left(z_{3}\right) . \tag{3.5}
\end{align*}
$$

We now want to express the cumulant functions in terms of the monic orthogonal polynomials $P_{\ell}(z)=z^{\ell}+\ldots$ uniquely defined by

$$
\begin{equation*}
\int_{I} P_{\ell}(x) P_{m}(x) \mathrm{e}^{V(x)} \mathrm{d} x=h_{\ell} \delta_{\ell, m}, \tag{3.6}
\end{equation*}
$$

and of the $2 \times 2$ matrix $Y_{N}(z)$ solution to the Riemann-Hilbert problem of orthogonal polynomials, see Section 1.2 and equation (1.40) which we hereby recall,

$$
Y_{N}(z):=\left(\begin{array}{cc}
P_{N}(z) & \widehat{P}_{N}(z)  \tag{3.7}\\
-\frac{2 \pi \mathrm{i}}{h_{N-1}} P_{N-1}(z) & -\frac{2 \pi \mathrm{i}}{h_{N-1}} \widehat{P}_{N-1}(z)
\end{array}\right)
$$

together with its defining properties,

1. $Y_{N}(z)$ has a jump on the real axis given by

$$
Y_{N,+}(z)=Y_{N,-}(z)\left(\begin{array}{cc}
1 & \mathrm{e}^{V(z)}  \tag{3.8}\\
0 & 1
\end{array}\right), \quad z \in I
$$

2. for $z \rightarrow \infty$ it has the behaviour

$$
\begin{equation*}
Y_{N}(z)=\left(\mathbf{1}+\mathcal{O}\left(z^{-1}\right)\right) z^{N \sigma_{3}}, \tag{3.9}
\end{equation*}
$$

3. at any endpoint $z_{0}$ of $I$, for $z \rightarrow z_{0}$

$$
\begin{equation*}
Y_{N}(x)=\mathcal{O}\left(\log \left(z-z_{0}\right)\right) \tag{3.10}
\end{equation*}
$$

The result is the following.

Theorem 3.1.1. Let

$$
R(z):=Y_{N}(z)\left(\begin{array}{ll}
1 & 0  \tag{3.11}\\
0 & 0
\end{array}\right) Y_{N}^{-1}(z),
$$

with $Y_{N}(z)$ as in (3.7). Then, the cumulant functions (3.3) are given by

$$
\begin{align*}
\mathscr{C}_{1}^{\mathrm{c}}(z) & =\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z)\right)_{1,1},  \tag{3.12}\\
\mathscr{C}_{2}^{\mathrm{c}}\left(z_{1}, z_{2}\right) & =\frac{\operatorname{tr}\left(R\left(z_{1}\right) R\left(z_{2}\right)\right)-1}{\left(z_{1}-z_{2}\right)^{2}},  \tag{3.13}\\
\mathscr{C}_{\ell}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) & =-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R\left(z_{i_{1}}\right) \ldots R\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}, \quad \ell \geq 3, \tag{3.14}
\end{align*}
$$

where prime in the second formula denotes derivative with respect to $z$ and $\operatorname{cyc}((\ell))$ in the last formula is the set of $\ell$-cycles in the symmetric group $\mathfrak{S}_{\ell}$.

We give two remarks: in the first we explain how generating functions for positive and negative correlators are related to formulæ of Theorem 3.1.1; in the second one we point out how, in the same way, is possible to obtain generating functions for mixed correlators.

Remark 3.1.2. When expanded at $z=\infty$, the cumulant functions serve as generating functions for connected correlators, namely

$$
\begin{equation*}
\mathscr{C}_{1}(z) \stackrel{z \rightarrow \infty}{\sim} \mathscr{F}_{1, \infty}^{\mathrm{c}}(z)-\frac{N}{z}, \quad \quad \mathscr{C}_{\ell}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) \stackrel{z \rightarrow \infty}{\sim} \mathscr{F}_{\ell, \infty}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right), \tag{3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{\ell, \infty}^{c}\left(z_{1}, \ldots z_{\ell}\right):=\sum_{k_{1}, \ldots, k_{\ell} \geq 1} \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{k_{j}}\right\rangle^{c}}{z_{1}^{k_{1}+1} \cdots z_{\ell}^{k_{\ell}+1}} . \tag{3.16}
\end{equation*}
$$

Similarly, when expanded at $z=0$ they yields the negative correlators, see Remark 1.3.5,

$$
\begin{equation*}
\mathscr{C}_{1}(z) \stackrel{z \rightarrow 0}{\sim} \mathscr{F}_{1,0}^{c}(z), \quad \quad \mathscr{C}_{\ell}^{c}\left(z_{1}, \ldots, z_{\ell}\right) \stackrel{z \rightarrow 0}{\sim} \mathscr{F}_{\ell, 0}^{c}\left(z_{1}, \ldots, z_{\ell}\right), \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{F}_{\ell, 0}^{c}\left(z_{1}, \ldots, z_{\ell}\right):=(-1)^{\ell} \sum_{k_{1}, \ldots, k_{\ell} \geq 1}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-k_{j}}\right\rangle^{c} z_{1}^{k_{1}-1} \cdots z_{\ell}^{k_{\ell}-1} \tag{3.18}
\end{equation*}
$$

The same formula hold for the disconnected counterparts.

Remark 3.1.3. We could consider more general generating functions as follows; take $\ell_{1}, \ldots, \ell_{p} \geq 0$ with $\sum_{i=1}^{p} \ell_{i}>0$ and expand the cumulant function

$$
\begin{equation*}
\mathscr{C}_{\ell_{1}+\cdots+\ell_{p}}\left(z_{1}^{(1)}, \ldots, z_{\ell_{1}}^{(1)}, \ldots, z_{1}^{(p)}, \ldots, z_{\ell_{p}}^{(p)}\right) \tag{3.19}
\end{equation*}
$$

as $z_{j}^{(1)} \rightarrow x_{1}, \ldots, z_{j}^{(p)} \rightarrow x_{p}$ where $x_{1}, \ldots, x_{p}$ are endpoints of the support of $V(x)$. For example, for the Jacobi measure $V(x)=\alpha \log x+\beta \log (1-x)$, see also Section 3.2.3 below, taking $\left(x_{1}, x_{2}, x_{3}\right)=$ $(\infty, 0,1)$ we obtain generating functions

$$
\begin{align*}
\sum_{\substack{k_{1}, \ldots, k_{q} \geq 1 \\
i_{1}, \ldots, i_{r} \geq 1 \\
j_{1}, \ldots, j_{s} \geq 1}} \int_{\mathcal{H}_{N}(0,1)} \operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{q}} \operatorname{tr} X^{-i_{1}} \cdots & \operatorname{tr} X^{-i_{r}} \operatorname{tr}(\mathbf{1}-X)^{j_{1}} \cdots \operatorname{tr}(\mathbf{1}-X)^{j_{s}} \mathrm{~d} m_{N}^{J}(X) \\
& \times \frac{w_{1}^{i_{1}-1} \cdots w_{r}^{i_{r}-1}\left(y_{1}-1\right)^{j_{1}-1} \cdots\left(y_{s}-1\right)^{j_{s}-1}}{z_{1}^{k_{1}+1} \cdots z_{q}^{k_{q}+1}} \tag{3.20}
\end{align*}
$$

It is then clear that we can compute the coefficients of such series in terms of the asymptotic series $R^{[\infty]}, R^{[0]}, R^{[1]}$, of the matrix $R(z)$ of JUE at $(\infty, 0,1)$.

## Proof of Theorem 3.1.1

The strategy for the proof of Theorem 3.1.1 is based on the observation that setting

$$
\begin{equation*}
\mathscr{Z}_{N}(t, z):=\int_{\mathcal{H}_{N}(I)} \exp \left(\operatorname{tr}\left(V(X)+\sum_{i=1}^{\ell} t_{i}\left(z_{i}-X\right)^{-1}\right)\right) \mathrm{d} X, \quad t=\left(t_{1}, \ldots, t_{\ell}\right), z=\left(z_{1}, \ldots, z_{\ell}\right), \tag{3.21}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathscr{C}_{\ell}^{c}\left(z_{1}, \ldots, z_{\ell}\right)=\left.\frac{\partial^{\ell}}{\partial t_{1} \cdots \partial t_{\ell}} \log \mathscr{Z}(t, z)\right|_{t_{i}=0} \tag{3.22}
\end{equation*}
$$

Here and below it is assumed that $z_{i} \notin I$. Let us recall here for convenience a couple of formulæ from Chapter 1. In particular, the Christoffel-Darboux identity (1.35)

$$
\begin{equation*}
K_{N}(x, y):=\mathrm{e}^{\frac{V(x)+V(y)}{2}} \sum_{i=0}^{N-1} \frac{P_{i}(x) P_{i}(y)}{h_{i}}=\frac{\mathrm{e}^{\frac{V(x)+V(y)}{2}}}{h_{N-1}} \frac{P_{N}(x) P_{N-1}(y)-P_{N-1}(x) P_{N}(y)}{x-y} \tag{3.23}
\end{equation*}
$$

which can be conveniently rewritten in terms of the matrix $Y_{N}(z)$ in (3.7) as

$$
K_{N}(x, y)=-\frac{\mathrm{e}^{\frac{V(x)+V(y)}{2}}}{2 \pi \mathrm{i}(x-y)}\left(\begin{array}{ll}
0 & 1 \tag{3.24}
\end{array}\right) Y_{N}^{-1}(x) Y_{N}(y)\binom{1}{0}
$$

which is independent of the choice of boundary value of $Y_{N}$ because of the jump condition (3.8), namely because of the jump matrix being upper triangular,

$$
\begin{align*}
\left(\begin{array}{ll}
0 & 1
\end{array}\right) Y_{N,+}^{-1}(x) Y_{N,+}(y)\binom{1}{0} & =\left(\begin{array}{ll}
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & \mathrm{e}^{V(x)} \\
0 & 1
\end{array}\right) Y_{N,-}^{-1}(x) Y_{N,-}(y)\left(\begin{array}{cc}
1 & -\mathrm{e}^{V(y)} \\
0 & 1
\end{array}\right)\binom{1}{0}  \tag{3.25}\\
& =\left(\begin{array}{ll}
0 & 1
\end{array}\right) Y_{N,-}^{-1}(x) Y_{N,-}(y)\binom{1}{0} \tag{3.26}
\end{align*}
$$

Next, we recall the expression (1.80) in order to expresses the partition function (3.21) as a product of the norming constants. Here we use a slightly different perturbation of the potential $V(x)$ but the observations made in Proposition 1.3.3 stand still. In particular, introducing

$$
\begin{equation*}
V_{t, z}(x):=V(x)+\sum_{i=1}^{\ell} \frac{t_{i}}{z_{i}-x}, \quad t=\left(t_{1}, \ldots, t_{\ell}\right), \quad z=\left(z_{1}, \ldots, z_{\ell}\right), \tag{3.27}
\end{equation*}
$$

and, for convenience, writing explicitly the dependence of $P_{\ell}=P_{\ell}^{V}$ and $h_{\ell}=h_{\ell}^{V}$ on the potential $V$, we have

$$
\begin{equation*}
\mathscr{Z}_{N}(t, z)=N!h_{0}^{V_{t, z}} \cdots h_{N-1}^{V_{t, z}} . \tag{3.28}
\end{equation*}
$$

Since our final goal is to be able to give generating functions for the (logarithmic) time derivatives of $\mathscr{Z}_{N}(t, z)$, it will be convenient to analyse such operation with respect to expression (3.28).

Lemma 3.1.4. We have

$$
\begin{equation*}
\partial_{t_{j}} h_{i}^{V_{t, z}}=\int_{I}\left(P_{i}^{V_{t, z}}(x)\right)^{2} \mathrm{e}^{V_{t, z}(x)} \frac{\mathrm{d} x}{z_{j}-x} . \tag{3.29}
\end{equation*}
$$

Proof. We have $h_{i}^{V_{t, z}}=\int_{I}\left(P_{i}^{V_{t, z}}(x)\right)^{2} \mathrm{e}^{V_{t, z}(x)} \mathrm{d} x$ hence

$$
\begin{equation*}
\partial_{t_{j}} h_{i}^{V_{t, z}}=2 \int_{I} P_{i}^{V_{t, z}}(x)\left(\partial_{t_{j}} P_{i}^{V_{t, z}}(x)\right) \mathrm{e}^{V_{t, z}(x)} \mathrm{d} x+\int_{I}\left(P_{i}^{V_{t, z}}(x)\right)^{2} \mathrm{e}^{V_{t, z}(x)}\left(\partial_{t_{j}} V_{t, z}(x)\right) \mathrm{d} x, \tag{3.30}
\end{equation*}
$$

but the first term vanishes by orthogonality because $P_{i}^{V_{t, z}}(x)$ are normalized to be monic and, therefore, $\partial_{t_{j}} P_{i}^{V_{t, z}}(x)$ is a polynomial of degree strictly less than $i$.

We now begin the proof of Theorem 3.1.1. We will proceed by induction on $\ell$.
Case $\ell=1$
It follows from (3.24) that

$$
K_{N}(x, x)=\lim _{y \rightarrow x} K_{N}(x, y)=\frac{\mathrm{e}^{V(x)}}{2 \pi \mathrm{i}}\left(\begin{array}{ll}
0 & 1 \tag{3.31}
\end{array}\right) Y_{N}^{-1}(x) Y_{N}^{\prime}(x)\binom{1}{0} .
$$

In the following we shall use the notation

$$
\begin{equation*}
\Delta f(x):=f_{+}(x)-f_{-}(x), \quad x \in I^{\circ}, \tag{3.32}
\end{equation*}
$$

for the jump of a function $f$ across $I$, namely $f_{ \pm}(x):=\lim _{\epsilon \rightarrow 0_{+}} f(x \pm \mathrm{i} \epsilon)$. The next preliminary lemma is well known, see e.g. [49], and it is proven here for the reader's convenience.

Lemma 3.1.5. We have

$$
K_{N}(x, x)=-\frac{1}{2 \pi \mathrm{i}} \Delta\left[\operatorname{tr}\left(Y_{N}^{-1}(x) \frac{\partial Y_{N}(x)}{\partial x} \mathrm{E}_{1,1}\right)\right], \quad \mathrm{E}_{1,1}:=\left(\begin{array}{ll}
1 & 0  \tag{3.33}\\
0 & 0
\end{array}\right)
$$

Proof. Let us denote ${ }^{\prime}:=\partial_{x}$. It follows from the jump condition (3.8) for $Y_{N}$ that

$$
Y_{N,+}^{\prime}(x)=Y_{N,-}^{\prime}(x)\left(\begin{array}{cc}
1 & \mathrm{e}^{V(x)}  \tag{3.34}\\
0 & 1
\end{array}\right)+Y_{N,-}(x)\left(\begin{array}{cc}
0 & V^{\prime}(x) \mathrm{e}^{V(x)} \\
0 & 0
\end{array}\right), \quad x \in I^{\circ}
$$

Therefore we compute

$$
\begin{align*}
& \Delta[ \left.\operatorname{tr}\left(Y_{N}^{-1}(x) Y_{N}^{\prime}(x) \mathrm{E}_{1,1}\right)\right]=\operatorname{tr}\left(Y_{N,+}^{-1}(x) Y_{N,+}^{\prime}(x) \mathrm{E}_{1,1}\right)-\operatorname{tr}\left(Y_{N,-}^{-1}(x) Y_{N,-}^{\prime}(x) \mathrm{E}_{1,1}\right) \\
&=\operatorname{tr}\left(\left(\begin{array}{cc}
1 & -\mathrm{e}^{V(x)} \\
0 & 1
\end{array}\right) Y_{N,-}^{-1}(x) Y_{N,-}^{\prime}(x)\left(\begin{array}{cc}
1 & \mathrm{e}^{V(x)} \\
0 & 1
\end{array}\right) \mathrm{E}_{1,1}\right)-\operatorname{tr}\left(Y_{N,-}^{-1}(x) Y_{N,-}^{\prime}(x) \mathrm{E}_{1,1}\right) \\
&+\operatorname{tr}\left(\left(\begin{array}{cc}
1 & -\mathrm{e}^{V(x)} \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
0 & V^{\prime}(x) \mathrm{e}^{V(x)} \\
0 & 0
\end{array}\right) \mathrm{E}_{1,1}\right) . \tag{3.35}
\end{align*}
$$

The last term vanishes and so, by the cyclic property of the trace, we have

$$
\Delta\left[\operatorname{tr}\left(Y_{N}^{-1}(x) Y_{N}^{\prime}(x) \mathrm{E}_{1,1}\right)\right]=\operatorname{tr}\left[Y_{N,-}^{-1}(x) Y_{N,-}^{\prime}(x)\left(\left(\begin{array}{cc}
1 & \mathrm{e}^{V(x)}  \tag{3.36}\\
0 & 1
\end{array}\right) \mathrm{E}_{1,1}\left(\begin{array}{cc}
1 & -\mathrm{e}^{V(x)} \\
0 & 1
\end{array}\right)-\mathrm{E}_{1,1}\right)\right]
$$

which is easily seen to be equivalent, up to multiplying by $-1 /(2 \pi \mathrm{i})$, to (3.31).
We are ready for the proof of the case $\ell=1$. In such case, $t=t_{1}, z=z_{1}$ and $V_{t, z}(x)=$ $V(x)+t /(z-x)$. By (3.28), Lemma 3.1.4, and (3.23), we have

$$
\begin{equation*}
\partial_{t} \log \mathscr{Z}_{N}(t, z)=\sum_{i=0}^{N-1} \frac{1}{h_{i}^{V_{t, z}}} \partial_{t} h_{i}^{V_{t, z}}=\sum_{i=0}^{N-1} \frac{1}{h_{i}^{V_{t, z}}} \int_{I}\left(P_{i}^{V_{t, z}}(x)\right)^{2} \mathrm{e}^{V_{t, z}(x)} \frac{\mathrm{d} x}{z-x}=\int_{I} K_{N}^{V_{t, z}}(x, x) \frac{\mathrm{d} x}{z-x}, \tag{3.37}
\end{equation*}
$$

where we denote explicitly the dependence of the Christoffel-Darboux kernel on the potential. Let $\Gamma$ be an oriented contour in the complex plane which surrounds $I$ in counterclockwise sense (i.e. $I$ lies on the left of $\Gamma$ ) and leaves $z$ outside (i.e. $z$ lies to the right of $\Gamma$ ). Then, in virtue of Lemma 3.1.5 we get

$$
\begin{align*}
\partial_{t} \log \mathscr{Z}_{N}(t, z) & =-\int_{I} \Delta\left[\operatorname{tr}\left(Y_{N}^{-1}(x ; t, z) \frac{\partial Y_{N}(x ; t, z)}{\partial x} \mathrm{E}_{1,1}\right)\right] \frac{\mathrm{d} x}{2 \pi \mathrm{i}(z-x)} \\
& =\int_{\Gamma} \operatorname{tr}\left(Y_{N}^{-1}(x ; t, z) \frac{\partial Y_{N}(x ; t, z)}{\partial x} \mathrm{E}_{1,1}\right) \frac{\mathrm{d} x}{2 \pi \mathrm{i}(z-x)} \tag{3.38}
\end{align*}
$$

where $Y_{N}(\cdot ; t, z)$ is the matrix (3.7) for the potential $V_{t, z}$. The last contour integral can be evaluated by a residue computation as

$$
\begin{equation*}
\partial_{t} \log \mathscr{Z}_{N}(t, z)=(-\underset{x=z}{\text { res }}-\underset{x=\infty}{\mathrm{res}}) \operatorname{tr}\left(Y_{N}^{-1}(x ; t, z) \frac{\partial Y_{N}(x ; t, z)}{\partial x} \mathrm{E}_{1,1}\right) \frac{\mathrm{d} x}{z-x} \tag{3.39}
\end{equation*}
$$

It can be checked from the normalization condition at $x=\infty$ for $Y_{N}(x ; t, z)$, equation (3.9), that the residue at $x=\infty$ vanishes. Therefore

$$
\begin{equation*}
\partial_{t} \log \mathscr{Z}_{N}(t, z)=\operatorname{tr}\left(\left.Y_{N}^{-1}(z ; t, z) \frac{\partial Y_{N}(x ; t, z)}{\partial x}\right|_{x=z} \mathrm{E}_{1,1}\right) . \tag{3.40}
\end{equation*}
$$

Evaluating this identity at $t=0$, taking into account (3.22), we obtain exactly (3.12), namely

$$
\begin{equation*}
\mathscr{C}_{1}^{\mathrm{c}}(z)=\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z)\right)_{1,1} . \tag{3.41}
\end{equation*}
$$

Case $\ell=2$
Let us first formulate a result that will be needed for all $\ell \geq 2$.
Lemma 3.1.6. Let

$$
\begin{equation*}
R(x ; z, t):=Y_{N}(x ; t, z) \mathrm{E}_{1,1} Y_{N}^{-1}(x ; t, z), \tag{3.42}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{t, z}(x)=V(x)+\sum_{i=1}^{\ell} \frac{t_{i}}{z_{i}-x} \tag{3.43}
\end{equation*}
$$

where $t=\left(t_{1}, \ldots, t_{\ell}\right)$, and $z=\left(z_{1}, \ldots, z_{\ell}\right)$. For all $1 \leq j \leq \ell$, we have

$$
\begin{equation*}
\frac{1}{z_{j}-x} R(x ; t, z)+\left(\frac{\partial Y_{N}}{\partial t_{j}}(x ; t, z)\right) Y_{N}^{-1}(x ; t, z)=\frac{1}{z_{j}-x} R\left(z_{j} ; t, z\right) . \tag{3.44}
\end{equation*}
$$

Proof. Let us denote by $\Omega_{j}(x ; t, z)$ the left-hand side of (3.44). Using (3.8) we get the identities

$$
\begin{align*}
Y_{N}\left(x_{+} ; t, z\right) & =Y_{N}\left(x_{-} ; t, z\right)\left(\begin{array}{cc}
1 & \mathrm{e}^{V_{t, z}(x)} \\
0 & 1
\end{array}\right)  \tag{3.45}\\
\frac{\partial Y_{N}}{\partial t_{j}}\left(x_{+} ; t, z\right) & =\frac{\partial Y_{N}}{\partial t_{j}}\left(x_{-} ; t, z\right)\left(\begin{array}{cc}
1 & \mathrm{e}^{V_{t, z}(x)} \\
0 & 1
\end{array}\right)+Y_{N}\left(x_{-} ; t, z\right)\left(\begin{array}{cc}
0 & \frac{1}{z_{j}-x} \mathrm{e}^{V_{t, z}(x)} \\
0 & 0
\end{array}\right), \tag{3.46}
\end{align*}
$$

from which we readily ascertain that $\Delta \Omega_{j}(x ; t, z)=0$ for all $x \in \mathbb{R}$. Hence, $\Omega_{j}(x ; t, z)$ is a meromorphic function of $x$ with a single simple pole at $x=z_{j}$ and which vanishes at $x=\infty$, because of (3.9), and so the statement follows.

Let us consider the case $\ell=2$, in which $t=\left(t_{1}, t_{2}\right), z=\left(z_{1}, z_{2}\right)$, and $V_{t, z}(x)=V(x)+\frac{t_{1}}{z_{1}-x}+\frac{t_{2}}{z_{2}-x}$. By the argument used for $\ell=1$, cf. (3.40), we obtain

$$
\begin{equation*}
\partial_{t_{1}} \log \mathscr{Z}_{N}(t, z)=\operatorname{tr}\left(\left.Y_{N}^{-1}\left(z_{1} ; t, z\right) \frac{\partial Y_{N}(x ; t, z)}{\partial x}\right|_{x=z_{1}} \mathrm{E}_{1,1}\right) . \tag{3.47}
\end{equation*}
$$

Next we have to take a derivative in $t_{2}$ : omitting the explicit dependence on $t, z$, we have

$$
\begin{equation*}
\partial_{t_{2}} \partial_{t_{1}} \log \mathscr{Z}_{N}(t, z)=\operatorname{tr}\left(-\left.Y_{N}^{-1}\left(z_{1}\right) \frac{\partial Y_{N}}{\partial t_{2}}\left(z_{1}\right) Y_{N}^{-1}\left(z_{1}\right) \frac{\partial Y_{N}(x)}{\partial x}\right|_{x=z_{1}} \mathrm{E}_{1,1}+\left.Y_{N}^{-1}\left(z_{1}\right) \frac{\partial^{2} Y_{N}(x)}{\partial t_{2} \partial x}\right|_{x=z_{1}} \mathrm{E}_{1,1}\right) . \tag{3.48}
\end{equation*}
$$

We use (3.44) to rewrite the first term inside the trace in the right-hand side as

$$
\begin{equation*}
-\left.Y_{N}^{-1}\left(z_{1}\right) \frac{R\left(z_{2}\right)-R\left(z_{1}\right)}{z_{2}-z_{1}} \frac{\partial Y_{N}(x)}{\partial x}\right|_{x=z_{1}} \mathrm{E}_{1,1} \tag{3.49}
\end{equation*}
$$

and the second term as

$$
\begin{aligned}
\left.Y_{N}^{-1}\left(z_{1}\right) \frac{\partial^{2} Y_{N}(x)}{\partial x \partial t_{2}}\right|_{x=z_{1}} \mathrm{E}_{1,1} & =\left.Y_{N}^{-1}\left(z_{1}\right) \frac{\partial}{\partial x}\left(\frac{R\left(z_{2}\right)-R(x)}{z_{2}-x} Y_{N}(x)\right)\right|_{x=z_{1}} \mathrm{E}_{1,1} \\
= & Y_{N}^{-1}\left(z_{1}\right)\left(\frac{R\left(z_{2}\right)-R\left(z_{1}\right)}{\left(z_{2}-z_{1}\right)^{2}} Y_{N}\left(z_{1}\right)-\frac{\left[\left.\frac{\partial Y_{N}(x)}{\partial x}\right|_{x=z_{1}} Y_{N}^{-1}\left(z_{1}\right), R\left(z_{1}\right)\right]}{z_{2}-z_{1}} Y_{N}\left(z_{1}\right)\right. \\
& \left.+\left.\frac{R\left(z_{2}\right)-R\left(z_{1}\right)}{z_{2}-z_{1}} \frac{\partial Y_{N}(x)}{\partial x}\right|_{x=z_{1}}\right) \mathrm{E}_{1,1},
\end{aligned}
$$

where $[A, B]:=A B-B A$ is the commutator. The term in the last row exactly cancels with (3.49), and so, rearranging terms

$$
\begin{equation*}
\partial_{t_{2}} \partial_{t_{1}} \log \mathscr{Z}_{N}(t, z)=\frac{\operatorname{tr}\left(R\left(z_{1}\right) R\left(z_{2}\right)\right)-1}{\left(z_{2}-z_{1}\right)^{2}}+\frac{\operatorname{tr}\left(\left[\left.Y_{N}^{-1}\left(z_{1}\right) \frac{\partial Y_{N}(x)}{\partial x}\right|_{x=z_{1}}, \mathrm{E}_{1,1}\right] \mathrm{E}_{1,1}\right)}{z_{2}-z_{1}} \tag{3.50}
\end{equation*}
$$

and, since $\operatorname{tr}([A, B] B)=\operatorname{tr}([A B, B])=0$, the proof of the case $\ell=2$ is completed by setting $t_{1}=t_{2}=0$. This yields formula (3.13).

Case $\ell \geq 3$
Let us denote

$$
\begin{equation*}
S_{\ell}\left(z_{1}, \ldots, z_{\ell} ; t\right):=-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R\left(z_{i_{1}} ; t, z\right) \cdots R\left(z_{i_{\ell}} ; t, z\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell-1}}-z_{i_{\ell}}\right)\left(z_{i_{\ell}}-z_{i_{1}}\right)}-\frac{\delta_{\ell, 2}}{\left(z_{1}-z_{2}\right)^{2}}, \tag{3.51}
\end{equation*}
$$

where the sum extends over cyclic permutations of $\{1, \ldots, \ell\}$. We aim at proving that

$$
\begin{equation*}
\frac{\partial^{\ell} \log \mathscr{Z}_{N}(t, z)}{\partial t_{\ell} \cdots \partial t_{1}}=S_{\ell}\left(z_{1}, \ldots, z_{\ell} ; t\right) \tag{3.52}
\end{equation*}
$$

where $Y_{N}(x ; t, z)$, and so $R(x ; t, z)$, are computed for the potential $V_{t, z}(x)=V(x)+\sum_{i=1}^{\ell} \frac{t_{i}}{z_{i}-x}$. Then, the seeked formula (3.14) follows by taking $t_{i}=0$. The proof of (3.52) is by induction on $\ell \geq 2$ and it is similar in spirit to that in [22, 23, 92].

Let us assume (3.52) for $\ell$ and let us prove it for $\ell+1$, the base case having been established in the previous section. Since the potential $V$ is arbitrary, we can assume (3.52) holds true for $V_{t, z}(x)=V(x)+\sum_{j=1}^{\ell+1} \frac{t_{j}}{z_{j}-x}$, and so we just have to show that

$$
\begin{equation*}
\partial_{t_{\ell+1}} S_{\ell}\left(z_{1}, \ldots, z_{\ell} ; t\right)=S_{\ell+1}\left(z_{1}, \ldots, z_{\ell}, z_{\ell+1} ; t\right) \tag{3.53}
\end{equation*}
$$

To this end we first observe that by (3.44) we have

$$
\begin{equation*}
\frac{\partial R(x ; t, z)}{\partial t_{j}}=\left[\frac{R\left(z_{j} ; t, z\right)-R(x ; t, z)}{z_{j}-x}, R(x ; t, z)\right]=\frac{\left[R\left(z_{j} ; t, z\right), R(x ; t, z)\right]}{z_{j}-x}, \tag{3.54}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\partial S_{\ell}\left(z_{1}, \ldots, z_{\ell} ; t\right)}{\partial t_{\ell+1}}=-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \sum_{j=1}^{\ell} \frac{\operatorname{tr}\left(R\left(z_{i_{1}} ; t, z\right) \cdots\left[R\left(z_{\ell+1} ; t, z\right), R\left(z_{i_{j}} ; t, z\right)\right] \cdots R\left(z_{i_{\ell}} ; t, z\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)\left(z_{\ell+1}-z_{i_{j}}\right)} \tag{3.55}
\end{equation*}
$$

Expanding the commutator

$$
\left[R\left(z_{\ell+1} ; t, z\right), R\left(z_{i_{j}} ; t, z\right)\right]=R\left(z_{\ell+1} ; t, z\right) R\left(z_{i_{j}} ; t, z\right)-R\left(z_{i_{j}} ; t, z\right) R\left(z_{\ell+1} ; t, z\right)
$$

we note that, in the previous sum, each term involving the expression

$$
\begin{equation*}
\operatorname{tr}\left(R\left(z_{i_{1}} ; t, z\right) \cdots R\left(z_{\ell+1} ; t, z\right) R\left(z_{i_{j}} ; t, z\right) \cdots R\left(z_{i_{\ell}} ; t, z\right)\right) \tag{3.56}
\end{equation*}
$$

appears exactly twice, but with different denominators. Collecting such terms yields

$$
\begin{align*}
& \sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \sum_{j=1}^{\ell} \frac{\operatorname{tr}\left(R\left(z_{i_{1}} ; t, z\right) \cdots R\left(z_{\ell+1} ; t, z\right) R\left(z_{i_{j}} ; t, z\right) \cdots R\left(z_{i_{\ell}} ; t, z\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}\left(\frac{1}{z_{i_{j}}-z_{\ell+1}}-\frac{1}{z_{i_{j-1}}-z_{\ell+1}}\right) \\
& \quad=-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \sum_{j=1}^{\ell} \frac{\operatorname{tr}\left(R\left(z_{i_{1}} ; t, z\right) \cdots R\left(z_{\ell+1} ; t, z\right) R\left(z_{i_{j}} ; t, z\right) \cdots R\left(z_{i_{\ell}} ; t, z\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{j-1}}-z_{\ell+1}\right)\left(z_{\ell+1}-z_{i_{j}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)} \\
& \quad=S_{\ell+1}\left(z_{1}, \ldots, z_{\ell}, z_{\ell+1}\right), \tag{3.57}
\end{align*}
$$

where we set $i_{0}:=i_{\ell}$ in the internal summation. The proof is complete.
Notice that the functions $S_{\ell}\left(z_{1}, \ldots, z_{\ell}\right)$ are regular along the diagonals $z_{i}=z_{j}$. In the case $\ell=2$ this can be seen from the fact that

$$
\begin{equation*}
\operatorname{tr}\left(R^{2}(z)\right) \equiv 1 \tag{3.58}
\end{equation*}
$$

hence the function $\operatorname{tr}\left(R\left(z_{1}\right) R\left(z_{2}\right)\right)-1$ is symmetric in $z_{1}$ and $z_{2}$ and vanishes for $z_{1}=z_{2}$. Therefore the zero on the diagonal $z_{1}=z_{2}$ is of order at least 2 and so $S_{2}\left(z_{1}, z_{2}\right)$ is regular for $z_{1}=z_{2}$. For $\ell \geq 3$ instead we can reason as follows; since $S_{\ell}$ is manifestly symmetric, we can focus on the case $z_{\ell-1}=z_{\ell}$ and keeping only the summands in $S_{\ell}$ which are singular for $z_{\ell-1}=z_{\ell}$ gives

$$
\begin{equation*}
\sum_{\left(i_{1}, \ldots, i_{\ell-2}\right) \in \operatorname{cyc}((\ell-2))} \frac{\operatorname{tr}\left(R\left(z_{\ell-1}\right) R\left(z_{\ell}\right) R\left(z_{i_{1}}\right) \cdots R\left(z_{i_{\ell-}}\right)\right)}{\left(z_{\ell-1}-z_{\ell}\right)\left(z_{\ell}-z_{i_{1}}\right) \cdots\left(z_{i_{\ell-2}}-z_{\ell-1}\right)}+\frac{\operatorname{tr}\left(R\left(z_{\ell-1}\right) R\left(z_{i_{1}}\right) \cdots R\left(z_{i_{\ell-2}}\right) R\left(z_{\ell}\right)\right)}{\left(z_{\ell-1}-z_{i_{1}}\right) \cdots\left(z_{i_{\ell-2}}-z_{\ell}\right)\left(z_{\ell}-z_{\ell-1}\right)}, \tag{3.59}
\end{equation*}
$$

but this sum is regular for $z_{\ell-1}=z_{\ell}$ by the cyclic property of the trace, as terms cancel out pairwise.
We end this section with a couple of remarks.
Remark 3.1.7. We note here that since $R(z)$ is a rank one matrix, the formulae of Theorem 3.1.1 for $\mathscr{C}_{\ell}^{c}, \ell \geq 2$, can be expressed in terms of the scalar quantities

$$
\begin{equation*}
w(x, y):=\frac{2 \pi \mathrm{i}}{h_{N-1}} \frac{P_{N}(x) \widehat{P}_{N-1}(y)-P_{N-1}(x) \widehat{P}_{N}(y)}{x-y} \tag{3.60}
\end{equation*}
$$

as

$$
\begin{equation*}
\mathscr{C}_{\ell}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right)=-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} w\left(z_{i_{1}}, z_{i_{2}}\right) \cdots w\left(z_{i_{\ell-1}}, z_{i_{\ell}}\right) w\left(z_{i_{\ell}}, z_{i_{1}}\right)-\frac{\delta_{\ell, 2}}{\left(z_{1}-z_{2}\right)^{2}}, \quad \ell \geq 2 \tag{3.61}
\end{equation*}
$$

compare for instance with [65, 167].

### 3.1.1 The multiple and discrete orthogonal polynomials case

Formulæ of Theorem 3.1.1 lend themselves to be generalized in various directions, namely to discrete orthogonal polynomials and multiple orthogonal polynomials. Here we only give a blueprint of the strategy to be adopted in the two cases, which will be subject of future work. Essentially, one just has to write out the corresponding Riemann-Hilbert problem and use the solution - akin the Fokas-Its-Kitaev matrix $Y_{N}(z)$ - to construct the matrix $R(z)$ as depicted in Section 3.1; the cumulant functions are expressed via $R(z)$ in the same fashion.

## Discrete orthogonal polynomials

Let $\mathfrak{X} \subset \mathbb{R}$ be a discrete set and $w: \mathfrak{X} \rightarrow \mathbb{R}_{>0}$ a probability mass function on $\mathfrak{X}$ with moments of all orders. Discrete orthogonal polynomial ensemble are defined as the probability distribution on $\mathfrak{X}^{N}$

$$
\begin{equation*}
Q_{N}\left(x_{1}, \ldots, x_{N}\right)=\frac{1}{Z_{N}} w\left(x_{1}\right) \cdots w\left(x_{N}\right) \prod_{i<j}\left(x_{j}-x_{i}\right)^{2} \tag{3.62}
\end{equation*}
$$

where $Z_{N}$ is the normalizing constant

$$
\begin{equation*}
Z_{N}=\sum_{x_{1}, \ldots, x_{N} \in \mathfrak{X}} w\left(x_{1}\right) \cdots w\left(x_{N}\right)\left(x_{j}-x_{i}\right)^{2} . \tag{3.63}
\end{equation*}
$$

The probability distribution $Q_{N}$ defines a determinantal point process on $\mathfrak{X}$ : all marginals of (3.62) can be expressed as determinants of the correlation kernel $K_{N}(x, y)$,

$$
\sum_{x_{\ell+1}, \ldots, x_{N} \in \mathfrak{X}} Q_{N}\left(x_{1}, \ldots, x_{N}\right)=\frac{(N-\ell)!}{N!}\left(\operatorname{det}_{1 \leq i, j \leq \ell} K_{N}\left(x_{i}, x_{j}\right)\right),
$$

where as in the continuous case, see (1.35), it holds

$$
\begin{equation*}
K_{N}(x, y)=\sqrt{w(x) w(y)} \sum_{n=0}^{N-1} h_{n}^{-1} P_{n}(x) P_{n}(y)=\frac{\sqrt{w(x) w(y)}}{h_{N-1}} \frac{P_{N}(x) P_{N-1}(y)-P_{N-1}(x) P_{N}(y)}{x-y} . \tag{3.64}
\end{equation*}
$$

Here we denote by $P_{n}(x)$ the (unique) monic orthogonal polynomial with respect to the weight $w$, and with $\widehat{P}_{n}(z)$ its (discrete) Hilbert transform,

$$
\begin{equation*}
\sum_{x \in \mathfrak{X}} P_{n}(x) P_{m}(x) w(x)=h_{n} \delta_{m n}, \quad h_{n}>0, \quad \widehat{P}_{n}(z):=\sum_{x \in \mathfrak{X}} P_{n}(x) \frac{w(x)}{z-x}, \quad z \in \mathbb{C} \backslash \mathfrak{X} . \tag{3.65}
\end{equation*}
$$

The matrix

$$
Y_{N}(z):=\left(\begin{array}{cc}
P_{N}(z) & \widehat{P}_{N}(z)  \tag{3.66}\\
\frac{1}{h_{N-1}} P_{N-1}(z) & \frac{1}{h_{N-1}} \widehat{P}_{N-1}(x)
\end{array}\right)
$$

is uniquely characterised by the following properties.

1. $Y_{N}(z)$ is meromorphic in $z$, with simple poles at $z \in \mathfrak{X}$.
2. $\operatorname{res}_{z=x} Y_{N}(z) \mathrm{d} z=\lim _{z \rightarrow x} Y_{N}(z)\left(\begin{array}{cc}0 & w(x) \\ 0 & 0\end{array}\right)$.
3. $Y_{N}(z)=\left(I+\mathcal{O}\left(z^{-1}\right)\right) z^{N \sigma_{3}}$ as $z \rightarrow \infty$ away from $\mathfrak{X}$.

The three conditions above constitute the discrete Riemann-Hilbert characterization of discrete orthogonal polynomials; their proof from the definition (3.66) is straightforward, and it turns out that they uniquely define the matrix $Y_{N}(z),[17]$ (see also [35]). The crucial observation is that the Christoffel-Darboux identity (3.64) allows us to write the correlation kernel via the matrix $Y_{N}(z)$ akin to (3.24) (see also Remark 3.1.7), namely

$$
K_{N}(x, y)=-\frac{\sqrt{w(x) w(y)}}{x-y}\left(\begin{array}{ll}
0 & 1 \tag{3.67}
\end{array}\right) Y_{N}^{-1}(x) Y_{N}(y)\binom{1}{0} .
$$

Then, analogously to (3.31) the confluent version of (3.67) is recovered as

$$
\begin{equation*}
K_{N}(x, x)=\underset{z=x}{\operatorname{res}} \operatorname{tr}\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z) \mathrm{E}_{1,1}\right) \mathrm{d} z, \tag{3.68}
\end{equation*}
$$

from which the one-point function is derived as in the continuous case, Lemma 3.1.5. For the two point functions, again define $R(z):=Y_{N}(z)\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) Y_{N}^{-1}(z)$; in the discrete setting, $R(z)$ is a meromorphic function of $z$ with simple poles at $\mathfrak{X}$. The analogue of Lemma 3.1.6 is obtained proving $\Omega$ has no poles on the support $\mathfrak{X}$ (rather than no jumps on the interval $I$ ). Multi point functions are a byproduct of this Lemma and the definition of $R(z)$.

## Multiple orthogonal polynomials

Multiple orthogonal polynomials are polynomials of one variable which satisfy orthogonality conditions with respect to several measures [134]. Consider $r$ weight functions $w_{1}, \ldots, w_{r}$ on the real line with support on intervals $I_{j}$. Given a multi index $\mathbf{n}=\left(n_{1}, \ldots, n_{r}\right)$ of positive integers with $|\mathbf{n}|:=n_{1}+\cdots+n_{r}$, there are two, somewhat dual, families of orthogonal polynomials one can construct

1. Type I multiple orthogonal polynomial: the vector of polynomials $\left(A_{\mathbf{n}, 1}, \ldots, A_{\mathbf{n}, r}\right)$ such that $A_{\mathbf{n}, j}$ has degree at most $\left(n_{j}-1\right)$, satisfying the orthogonality condition

$$
\begin{equation*}
\sum_{j=1}^{r} \int x^{k} A_{\mathbf{n}, j}(x) w_{j}(x) \mathrm{d} x=0, \quad 0 \leq k \leq|\mathbf{n}|-2 . \tag{3.69}
\end{equation*}
$$

2. Type II multiple orthogonal polynomials: the monic polynomial $P_{\mathbf{n}}$ of degree $|\mathbf{n}|$ satisfying the $r$ orthogonality conditions

$$
\begin{equation*}
\int x^{k} P_{\mathbf{n}}(x) w_{j}(x) \mathrm{d} x=0, \quad 0 \leq k \leq n_{j}-1, \quad 1 \leq j \leq r . \tag{3.70}
\end{equation*}
$$

The uniqueness of both types of multiple orthogonal polynomials is guaranteed under additional assumptions on the weights (e.g. Angelescu and AT systems, see [161]).

Let us focus on type II multiple orthogonal polynomials, the type I case being analogous. In [14] the following characterization via a Riemann-Hilbert problem is given.
Theorem 3.1.8. The unique $(r+1) \times(r+1)$ matrix function $Y_{N}(z)$ satisfying

1. $Y_{N}(z)$ is analytic in $\mathbb{C} \backslash \mathbb{R}$,
2. on the real line it satisfies the jump condition

$$
Y_{N,+}(z)=Y_{N,-}(z)\left(\begin{array}{ccccc}
1 & -2 \pi \mathrm{i} w_{1}(z) & -2 \pi \mathrm{i} w_{2}(z) & \cdots & -2 \pi \mathrm{i} w_{r}(z)  \tag{3.71}\\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & & 0 \\
\vdots & \vdots & & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1
\end{array}\right)
$$

3. as $z \rightarrow \infty$ we have

$$
Y_{N}(z) \sim\left(\mathbf{1}+\mathcal{O}\left(z^{-1}\right)\right)\left(\begin{array}{llll}
z^{|\mathbf{n}|} & & &  \tag{3.72}\\
& z^{-n_{1}} & & \\
& & \ddots & \\
& & & z^{-n_{r}}
\end{array}\right)
$$

is given by

$$
Y_{N}(z)=\left(\begin{array}{cccc}
P_{\mathbf{n}}(z) & R_{\mathbf{n}, 1}(z) & \cdots & R_{\mathbf{n}, r}(z)  \tag{3.73}\\
c_{1} P_{\mathbf{n}-e_{1}}(z) & c_{1} R_{\mathbf{n}-e_{1}, 1}(z) & & c_{1} R_{\mathbf{n}-e_{1}, r}(z) \\
\vdots & & \ddots & \\
c_{r} P_{\mathbf{n}-e_{r}}(z) & c_{r} R_{\mathbf{n}-e_{r}, 1}(z) & c_{r} & R_{\mathbf{n}-e_{r}, r}(z)
\end{array}\right)
$$

Here, $e_{k}=(0, \ldots, 1, \ldots, 0)$ is the $r$-dimensional vector with $k-$ th entry equal to $1, R_{\mathbf{n}, j}(z)$ is the Hilbert transform of $P_{\mathbf{n}}(z)$ with respect to the weight $w_{j}(x)$ and $d_{j}$ are constants,

$$
\begin{equation*}
R_{\mathbf{n}, j}(z)=\int \frac{P_{\mathbf{n}}(x)}{x-z} w_{j}(x) \mathrm{d} x, \quad \quad d_{j}^{-1}=\int x^{n_{j}-1} P_{\mathbf{n}-e_{j}}(x) w_{j}(x) \mathrm{d} x . \tag{3.74}
\end{equation*}
$$

The related ensemble is a determinantal point process, as first pointed out by Borodin in the biorthogonal case, [34]. Remarkably, it is proven in [55] that the correlation kernel $K_{N}(x, y)$ can be expressed as

$$
K_{N}(x, y)=\frac{1}{2 \pi \mathrm{i}}\left(\begin{array}{llll}
0 & w_{1}(y) & \cdots & \left.w_{r}(y)\right) Y_{N}^{-1}(y) Y_{N}(x)\left(\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right)^{T}, ~ \tag{3.75}
\end{array}\right.
$$

from which its confluent version is readily recovered as

$$
K_{N}(x, x)=\frac{1}{2 \pi \mathrm{i}}\left(\begin{array}{llll}
0 & w_{1}(x) & \cdots & \left.w_{r}(x)\right) Y_{N}^{-1}(x) Y_{N}^{\prime}(x)\left(\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right)^{T} . \tag{3.76}
\end{array}\right.
$$

Then again, defining the matrix $R(z):=Y_{N}(z) \mathrm{E}_{1,1} Y_{N}^{-1}(z)$, where now $\mathrm{E}_{1,1}$ is the $(r+1) \times(r+1)$ matrix with 1 in the upper left entry and 0 elsewhere, the same strategy outlined in Section 3.1 yields generating functions for the correlators of the associated process.

### 3.2 Generating functions for correlators of classical unitary invariant ensembles

In this section we employ Theorem 3.1.1 to obtain explicit expressions for generating functions of correlators related to the classical potentials introduced in Section 1.2.1, namely the Gaussian, Laguerre and Jacobi ones. We derive for each of these case an expression for the functions $\mathscr{F}_{\ell, \infty}^{\mathrm{c}}\left(z_{1}, \ldots z_{\ell}\right)$ and $\mathscr{F}_{\ell, 0}^{\mathrm{c}}\left(z_{1}, \ldots z_{\ell}\right)$ of Remark 3.1.2 in terms of asymptotic expansions at $z=0, \infty$ of the matrix $R(z)$. Let us first see how said matrix can be written in terms of the associated orthogonal polynomials and their Cauchy transforms.

Remark 3.2.1. The jump matrix in (3.8) has unit determinant and $\operatorname{det} Y_{N}(z) \sim 1$ when $z \rightarrow \infty$ by (3.9). We conclude by Liouville theorem that $\operatorname{det} Y_{N}(z) \equiv 1$ identically, this implies

$$
Y_{N}^{-1}(z)=\left(\begin{array}{cc}
-\frac{2 \pi \mathrm{i}}{h_{N-1}} \widehat{P}_{N-1}(z) & -\widehat{P}_{N}(z)  \tag{3.77}\\
\frac{2 \pi \mathrm{i}}{h_{N-1}} P_{N-1}(z) & P_{N}(z)
\end{array}\right) .
$$

In turn, using again $\operatorname{det} Y_{N}(z) \equiv 1$ and the definition $R(z):=Y_{N}(z)\left(\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right) Y_{N}^{-1}(z)$, we get

$$
R(z)=\left(\begin{array}{ll}
1 & 0  \tag{3.78}\\
0 & 0
\end{array}\right)+\left(\begin{array}{cc}
-\frac{2 \pi \mathrm{i}}{h_{N-1}} P_{N-1}(z) \widehat{P}_{N}(z) & -P_{N}(z) \widehat{P}_{N}(z) \\
\left(\frac{2 \pi \mathrm{i}}{h_{N-1}}\right)^{2} P_{N-1}(z) \widehat{P}_{N-1}(z) & \frac{2 \pi \mathrm{i}}{h_{N-1}} P_{N-1}(z) \widehat{P}_{N}(z)
\end{array}\right)
$$

Thus, what we really need in computing asymptotic expansions of $R(z)$ is the expansion for the products of the orthogonal polynomials and their Cauchy transforms.

As we shall see in the next section, asymptotic series for Cauchy transforms of polynomials from the classical ensembles are relatively easy to carry out, due to the existence of a Rodrigues formula of type (1.46). Moreover, it turns out their product satisfies a three term recurrence which we are able to identify with specific families of discrete orthogonal polynomials, see Remarks 3.2.4, 3.2.11 and 3.2.16. Let us make final observation which will be useful in the writing of more aesthetically pleasing formulæ.
Remark 3.2.2. $A z$-independent (but possibly $N$-dependent) gauge transformation of the matrix $R(z)$, i.e. $R(z) \mapsto \tilde{R}(z):=T_{N} R(z) T_{N}^{-1}$ or equivalently $Y_{N}(z) \mapsto \tilde{Y}_{N}(z):=T_{N} Y_{N}(z)$, does not affect formulde of Theorem 3.1.1, as

$$
\begin{gather*}
\left(\tilde{Y}_{N}^{-1}(z) \tilde{Y}_{N}^{\prime}(z)\right)_{1,1}=\left(Y_{N}^{-1}(z) T_{N}^{-1} T_{N} \cdot Y_{N}^{\prime}(z)\right)_{1,1}=\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z)\right)_{1,1},  \tag{3.79}\\
\frac{\operatorname{tr}\left(\tilde{R}\left(z_{i_{1}}\right) \ldots \tilde{R}\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}=\frac{\operatorname{tr}\left(T_{N} R\left(z_{i_{1}}\right) T_{N}^{-1} \ldots T_{N} R\left(z_{i_{\ell}}\right) T_{N}^{-1}\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}=\frac{\operatorname{tr}\left(R\left(z_{i_{1}}\right) \ldots R\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)} . \tag{3.80}
\end{gather*}
$$

The latter follows from the basic conjugation-invariant property of the trace.

### 3.2.1 Correlators generating functions for GUE

The correlators generating functions for the GUE were first computed by Dubrovin and Yang in [63] and were part of the motivation for our subsequent work on the Laguerre and Jacobi ensemble. There, the authors compute the matrix $R(z)$ from its difference equation. A proof on the line of this thesis has already been written by Ruzza in his PhD thesis [153](Theorem 3.5.3). We report the relevant Theorem for the sake of completeness in our analysis on the classical unitary ensembles.

Theorem 3.2.3 ([63]). Introduce the formal series

$$
R(z) \sim\left(\begin{array}{ll}
1 & 0  \tag{3.81}\\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{1}{z^{2 \ell+2}}\left(\begin{array}{cc}
N \mathcal{A}_{\ell, N} & -z N \mathcal{B}_{\ell, N+1} \\
z \mathcal{B}_{\ell, N} & -N \mathcal{A}_{\ell, N}
\end{array}\right)
$$

where

$$
\begin{align*}
\mathcal{A}_{\ell, N} & :=(2 \ell+1)!!\sum_{j=0}^{\ell} 2^{j}\binom{\ell}{j}\binom{N}{j+1}=N(2 \ell+1)!!{ }_{2} F_{1}(-\ell, 1-N \mid 2)  \tag{3.82}\\
\mathcal{B}_{\ell, N} & :=N(2 \ell-1)!!\sum_{j=0}^{\ell} 2^{j}\binom{\ell}{j}\binom{N-1}{j}=N(2 \ell-1)!!{ }_{2} F_{1}\left(\begin{array}{c}
-\ell, 1-N \\
1
\end{array} 2\right) . \tag{3.83}
\end{align*}
$$

as $z \rightarrow \infty$ within any of the two sectors in $\mathbb{C} \backslash(-\infty,+\infty)$. Then, the correlator generating functions introduced in Remark 3.1.2 are

$$
\begin{align*}
\mathscr{F}_{1, \infty}(z) & =\int_{z}^{\infty}\left(R_{11}(y)-1\right) \mathrm{d} y  \tag{3.84}\\
\mathscr{F}_{2, \infty}^{\mathrm{c}}\left(z_{1}, z_{2}\right) & =\frac{\operatorname{tr}\left(R\left(z_{1}\right) R\left(z_{2}\right)\right)-1}{\left(z_{1}-z_{2}\right)^{2}}  \tag{3.85}\\
\mathscr{F}_{\ell, \infty}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) & =-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R\left(z_{i_{1}}\right) \ldots R\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}, \quad \ell \geq 3, \tag{3.86}
\end{align*}
$$

Equivalent formulæ for the one and two point functions were given by Harer and Zagier and by Morozov, [110, 140]. Interestingly, they have recently been reproved by Giacchetto, Lewański and Norbury by the sole use of the theory on moduli spaces of curves in [90].

Remark 3.2.4. As first pointed out in [52], the normalized moments of GUE are Meixner polynomials, defined via their hypergeometric representation

$$
M_{n}(x ; \gamma, c)={ }_{2} F_{1}\left(\left.\begin{array}{c}
-n,-x  \tag{3.87}\\
\gamma
\end{array} \right\rvert\, 1-\frac{1}{c}\right) .
$$

As it turns out, both the $\mathcal{A}_{\ell, N}$ and $\mathcal{B}_{\ell, N}$ can be put in the form (3.87) as

$$
\begin{equation*}
\frac{\mathcal{A}_{\ell, N}}{N(2 \ell+1)!!}=M_{\ell}(N-1 ; 2,-1), \quad \frac{\mathcal{B}_{\ell, N}}{N(2 \ell-1)!!}=M_{\ell}(N-1 ; 1,-1) . \tag{3.88}
\end{equation*}
$$

As a consequence, we deduce that also the GUE multipoint correlators are linear combinations of products of Meixner polynomials.

### 3.2.2 Correlators generating functions for LUE

Theorem 3.2.5 ([92]). Introduce the matrix-valued formal series

$$
\begin{align*}
R^{[\infty]}(z) & :=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{1}{z^{\ell+1}}\left(\begin{array}{cc}
\ell \mathcal{A}_{\ell}(N, N+\alpha) & \mathcal{B}_{\ell}(N+1, N+\alpha+1) \\
-N(N+\alpha) \mathcal{B}_{\ell}(N, N+\alpha) & -\ell \mathcal{A}_{\ell}(N, N+\alpha)
\end{array}\right)  \tag{3.89}\\
R^{[0]}(z) & :=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{z^{\ell}}{(\alpha-\ell)_{2 \ell+1}}\left(\begin{array}{cc}
(\ell+1) \mathcal{A}_{\ell}(N, N+\alpha) & -\mathcal{B}_{\ell}(N+1, N+\alpha+1) \\
N(N+\alpha) \mathcal{B}_{\ell}(N, N+\alpha) & -(\ell+1) \mathcal{A}_{\ell}(N, N+\alpha)
\end{array}\right) \tag{3.90}
\end{align*}
$$

where we denote by $(p)_{j}:=p(p+1) \cdots(p+j-1)$ the rising factorial and

$$
\mathcal{A}_{\ell}(N, M):=\left\{\begin{array}{ll}
N, & \ell=0,  \tag{3.91}\\
\frac{1}{\ell} \sum_{j=0}^{\ell-1}(-1)^{j} \frac{(N-j)_{\ell}(M-j)_{\ell}}{j!(\ell-1-j)!}, & \ell \geq 1,
\end{array} \quad \mathcal{B}_{\ell}(N, M):=\sum_{j=0}^{\ell}(-1)^{j} \frac{(N-j)_{\ell}(M-j)_{\ell}}{j!(\ell-j)!} .\right.
$$

Then, the one-point correlators generating functions introduced in Remark 3.1.2 are

$$
\begin{equation*}
\mathscr{F}_{1, \infty}(z)=\frac{N}{z}+\frac{1}{z} \int_{y}^{\infty}\left[\left(R^{[\infty]}(y)\right)_{11}-1\right] \mathrm{d} y, \quad \mathscr{F}_{1,0}(z)=\frac{1}{z} \int_{0}^{y}\left[\left(R^{[0]}(y)\right)_{11}-1\right] \mathrm{d} y, \tag{3.92}
\end{equation*}
$$

and similarly, the multipoint generating functions admit the expression

$$
\begin{align*}
\mathscr{F}_{2, p}^{\mathrm{c}}\left(z_{1}, z_{2}\right) & =\frac{\operatorname{tr}\left(R^{[p]}\left(z_{1}\right) R^{[p]}\left(z_{2}\right)\right)-1}{\left(z_{1}-z_{2}\right)^{2}},  \tag{3.93}\\
\mathscr{F}_{\ell, p}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) & =-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R^{[p]}\left(z_{i_{1}}\right) \ldots R^{[p]}\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}, \quad \ell \geq 3, \quad p=0, \infty . \tag{3.94}
\end{align*}
$$

Remark 3.2.6. The one-point generating series boil down to the following identities

$$
\begin{equation*}
\left\langle\operatorname{tr} X^{k}\right\rangle=A_{k}(N, N+\alpha), \quad\left\langle\operatorname{tr} X^{-k-1}\right\rangle=\frac{A_{k}(N, N+\alpha)}{(\alpha-k)_{2 k+1}}, \quad k \geq 0 \tag{3.95}
\end{equation*}
$$

which were already derived in the literature [52, 109]. From from Theorem 3.2.5 for example one can deduce compact expressions for correlators of the form

$$
\left\langle\operatorname{tr} X^{k} \operatorname{tr} X\right\rangle_{\mathrm{c}}=k A_{k}(N, N+\alpha), \quad\left\langle\operatorname{tr} X^{-k} \operatorname{tr} X^{-1}\right\rangle_{\mathrm{c}}=\frac{k A_{k}(N, N+\alpha)}{\alpha(\alpha-k)_{2 k+1}} .
$$

We begin the proof of Theorem 3.2.5 computing $R^{[\infty]}(z)$, the expansion of $R(z)$ as $z \rightarrow \infty$.
Proposition 3.2.7. The matrix $R(z)$ admits the asymptotic expansion

$$
\begin{equation*}
T R(z) T^{-1} \sim R^{[\infty]}(z), \quad z \rightarrow \infty \tag{3.96}
\end{equation*}
$$

uniformly within the sector $0<\arg z<2 \pi$. Here $R^{[\infty]}$ is the formal series introduced in Theorem 3.2.5, see (3.89), and $T$ is defined as

$$
T:=\left(\begin{array}{cc}
1 & 0  \tag{3.97}\\
0 & \frac{h_{N}}{2 \pi \mathrm{i}}
\end{array}\right)
$$

where $h_{N}=N!\Gamma(N+\alpha+1)$ as in (1.54).
Proof. As outlined at the beginning of Section 3.1, the first step is to get our hands on the asymptotic expansion at $z=\infty$ of the Laguerre polynomials and their Cauchy transforms. For convenience we report formula (1.56) here,

$$
\begin{equation*}
\pi_{N}^{(\alpha)}(x)=\sum_{j=0}^{N} \frac{(-1)^{N-j}(N-j+1)_{j}(j+1+\alpha)_{N-j}}{j!} x^{j}, \quad N \geq 0 \tag{3.98}
\end{equation*}
$$

We can expand $\widehat{\pi}_{N}^{(\alpha)}$ when $z \rightarrow \infty$ as

$$
\begin{align*}
\widehat{\pi}_{N}^{(\alpha)}(z) & =\frac{1}{2 \pi \mathrm{i}} \int_{0}^{+\infty} \pi_{N}^{(\alpha)}(\xi) \xi^{\alpha} \mathrm{e}^{-\xi} \frac{\mathrm{d} \xi}{\xi-z} \\
& \sim-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+1}} \int_{0}^{+\infty} \pi_{N}^{(\alpha)}(\xi) \xi^{\alpha+j} \mathrm{e}^{-\xi} \mathrm{d} \xi \\
& =-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+N+1}} \int_{0}^{+\infty} \pi_{N}^{(\alpha)}(\xi) \xi^{\alpha+j+N} \mathrm{e}^{-\xi} \mathrm{d} \xi \\
& =-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+N+1}} \int_{0}^{+\infty}(-1)^{N}\left(\frac{\mathrm{~d}^{N}}{\mathrm{~d} \xi^{N}}\left(\mathrm{e}^{-\xi} \xi^{\alpha+N}\right)\right) \xi^{j+N} \mathrm{~d} \xi \\
& =-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+N+1}} \int_{0}^{+\infty}\left(\frac{\mathrm{d}^{N}}{\mathrm{~d} \xi^{N}} \xi^{j+N}\right) \xi^{\alpha+N} \mathrm{e}^{-\xi} \mathrm{d} \xi \\
& =-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{(j+1)_{N} \Gamma(j+N+1+\alpha)}{z^{N+j+1}}  \tag{3.99}\\
& =-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{h_{N-1}}{j!} \frac{(N)_{j+1}(N+\alpha)_{j+1}}{z^{N+j+1}}, \tag{3.100}
\end{align*}
$$

where we have used the orthogonality property to shift the sum in the first place, then Rodrigues formula (1.55), integration by parts and the trivial formula ( $A$ ). The expansion (3.100) is formal; however, it has an analytic meaning of asymptotic expansion within $0<\arg z<2 \pi$. Indeed, we note that for any $J \geq 0$ the difference between the Cauchy transform and its truncated formal expansion is

$$
\begin{equation*}
\widehat{\pi}_{N}^{(\alpha)}(z)+\frac{1}{2 \pi \mathrm{i}} \sum_{j=0}^{J-1} \frac{1}{z^{j+1}} \int_{0}^{+\infty} \pi_{N}^{(\alpha)}(\xi) \xi^{\alpha+j} \mathrm{e}^{-\xi} \mathrm{d} \xi=\frac{1}{2 \pi \mathrm{i} z^{J}} \int_{0}^{+\infty} \pi_{N}^{(\alpha)}(\xi) \xi^{\alpha+J} \mathrm{e}^{-\xi} \frac{\mathrm{d} \xi}{\xi-z}=\mathcal{O}\left(\frac{1}{z^{J+1}}\right) \tag{3.101}
\end{equation*}
$$

where the last step holds as $z \rightarrow \infty$, uniformly within any closed subsector $0<\arg z<2 \pi$. Rotating the contour of integration we see that the expansion actually holds uniformly in the full sector $0<\arg z<2 \pi$. Hence from (3.7), together with (3.98) and (3.100), we have

$$
Y_{N}(z) \sim \sum_{j \geq 0} \frac{1}{j!z^{j}}\left(\begin{array}{cc}
(-1)^{j}(N-j+1+\alpha)_{j}(N-j+1)_{j} & -\frac{h_{N-1}}{2 \pi \mathrm{i} z}(N+\alpha)_{j+1}(N)_{j+1}  \tag{3.102}\\
-\frac{2 \pi \mathrm{i}}{h_{N-1} z}(-1)^{j}(N-j+\alpha)_{j}(N-j)_{j} & (N+\alpha)_{j}(N)_{j}
\end{array}\right) z^{N \sigma_{3}}
$$

as $z \rightarrow \infty$ within the sector $0<\arg z<2 \pi$, and in turn we can compute $R(z)$ via (3.78). For example for the $(1,1)$-entry we have
$R_{11}(z)=1-\frac{2 \pi \mathrm{i}}{h_{N-1}} \pi_{N-1}^{(\alpha)}(z) \widehat{\pi}_{N}^{(\alpha)}(z) \sim 1+\sum_{\ell \geq 0} \frac{1}{z^{\ell+2}} \sum_{j=0}^{\ell} \frac{(-1)^{j}(N)_{\ell-j+1}(N-j+\alpha)_{j}(N-j)_{j}(N+\alpha)_{\ell-j+1}}{j!(\ell-j)!}$
and noting a trivial simplification of rising factorials

$$
\begin{equation*}
(N+\alpha)_{\ell-j+1}(N-j+\alpha)_{j}=(N-j+\alpha)_{\ell+1}, \quad(N)_{\ell-j+1}(N-j)_{j}=(N-j)_{\ell+1} \tag{3.104}
\end{equation*}
$$

it follows that as $z \rightarrow \infty$, and since diagonal conjugation only affects off-diagonal entries,

$$
\begin{equation*}
\left(T R(z) T^{-1}\right)_{11} \sim 1+\sum_{\ell \geq 0} \frac{1}{z^{\ell+2}}(\ell+1) \mathcal{A}_{\ell+1}(N, N+\alpha)=1+\sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \ell \mathcal{A}_{\ell}(N, N+\alpha)=\left(R^{[\infty]}\right)_{11}(z), \tag{3.105}
\end{equation*}
$$

with $\mathcal{A}_{\ell}(N, M)$ as in (3.91), notice that the first term in the sum is identically zero. In a similar way, now recalling (3.97) as well, we compute the ( 1,2 )-entry as

$$
\begin{aligned}
\left(T R(z) T^{-1}\right)_{12} & =-\frac{2 \pi \mathrm{i}}{h_{N}} \pi_{N}^{(\alpha)}(z) \widehat{\pi}_{N}^{(\alpha)}(z) \\
& \sim \frac{1}{N(N+\alpha)} \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \sum_{j=0}^{\ell}(-1)^{j} \frac{(N+\alpha)_{\ell-j+1}(N)_{\ell-j+1}(N-j+1+\alpha)_{j}(N-j+1)_{j}}{j!(\ell-j)!} \\
& =\sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \sum_{j=0}^{\ell}(-1)^{j} \frac{(N-j+1+\alpha)_{\ell}(N-j+1)_{\ell}}{j!(\ell-j)!}, \\
& =\sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \mathcal{B}_{\ell}(N+1, N+1+\alpha)=\left(R^{[\infty]}\right)_{12}(z)
\end{aligned}
$$

where we used a similar version of (3.104) and with $\mathcal{B}_{\ell}(N, M)$ as in (3.91). Finally, the (2,1)-entry
of the expansion of $T R(z) T^{-1}$ is computed in a similar way as

$$
\begin{aligned}
\left(T R(z) T^{-1}\right)_{21} & =\frac{h_{N}}{2 \pi \mathrm{i}} \pi_{N-1}^{(\alpha)}(z) \widehat{\pi}_{N-1}^{(\alpha)}(z) \\
& \sim-N(N+\alpha) \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \sum_{j=0}^{\ell}(-1)^{j} \frac{(N)_{\ell-j}}{j!(\ell-j)!(N-j+\alpha)_{j}(N-j)_{j}(N+\alpha)_{\ell-j}} \\
& =-N(N+\alpha) \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \sum_{j=0}^{\ell}(-1)^{j} \frac{(N-j+\alpha)_{\ell}(N-j)_{\ell}}{j!(\ell-j)!} \\
& =-N(N+\alpha) \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \mathcal{B}_{\ell}(N, N+\alpha)
\end{aligned}
$$

and the proof of the Proposition is complete.
Before considering the asymptotic expansion as $z \rightarrow 0$, let us dwell on the properties of the coefficients $\mathcal{A}_{\ell}(N, M)$ and $\mathcal{B}_{\ell}(N, M)$ entering the expansion $R^{[\infty]}(z)$. We claim they satisfy a three term recurrence and hence are orthogonal polynomials themselves, this is the content of Lemma 3.2.9 and Remark 3.2.11.

In preparation let us recall the matrix differential equation satisfied by the Laguerre polynomials and their Cauchy transform via the matrix $Y(z)$.
Proposition 3.2.8. Let us introduce the following dressing transformation of the matrix $Y_{N}(z)$ of the Laguerre polynomials ${ }^{1}$,

$$
\begin{equation*}
\Psi_{N}(z):=Y_{N}(z) z^{\alpha \frac{\sigma_{3}}{2}} e^{-z \frac{\sigma_{3}}{2}} \tag{3.106}
\end{equation*}
$$

then, $\Psi(z)$ has a constant jump

$$
\Psi_{N,+}(z)=\Psi_{N,-}(z)\left(\begin{array}{cc}
\mathrm{e}^{-\mathrm{i} \pi \alpha} & \mathrm{e}^{-\mathrm{i} \pi \alpha}  \tag{3.107}\\
0 & \mathrm{e}^{\mathrm{i} \pi \alpha}
\end{array}\right) .
$$

Moreover it satisfies the matrix differential equation

$$
\frac{\partial \Psi_{N}(z)}{\partial z}=A(z) \Psi_{N}(z), \quad A(z):=-\frac{1}{2} \sigma_{3}+\frac{1}{z}\left(\begin{array}{cc}
N+\frac{\alpha}{2} & -\frac{h_{N}}{2 \pi \mathrm{i}}  \tag{3.108}\\
\frac{2 \pi \mathrm{i}}{h_{N-1}} & -N-\frac{\alpha}{2}
\end{array}\right)
$$

with $h_{N}=N!\Gamma(\alpha+N+1)$ as in (1.54). Notice that (3.108) has a Fuchsian singularity at $x=0$ and an irregular singularity of Poincaré rank 1 at $x=\infty$.
Proof. It is a classical result, see e.g. [115, 128]
Notice that $R(z)$ can equivalently be defined via the matrix $\Psi(z)$ in (3.106) as

$$
\Psi_{N}(z)\left(\begin{array}{ll}
1 & 0  \tag{3.109}\\
0 & 0
\end{array}\right) \Psi_{N}^{-1}(z)=Y_{N}(z)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) Y_{N}^{-1}(z)=R(z)
$$

in particular from the above and (3.108) we infer

$$
\begin{equation*}
\frac{\partial \Psi_{N}(z)}{\partial z}=A(z) \Psi_{N}(z) \quad \Longrightarrow \quad \frac{\partial}{\partial z} R(z)=[A(z), R(z)] \tag{3.110}
\end{equation*}
$$

We are now ready to prove the following Lemma.

[^0]Lemma 3.2.9. The entries $\mathcal{A}_{\ell}(N, M), \mathcal{B}_{\ell}(N, M)(\ell \geq 0)$ defined in (3.91) satisfy the following three term recursions

$$
\begin{align*}
(\ell+2) \mathcal{A}_{\ell+1}(N, M) & =(2 \ell+1)(N+M) \mathcal{A}_{\ell}(N, M)+(\ell-1)\left(\ell^{2}-(M-N)^{2}\right) \mathcal{A}_{\ell-1}(N, M),  \tag{3.111}\\
(\ell+1) \mathcal{B}_{\ell+1}(N, M) & =(2 \ell+1)(N+M-1) \mathcal{B}_{\ell}(N, M)+\ell\left(\ell^{2}-(M-N)^{2}\right) \mathcal{B}_{\ell-1}(N, M), \tag{3.112}
\end{align*}
$$

for $\ell \geq 1$, with initial data given as

$$
\begin{equation*}
\mathcal{A}_{0}(N, M)=N, \quad \mathcal{A}_{1}(N, M)=N M, \quad \mathcal{B}_{0}(N, M)=1, \quad \mathcal{B}_{1}(N, M)=N+M-1 . \tag{3.113}
\end{equation*}
$$

Proof. Introduce the matrices

$$
\sigma_{3}=\left(\begin{array}{cc}
1 & 0  \tag{3.114}\\
0 & -1
\end{array}\right), \quad \sigma_{+}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right), \quad \sigma_{-}=\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right),
$$

and write

$$
\begin{equation*}
T R(z) T^{-1}=\frac{1}{2} \mathbf{1}+r_{3} \sigma_{3}+r_{+} \sigma_{+}+r_{-} \sigma_{-} \tag{3.115}
\end{equation*}
$$

where we used that $\operatorname{tr} R \equiv 1$; hereafter we omit the dependence on $z$ for brevity. Since the gauge $T$ is independent of $z$, from (3.110) we also have

$$
\begin{equation*}
\frac{\partial}{\partial z} R(z)=[A(z), R(z)] \Rightarrow \frac{\partial}{\partial z}\left(T R(z) T^{-1}\right)=\left[T A(z) T^{-1}, T R(z) T^{-1}\right] \tag{3.116}
\end{equation*}
$$

and from (3.108) we set

$$
T A(z) T^{-1}=-\frac{1}{2} \sigma_{3}+\frac{1}{z}\left(\begin{array}{cc}
N+\frac{\alpha}{2} & -1  \tag{3.117}\\
N(N+\alpha) & -N-\frac{\alpha}{2}
\end{array}\right)=a_{3} \sigma_{3}+a_{+} \sigma_{+}+a_{-} \sigma_{-},
$$

which together with (3.116) yields the system of linear ODEs

$$
\begin{equation*}
\partial_{z} r_{3}=a_{+} r_{-}-a_{-} r_{+}, \quad \partial_{z} r_{+}=2\left(a_{3} r_{+}-a_{+} r_{3}\right), \quad \partial_{z} r_{-}=2\left(a_{-} r_{3}-a_{3} r_{-}\right) . \tag{3.118}
\end{equation*}
$$

In turn, these imply the following decoupled third order equations for $\partial_{z} r_{3}, r_{+}, r_{-}$

$$
\begin{array}{r}
3(2 N+\alpha-z) \partial_{z} r_{3}+\left(4-\alpha^{2}+2(2 N+\alpha) z-z^{2}\right) \partial_{z}^{2} r_{3}+5 z \partial_{z}^{3} r_{3}+z^{2} \partial_{z}^{4} r_{3}=0, \\
(2 N+\alpha \pm 1-z) r_{ \pm}+\left(1-\alpha^{2}+2(2 N+\alpha \pm 1) z-z^{2}\right) \partial_{z} r_{ \pm}+3 z \partial_{z}^{2} r_{ \pm}+z^{2} \partial_{z}^{3} r_{ \pm}=0 . \tag{3.120}
\end{array}
$$

Finally, using the Wishart parameter $M=N+\alpha$, we substitute the expansion at $z=\infty$ given by (3.89) into the ODEs (3.119) and (3.120) to obtain the claimed recursion relations.

We will now make use of Lemma 3.2.9 to get the asymptotic expansion of the matrix $R(z)$ at $z=0$.

Proposition 3.2.10. The matrix $R(z)$ admits the asymptotic expansion

$$
\begin{equation*}
T R(z) T^{-1} \sim R^{[0]}(z), \quad z \rightarrow 0 \tag{3.121}
\end{equation*}
$$

uniformly within the sector $0<\arg z<2 \pi$. Here $R^{[0]}$ is the formal series claimed in Theorem 3.2.5, see (3.90), and $T$ is defined in (3.97).

Proof. First we observe that by arguments which are entirely analogous to those employed in the proof of Proposition 3.2.7, the matrices $Y(z)$ and (consequently) $R(z)$ possesses asymptotic expansions in integer powers of $z$ as $z \rightarrow 0$, which are uniform in a sector properly containing $0<\arg z<2 \pi$. The first coefficients of these expansions at $z=0$ can be computed from

$$
\begin{align*}
& \pi_{N}^{(\alpha)}=(-1)^{N}\left((\alpha+1)_{N}-N(\alpha+2)_{N-1} z+\mathcal{O}\left(z^{2}\right)\right)  \tag{3.122}\\
& \widehat{\pi}_{N}^{(\alpha)} \sim \frac{(-1)^{N}}{2 \pi \mathrm{i}}\left(N!\Gamma(\alpha)+(N+1)!\Gamma(\alpha-1) z+\mathcal{O}\left(z^{2}\right)\right) \tag{3.123}
\end{align*}
$$

where the former is found directly from (3.98) and the latter by a computation analogous to (3.100); hence recalling the definition (3.7) we have

$$
\begin{align*}
Y(x) \sim & (-1)^{N}\left(\begin{array}{cc}
(\alpha+1)_{N} & \frac{N!\Gamma(\alpha)}{2 \pi \mathrm{i}} \\
\frac{2 \pi \mathrm{i}}{}(\alpha+1)_{N-1} & \frac{(N-1)!\Gamma(\alpha)}{h_{N-1}}
\end{array}\right) \\
& +(-1)^{N}\left(\begin{array}{cc}
-N(\alpha+2)_{N-1} & \frac{(N+1)!\Gamma(\alpha-1)}{2 \pi \mathrm{i}} \\
-\frac{2 \pi \mathrm{i}}{h_{N-1}}(N-1)(\alpha+2)_{N-2} & \frac{N!}{h_{N-1}} \Gamma(\alpha-1)
\end{array}\right) x+\mathcal{O}\left(x^{2}\right) \tag{3.124}
\end{align*}
$$

as $x \rightarrow 0$ within $0<\arg x<2 \pi$; this implies that in the same regime we have

$$
\begin{align*}
T R(x) T^{-1} \sim & \left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\frac{1}{\alpha}\left(\begin{array}{cc}
N & -1 \\
N(N+\alpha) & -N
\end{array}\right) \\
& +\left(\begin{array}{cc}
2 N(N+\alpha) & -2 N-\alpha-1 \\
N(N+\alpha)(2 N+\alpha-1) & -2 N(N+\alpha)
\end{array}\right) \frac{x}{(\alpha-1) \alpha(\alpha+1)}+\mathcal{O}\left(x^{2}\right) . \tag{3.125}
\end{align*}
$$

Therefore, our goal is just to show that the coefficients of the latter expansion are related to those of the expansion at $z=\infty$ as stated in the formulæ (3.89) and (3.90). To this end let us write, in terms of the decomposition (3.115),

$$
\begin{equation*}
r_{3}(z) \sim \frac{1}{2}+\sum_{\ell \geq 0}(\ell+1) \widetilde{\mathcal{A}}_{\ell}(N, N+\alpha) \frac{z^{\ell}}{(\alpha-\ell)_{2 \ell+1}}, \quad r_{ \pm}(z) \sim \sum_{\ell \geq 0} \widetilde{\mathcal{B}}_{\ell}^{ \pm}(N, N+\alpha) \frac{z^{\ell}}{(\alpha-\ell)_{2 \ell+1}} \tag{3.126}
\end{equation*}
$$

for some, yet undetermined coefficients $\widetilde{\mathcal{A}}_{\ell}(N, M), \widetilde{\mathcal{B}}_{\ell}^{ \pm}(N, M)$. From (3.125) we read the first coefficients $\widetilde{\mathcal{A}}_{\ell}(N, M), \widetilde{\mathcal{B}}_{\ell}^{ \pm}(N, M)$ in (3.126) as

$$
\begin{array}{ll}
\widetilde{\mathcal{A}}_{0}(N, M)=N=\mathcal{A}_{0}(N, M), & \widetilde{\mathcal{A}}_{1}(N, M)=N M=\mathcal{A}_{1}(N, M), \\
\widetilde{\mathcal{B}}_{0}^{+}(N, M)=-1=-\mathcal{B}_{0}(N+1, M+1), & \widetilde{\mathcal{B}}_{1}^{+}(N, M)=-N-M-1=-\mathcal{B}_{1}(N+1, M+1), \\
\widetilde{\mathcal{B}}_{0}^{-}(N, M)=N M=N M \mathcal{B}_{0}(N, M), & \widetilde{\mathcal{B}}_{1}^{-}(N, M)=N M(N+M-1)=N M \mathcal{B}_{1}(N, M) \tag{3.127}
\end{array}
$$

Finally, it can be checked that inserting (3.126) in (3.119) and (3.120) we obtain, again using $M=N+\alpha$, the recursions

$$
\begin{align*}
(\ell+2) \widetilde{\mathcal{A}}_{\ell+1}(N, M) & =(2 \ell+1)(N+M) \widetilde{\mathcal{A}}_{\ell}(N, M)+(\ell-1)\left(\ell^{2}-(M-N)^{2}\right) \widetilde{\mathcal{A}}_{\ell-1}(N, M), \\
(\ell+1) \widetilde{\mathcal{B}}_{\ell+1}^{+}(N, M) & =(2 \ell+1)(N+M+1) \widetilde{\mathcal{B}}_{\ell}^{+}(N, M)+\ell\left(\ell^{2}-(M-N)^{2}\right) \widetilde{\mathcal{B}}_{\ell-1}^{+}(N, M), \\
(\ell+1) \widetilde{\mathcal{B}}_{\ell+1}^{-}(N, M) & =(2 \ell+1)(N+M-1) \widetilde{\mathcal{B}}_{\ell}^{-}(N, M)+\ell\left(\ell^{2}-(M-N)^{2}\right) \widetilde{\mathcal{B}}_{\ell-1}^{-}(N, M) \tag{3.128}
\end{align*}
$$

for $\ell \geq 1$. In view of Lemma 3.2.9, the linear recursions (3.128) with initial data (3.127) are uniquely solved as

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\ell}(N, M)=\mathcal{A}_{\ell}(N, M), \quad \widetilde{\mathcal{B}}_{\ell}^{+}(N, M)=-\mathcal{B}_{\ell}(N+1, M+1), \quad \tilde{\mathcal{B}}_{\ell}^{-}(N, M)=N M \mathcal{B}_{\ell}(N, M) . \tag{3.129}
\end{equation*}
$$

Therefore from (3.115), (3.126) and the above relation we obtain

$$
T R(z) T^{-1} \sim\left(\begin{array}{ll}
1 & 0  \tag{3.130}\\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{z^{\ell}}{(\alpha-\ell)_{2 \ell+1}}\left(\begin{array}{cc}
(\ell+1) \mathcal{A}_{\ell}(N, N+\alpha) & -\mathcal{B}_{\ell}(N+1, N+1+\alpha) \\
N(N+\alpha) \mathcal{B}_{\ell}(N, N+\alpha) & -(\ell+1) \mathcal{A}_{\ell}(N, N+\alpha)
\end{array}\right)
$$

with $\alpha=M-N$ and $\mathcal{A}_{\ell}(N, M)$ and $\mathcal{B}_{\ell}(N, M)$ as in (3.91). The proof is complete
We now complete the proof of Theorem 3.2.5 deriving formulæ (3.92) and (3.94).
Proof of Theorem 3.2.5. The equations (3.94) for the multipoint generating functions follow immediately from the general Theorem 3.1.1.

As far as it concerns the one-point formulæ, we claim the following equation holds,

$$
\begin{equation*}
\partial_{z}\left(z \mathscr{C}_{1}(z)\right)=1-R_{11}(z) . \tag{3.131}
\end{equation*}
$$

First off, recall that from the general Theorem 3.1.1,

$$
\begin{equation*}
\mathscr{C}_{1}^{\mathrm{c}}(z)=\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z)\right)_{1,1}=\operatorname{tr}\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z) \frac{\sigma_{3}}{2}\right) . \tag{3.132}
\end{equation*}
$$

Plugging in the above the definition (3.109) for $R(z)$, the one (3.106) for $\Psi_{N}(z)$ and the differential equation (3.108) yields

$$
\begin{equation*}
\mathscr{C}_{1}^{\mathrm{C}}(z)=\operatorname{tr}(A(z) R(z))-\frac{1}{2}\left(\frac{\alpha}{z}-1\right) . \tag{3.133}
\end{equation*}
$$

Following the claim (3.131) we then compute

$$
\begin{equation*}
\left.\partial_{z}\left(z \mathscr{C}_{1}(z)\right)=\operatorname{tr}(A(z) R(z))-\frac{1}{2}\left(\frac{\alpha}{z}-1\right)+z\left(\operatorname{tr}\left(\partial_{z} A z\right) R(z)\right)+\operatorname{tr}\left(A(z) \partial_{z} R(z)\right)+\frac{\alpha^{2}}{2 z}\right) . \tag{3.134}
\end{equation*}
$$

Notice that the terms in $z^{-1}$ cancel out, as does

$$
\begin{equation*}
\operatorname{tr}\left(A(z) \partial_{z} R(z)\right)=\operatorname{tr}(A(z)[A(z) R(z)])=\operatorname{tr}\left(\left[A^{2}(z) R(z)\right]\right), \tag{3.135}
\end{equation*}
$$

being the trace of a commutator. On the other side, from (3.108)

$$
\begin{equation*}
z \partial_{z} A(z)=-A(z)-\frac{\sigma_{3}}{2} \tag{3.136}
\end{equation*}
$$

so that (3.134) simplifies to

$$
\begin{align*}
\partial_{z}\left(z \mathscr{C}_{1}(z)\right) & =\operatorname{tr}(A(z) R(z))+\frac{1}{2}-\operatorname{tr}\left(\left(A(z)+\frac{\sigma_{3}}{2}\right) R(z)\right)  \tag{3.137}\\
& =\frac{1}{2}-\operatorname{tr}\left(\frac{\sigma_{3}}{2} R(z)\right)=1-R_{11}(z) \tag{3.138}
\end{align*}
$$

Upon integrating and using formulæ of Remark 3.1.2 to pass from the $\mathscr{C}$ to the $\mathscr{F}$ generating functions, we retrieve exactly (3.92).

Remark 3.2.11. Let us remark that the recursion for $\mathcal{A}_{\ell}(N, M)$ in Lemma 3.2.9 is also deduced, by different means, in [107]. In [52] it is pointed out that such three term recursion is a manifestation of the fact that $\mathcal{A}_{\ell}(N, M)$ is expressible in terms of hypergeometric orthogonal polynomials; this property extends to the entries $\mathcal{B}_{\ell}(N, M)$, as we now show. Introducing the generalized hypergeometric function ${ }_{3} F_{2}$

$$
{ }_{3} F_{2}\left(\left.\begin{array}{c}
p_{1}, p_{2}, p_{3}  \tag{3.139}\\
q_{1}, q_{2}
\end{array} \right\rvert\, \zeta\right):=\sum_{j \geq 0} \frac{\left(p_{1}\right)_{j}\left(p_{2}\right)_{j}\left(p_{3}\right)_{j}}{\left(q_{1}\right)_{j}\left(q_{2}\right)_{j}} \frac{\zeta^{j}}{j!}
$$

we can rewrite the coefficients $\mathcal{A}_{\ell}(N, M)$ and $\mathcal{B}_{\ell}(N, M)$ in the form

$$
\begin{align*}
\mathcal{A}_{\ell}(N, M) & :=\frac{(N)_{\ell}(M)_{\ell}}{\ell!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
1-N, 1-M, 1-\ell \\
1-N-\ell, 1-M-\ell
\end{array} \right\rvert\,\right),  \tag{3.140}\\
\mathcal{B}_{\ell}(N, M) & :=\frac{(N)_{\ell}(M)_{\ell}}{\ell!}{ }_{3} F_{2}\left(\left.\begin{array}{c}
1-N, 1-M,-\ell \\
1-N-\ell, 1-M-\ell
\end{array} \right\rvert\, 1\right) . \tag{3.141}
\end{align*}
$$

Alternatively, introducing the Hahn and dual Hahn polynomials [52, 128]

$$
\begin{align*}
Q_{j}(x ; \mu, \nu, k) & :={ }_{3} F_{2}\binom{-x, j+\mu+\nu+1,-j \mid 1}{-k, \mu+1},  \tag{3.142}\\
R_{j}(\lambda(x) ; \gamma, \delta, k) & :={ }_{3} F_{2}\left(\left.\begin{array}{c}
-j, x+\gamma+\delta+1,-x \\
-k, \gamma+1
\end{array} \right\rvert\, 1\right), \quad \lambda(x)=x(x+\gamma+\delta+1) \tag{3.143}
\end{align*}
$$

the coefficients $\mathcal{A}_{\ell}(N, M)$ and $\mathcal{B}_{\ell}(N, M)$ can be rewritten in the form

$$
\begin{equation*}
\frac{\ell!}{(N)_{\ell}(M)_{\ell}} \mathcal{A}_{\ell}(N, M)=Q_{\ell-1}(N-1 ;-M-\ell, 1, N+\ell-1)=R_{N-1}(\ell-1 ;-M-\ell, 1, N+\ell-1), \tag{3.144}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\ell!}{(N)_{\ell}(M)_{\ell}} \mathcal{B}_{\ell}(N, M)=Q_{\ell}(N-1 ;-M-\ell, 0, N+\ell-1)=R_{N-1}(\ell ;-M-\ell, 0, N+\ell-1) . \tag{3.145}
\end{equation*}
$$

### 3.2.3 Correlators generating functions for JUE

Theorem 3.2.12 ([93]). Introduce the matrix-valued formal series

$$
\begin{align*}
& R^{[\infty]}(z)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \frac{1}{\alpha+\beta+2 N}\left(\begin{array}{cc}
\ell \mathcal{A}_{\ell}(N) & N(\alpha+N)(\beta+N)(\alpha+\beta+N) \mathcal{B}_{\ell}(N+1) \\
-\mathcal{B}_{\ell}(N) & -\ell \mathcal{A}_{\ell}(N)
\end{array}\right)  \tag{3.146}\\
& R^{[0]}(z)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)+\sum_{\ell \geq 0} \frac{z^{\ell}}{\alpha+\beta+2 N}\left(\begin{array}{cc}
(\ell+1) \widetilde{\mathcal{A}}_{\ell}(N) & -N(\alpha+N)(\beta+N)(\alpha+\beta+N) \widetilde{\mathcal{B}}_{\ell}(N+1) \\
\widetilde{\mathcal{B}}_{\ell}(N) & -(\ell+1) \widetilde{\mathcal{A}}_{\ell}(N)
\end{array}\right) \tag{3.147}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{A}_{0}(N)=\frac{N(\beta+N)}{\alpha+\beta+2 N},  \tag{3.148}\\
& \mathcal{A}_{\ell}(N)=\frac{N(\alpha+N)(\beta+N)(\alpha+\beta+N)(\alpha+2)_{\ell-1}{ }_{4} F_{3}\left(\left.\begin{array}{c}
1-\ell, \ell+2,1-\beta-N, 1-N \\
2, \alpha+2,2-\alpha-\beta-2 N
\end{array} \right\rvert\, 1\right), \quad \ell \geq 1,}{(\alpha+\beta N-1)_{\ell+2}}, \text { 3.14} \tag{3.149}
\end{align*}
$$

$$
\mathcal{B}_{\ell}(N)=\frac{(\alpha+1)_{\ell}}{(\alpha+\beta+2 N-1)_{\ell+1}}{ }_{4} F_{3}\left(\left.\begin{array}{c}
-\ell, \ell+1,1-\beta-N, 1-N \\
1, \alpha+1,2-\alpha-\beta-2 N
\end{array} \right\rvert\, 1\right),
$$

and

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{\ell}(N)=\frac{(\alpha+\beta+2 N-\ell)_{2 \ell+1}}{(\alpha-\ell)_{2 \ell+1}} \mathcal{A}_{\ell}(N), \quad \widetilde{\mathcal{B}}_{\ell}(N)=\frac{(\alpha+\beta+2 N-1-\ell)_{2 \ell+1}}{(\alpha-\ell)_{2 \ell+1}} \mathcal{B}_{\ell}(N), \quad \ell \geq 0 \tag{3.151}
\end{equation*}
$$

Then, the one-point correlators generating functions introduced in Remark 3.1.2 are

$$
\begin{align*}
\mathscr{F}_{1, \infty}(z) & =\frac{\alpha+\beta+2 N}{z(1-z)} \int_{\infty}^{z}\left(1-R_{1,1}^{[\infty]}(w)\right) \mathrm{d} w-\frac{N(\alpha+N)}{z(1-z)(\alpha+\beta+2 N)},  \tag{3.152}\\
\mathscr{F}_{1,0}(z) & =\frac{\alpha+\beta+2 N}{z(1-z)} \int_{0}^{z}\left(1-R_{1,1}^{[0]}(w)\right) \mathrm{d} w-\frac{N}{1-z}, \tag{3.153}
\end{align*}
$$

and similarly, the multipoint generating functions admit the expression

$$
\begin{align*}
\mathscr{F}_{2, p}^{\mathrm{c}}\left(z_{1}, z_{2}\right) & =\frac{\operatorname{tr}\left(R^{[p]}\left(z_{1}\right) R^{[p]}\left(z_{2}\right)\right)-1}{\left(z_{1}-z_{2}\right)^{2}},  \tag{3.154}\\
\mathscr{F}_{\ell, p}^{\mathrm{c}}\left(z_{1}, \ldots, z_{\ell}\right) & =-\sum_{\left(i_{1}, \ldots, i_{\ell}\right) \in \operatorname{cyc}((\ell))} \frac{\operatorname{tr}\left(R^{[p]}\left(z_{i_{1}}\right) \ldots R^{[p]}\left(z_{i_{\ell}}\right)\right)}{\left(z_{i_{1}}-z_{i_{2}}\right) \cdots\left(z_{i_{\ell}}-z_{i_{1}}\right)}, \quad \ell \geq 3, \quad p=0, \infty . \tag{3.155}
\end{align*}
$$

The proof is similar to that of the previous section for the LUE. We start by recalling the explicit expression for the monic Jacobi polynomials (1.65) defined in Section 1.2.1

$$
\begin{equation*}
P_{\ell}^{J}(z)=\frac{\ell!}{(\alpha+\beta+\ell+1)_{\ell}} \sum_{k=0}^{\ell}\binom{\ell+\alpha}{k}\binom{\ell+\beta}{\ell-k}(z-1)^{k} z^{\ell-k}, \tag{3.156}
\end{equation*}
$$

and then by computing their Cauchy transforms.
Lemma 3.2.13. The following relations hold true;

$$
\begin{align*}
& \widehat{P}_{\ell}^{\mathrm{J}}(z)=-\frac{1}{2 \pi \mathrm{i}(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} \frac{1}{z^{j+\ell+1}}(j+1)_{\ell} \frac{\Gamma(\alpha+\ell+j+1) \Gamma(\beta+\ell+1)}{\Gamma(\alpha+\beta+2 \ell+j+1)}, \quad|z|>1,  \tag{3.157}\\
& \widehat{P}_{\ell}^{\mathrm{J}}(z)^{z \rightarrow 0}{ }_{\sim}^{\sim}(-1)^{\ell} \frac{1}{2 \pi \mathrm{i}(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} z^{j}(j+1)_{\ell} \frac{\Gamma(\alpha-j) \Gamma(\beta+\ell+1)}{\Gamma(\alpha+\beta+\ell-j+1)}, \tag{3.158}
\end{align*}
$$

where the first relation is a genuine Taylor expansion at $z=\infty$ whilst the second one is a Poincaré asymptotic expansion at $z=0$ uniform in the sector $0<\arg z<2 \pi$.

Proof. We start with the expansion (3.157) at $z=\infty$, which is computed as follows;

$$
\begin{align*}
\widehat{P_{\ell}^{\mathrm{J}}}(z) & =\frac{1}{2 \pi \mathrm{i}} \int_{0}^{1} P_{\ell}^{\mathrm{J}}(x) x^{\alpha}(1-x)^{\beta} \frac{\mathrm{d} x}{x-z} \\
& \stackrel{(i)}{=}-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+1}} \int_{0}^{1} P_{\ell}^{\mathrm{J}}(x) x^{\alpha+j}(1-x)^{\beta} \mathrm{d} x \\
& \stackrel{(i i)}{=}-\frac{1}{2 \pi \mathrm{i}} \sum_{j \geq 0} \frac{1}{z^{j+\ell+1}} \int_{0}^{1} P_{\ell}^{\mathrm{J}}(x) x^{\alpha+j+\ell}(1-x)^{\beta} \mathrm{d} x \\
& \stackrel{(i i i)}{=}-\frac{1}{2 \pi \mathrm{i} \mathrm{i}} \frac{(-1)^{\ell}}{(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} \frac{1}{z^{j+\ell+1}} \int_{0}^{1}\left(\frac{\mathrm{~d}^{\ell}}{\mathrm{d} x^{\ell}} x^{\alpha+\ell}(1-x)^{\beta+\ell}\right) x^{j+\ell} \mathrm{d} x \\
& \stackrel{(i v)}{=}-\frac{1}{2 \pi \mathrm{i}} \frac{1}{(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} \frac{1}{z^{j+\ell+1}} \int_{0}^{1} x^{\alpha+\ell}(1-x)^{\beta+\ell} \frac{\mathrm{d}^{\ell}}{\mathrm{d} x^{\ell}}\left(x^{j+\ell}\right) \mathrm{d} x \\
& \stackrel{(v)}{=}-\frac{1}{2 \pi \mathrm{i}} \frac{1}{(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} \frac{(j+1)_{\ell}}{z^{j+\ell+1}} \int_{0}^{1} x^{\alpha+\ell+j}(1-x)^{\beta+\ell} \mathrm{d} x \\
& \stackrel{(v i)}{=}-\frac{1}{2 \pi \mathrm{i}} \frac{1}{(\alpha+\beta+\ell+1)_{\ell}} \sum_{j \geq 0} \frac{1}{z^{j+\ell+1}}(j+1)_{\ell} \frac{\Gamma(\alpha+\ell+j+1) \Gamma(\beta+\ell+1)}{\Gamma(\alpha+\beta+2 \ell+j+1)} . \tag{3.159}
\end{align*}
$$

In (i) we have expanded the geometric series and exchanged sum and integral by Fubini theorem, in (ii) we use that $P_{\ell}^{J}(z)$ is orthogonal to $z^{j}$ for $j<\ell$, in (iii) we use the Rodrigues' formula (1.64), in ( $i v$ ) we integrate by parts, in $(v)$ we compute the derivative, and finally in (vi) we use the Euler beta integral. The computation at $z=0$ is completely analogous, with the only difference that in $(i)$ it is not legitimate to exchange sum and integral so this step holds only in the sense of a Poincaré asymptotic series.

Unlike the Laguerre case, in the Jacobi one is not trivial to get a succinct expression for the product of polynomials with their Cauchy transforms. However, we bypass this problem exploiting directly the associated matrix differential equation and the recurrence it induces on the entries of $R(z)$. Indeed, we have the following Proposition analogue to Proposition 3.2.8.

Proposition 3.2.14. Consider the following matrix obtained dressing the matrix $Y_{N}(z)$ of Jacobi polynomials,

$$
\begin{equation*}
\Psi_{N}(z):=Y_{N}(z) z^{\alpha \sigma_{3} / 2}(1-z)^{\beta \sigma_{3} / 2} \tag{3.160}
\end{equation*}
$$

Then, $\Psi_{N}(z)$ satisfies the following linear differential equation

$$
\begin{equation*}
\partial_{z} \Psi_{N}(z)=U(z) \Psi_{N}(z) \tag{3.161}
\end{equation*}
$$

and the matrix $R(z)$ satisfies the following Lax differential equation,

$$
\begin{equation*}
\partial_{z} R(z)=[U(z), R(z)] . \tag{3.162}
\end{equation*}
$$

Here the matrix $U(z)$ is explicitly given as

$$
\begin{equation*}
U(z)=\frac{U_{0}}{z}+\frac{U_{1}}{1-z}, \tag{3.163}
\end{equation*}
$$

with

$$
\begin{align*}
& U_{0}=\left(\begin{array}{cc}
\frac{2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)}{2(\alpha+\beta+2 N)} & -\frac{h_{N}^{J}}{2 \pi \mathrm{i}}(\alpha+\beta+2 N+1) \\
\frac{2 \pi \mathrm{i}}{h_{N-1}^{J}}(\alpha+\beta+2 N-1) & -\frac{2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)}{2(\alpha+\beta+2 N)}
\end{array}\right),  \tag{3.164}\\
& U_{1}=\left(\begin{array}{cc}
-\frac{2 N(\alpha+\beta+N)+\beta(\alpha+\beta)}{2(\alpha+\beta+2 N)} & -\frac{h_{N}^{J}}{2 \pi \mathrm{i}}(\alpha+\beta+2 N+1) \\
\frac{2 \pi \mathrm{i}}{h_{N-1}}(\alpha+\beta+2 N-1) & \frac{2 N(\alpha+\beta+N)+\beta(\alpha+\beta)}{2(\alpha+\beta+2 N)}
\end{array}\right) . \tag{3.165}
\end{align*}
$$

Proof. Equation (3.162) is derived as in the Laguerre case, see (3.110). Equation (3.161) is a classical property of Jacobi orthogonal polynomials, see [115].

We can now prove the claimed asymptotic expansions.
Proposition 3.2.15. We have the Taylor expansion at $z=\infty$

$$
\begin{equation*}
T R(z) T^{-1} \sim R^{[\infty]}(z), \quad z \rightarrow \infty, \tag{3.166}
\end{equation*}
$$

where $T$ is the constant matrix

$$
T=\left(\begin{array}{cc}
1 & 0  \tag{3.167}\\
0 & \frac{h_{N-1}^{J}}{2 \pi i} \frac{1}{(\alpha+\beta+2 N)(\alpha+\beta+2 N-1)}
\end{array}\right),
$$

the $h_{N-1}^{J}$ 's have been defined in (1.63) and $R^{[\infty]}(z)$ is the matrix-valued power series in $z^{-1}$ in (3.146).

Proof. As in Lemma 3.2.9, in proving Proposition 3.2 .15 we can perform our computations via the matrix $T R(z) T^{-1}$ since, again, generating functions for the correlators are invariant under gauge transformations of $R(z)$. It follows from Proposition 3.2.14 that

$$
\begin{equation*}
\frac{\partial}{\partial z} T R(z) T^{-1}=\left[T U(z) T^{-1}, T R(z) T^{-1}\right], \quad U(z)=\frac{U_{0}}{z}+\frac{U_{1}}{1-z}, \tag{3.168}
\end{equation*}
$$

and we can explicitly compute

$$
\begin{align*}
& T U_{0} T^{-1}=\frac{1}{\alpha+\beta+2 N}\left(\begin{array}{cc}
\frac{2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)}{2} & -N(\alpha+N)(\beta+N)(\alpha+\beta+N) \\
1 & -\frac{2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)}{2}
\end{array}\right), \\
& T U_{1} T^{-1}=\frac{1}{\alpha+\beta+2 N}\left(\begin{array}{cc}
-\frac{2 N(\alpha+\beta+N)+\beta(\alpha+\beta)}{2} & -N(\alpha+N)(\beta+N)(\alpha+\beta+N) \\
1 & \frac{2 N(\alpha+\beta+N)+\beta(\alpha+\beta)}{2}
\end{array}\right) . \tag{3.169}
\end{align*}
$$

Introduce the matrices

$$
\sigma_{3}=\left(\begin{array}{cc}
1 & 0  \tag{3.170}\\
0 & -1
\end{array}\right), \quad \sigma_{+}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right), \quad \sigma_{-}=\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right),
$$

and write

$$
\begin{equation*}
T R(z) T^{-1}=\frac{1}{2} \mathbf{1}+r_{3} \sigma_{3}+r_{+} \sigma_{+}+r_{-} \sigma_{-}, \quad T U(z) T^{-1}=u_{3} \sigma_{3}+u_{+} \sigma_{+}+u_{-} \sigma_{-}, \tag{3.171}
\end{equation*}
$$

where we used that $\operatorname{tr} R(z)=1, \operatorname{tr} U(z)=0$. For the sake of brevity we omit the dependence on $z$ in the $\mathfrak{s l}_{2}$ components. The Lax equation (3.168) yields the coupled first order linear ODEs

$$
\begin{equation*}
\partial_{z} r_{3}=u_{+} r_{-}-u_{-} r_{+}, \quad \partial_{z} r_{+}=2\left(u_{3} r_{+}-u_{+} r_{3}\right), \quad \partial_{z} r_{-}=2\left(u_{-} r_{3}-u_{3} r_{-}\right), \tag{3.172}
\end{equation*}
$$

which is equivalent to three decoupled third order linear ODEs, one for $\partial_{z} r_{3}$

$$
\begin{align*}
& 3\left[2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)-2-z\left((\alpha+\beta+2 N)^{2}-4\right)\right] \partial_{z} r_{3} \\
& -\left[\alpha^{2}-4-2 z(2 N(\alpha+\beta+N)+\alpha(\alpha+\beta)-12)+z^{2}\left((\alpha+\beta+2 N)^{2}-24\right)\right] \partial_{z}^{2} r_{3} \\
& \quad-5 z(z-1)(1-2 z) \partial_{z}^{3} r_{3}+z^{2}(z-1)^{2} \partial_{z}^{4} r_{3}=0, \tag{3.173}
\end{align*}
$$

and for $r_{ \pm}$

$$
\begin{align*}
{[2 N(\alpha+\beta+N \pm 1)+} & (\alpha \pm 1)(\alpha+\beta)-z(\alpha+\beta+2 N \pm 2)(\alpha+\beta+2 N)] r_{ \pm} \\
& -\left[\alpha^{2}-1-z(-4 N(\alpha+\beta+N \pm 1)-2(\alpha+\beta)(\alpha \pm 1)+6)\right. \\
+ & \left.z^{2}(4 N(\alpha+\beta+N \pm 1)+(\alpha+\beta)(\alpha+\beta \pm 2)-6)\right] \partial_{z} r_{ \pm}+3 z(z-1)(2 z-1) \partial_{z}^{2} r_{ \pm}+z^{2}(z-1)^{2} \partial_{z}^{3} r_{ \pm}=0 . \tag{3.174}
\end{align*}
$$

The following ansatz is quite natural in view of the Laguerre case scenario, see Lemma 3.2.9namely we write the expansions of the entries of $R(z)$ at $z=\infty$ as

$$
\begin{align*}
& r_{3}(z) \sim \frac{1}{2}+\frac{1}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \ell \mathcal{A}_{\ell}(N),  \tag{3.175}\\
& r_{+}(z) \sim \frac{1}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{N(\alpha+N)(\beta+N)(\alpha+\beta+N)}{z^{\ell+1}} \mathcal{B}_{\ell}(N+1),  \tag{3.176}\\
& r_{-}(z) \sim-\frac{1}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{1}{z^{\ell+1}} \mathcal{B}_{\ell}(N), \tag{3.177}
\end{align*}
$$

for some coefficients $\mathcal{A}_{\ell}(N)=\mathcal{A}_{\ell}(N, \alpha, \beta)$ and $\mathcal{B}_{\ell}(N)=\mathcal{B}_{\ell}(N, \alpha, \beta)$. By substitution in (3.173) and (3.174) we see that the ansatz is consistent with them; in particular we get the following three term recurrence relations for $\mathcal{A}_{\ell}(N), \mathcal{B}_{\ell}(N)$,

$$
\begin{align*}
& (2 \ell+1)(\alpha(\alpha+\beta)-\ell(\ell+1)+2 N(\alpha+\beta+N)) \mathcal{A}_{\ell}(N) \\
& \quad+(\ell-1)\left(\ell^{2}-\alpha^{2}\right) \mathcal{A}_{\ell-1}(N)+(\ell+2)\left((\ell+1)^{2}-(\alpha+\beta+2 N)\right) \mathcal{A}_{\ell+1}(N)=0,  \tag{3.178}\\
& (2 \ell+1)((\alpha-1)(\alpha+\beta)-\ell(\ell+1)+2 N(\alpha+\beta+N-1)) \mathcal{B}_{\ell}(N) \\
& \quad+\ell\left(\ell^{2}-\alpha^{2}\right) \mathcal{B}_{\ell-1}(N)+(\ell+1)\left((\ell+1)^{2}-(\alpha+\beta+2 N-1)\right) \mathcal{B}_{\ell+1}(N)=0, \tag{3.179}
\end{align*}
$$

for $\ell \geq 1$, together with the initial conditions

$$
\begin{array}{ll}
\mathcal{A}_{0}(N, \alpha, \beta)=\frac{N(\beta+N)}{\alpha+\beta+2 N}, & \mathcal{A}_{1}(N, \alpha, \beta)=\frac{N(\alpha+N)(\beta+N)(\alpha+\beta+N)}{(\alpha+\beta+2 N-1)(\alpha+\beta+2 N)(\alpha+\beta+2 N+1)}, \\
\mathcal{B}_{0}(N, \alpha, \beta)=\frac{1}{(\alpha+\beta+2 N-1)}, & \mathcal{B}_{1}(N, \alpha, \beta)=\frac{(\alpha-1)(\alpha+\beta)+2 N(\alpha+\beta+N-1)}{(\alpha+\beta+2 N-2)(\alpha+\beta+2 N-1)(\alpha+\beta+2 N)} . \tag{3.181}
\end{array}
$$

The initial conditions are obtained from (3.156) and (3.157). It can be checked that the recurrence relation for the coefficients of $r_{+}(z)$ are actually those of $r_{-}(z)$, modulo a shift in $N$, as claimed in (3.177).

Analogously to the Laguerre case, the three term recurrence relations (3.178) and (3.179) can be solved in terms of hypergeometric orthogonal polynomials, specifically Wilson polynomials.

Remark 3.2.16. In this case as well, the coefficients $\mathcal{A}_{\ell}(N, \alpha, \beta)$ and $\mathcal{B}_{\ell}(N, \alpha, \beta)$ can be expressed in terms of discrete orthogonal polynomials, namely Wilson Polynomials. They are defined as

$$
\frac{W_{n}\left(k^{2} ; a, b, c, d\right)}{(a+b)_{n}(a+c)_{n}(a+d)_{n}}:={ }_{4} F_{3}\left(\left.\begin{array}{c}
-n, n+a+b+c+d-1, a+\mathrm{i} k, a-\mathrm{i} k  \tag{3.182}\\
a+b, a+c, a+d
\end{array} \right\rvert\,\right),
$$

and the identification is the following
$\mathcal{A}_{\ell}(N, \alpha, \beta)=\frac{(-1)^{N-1}(\alpha+\ell)!(\alpha+\beta+N)!(\beta+N)}{(N-1)!(\alpha+N-1)!(\alpha+\beta+2 N+\ell)!} W_{N-1}\left(-\left(\ell+\frac{1}{2}\right)^{2} ; \frac{3}{2}, \frac{1}{2}, \alpha+\frac{1}{2}, \frac{1}{2}-\alpha-\beta-2 N\right)$,
$\mathcal{B}_{\ell}(N, \alpha, \beta)=\frac{(-1)^{N-1}(\alpha+\ell)!(\alpha+\beta+N-1)!}{(N-1)!(\alpha+N-1)!(\alpha+\beta+2 N+\ell-1)!} W_{N-1}\left(-\left(\ell+\frac{1}{2}\right)^{2} ; \frac{1}{2}, \frac{1}{2}, \alpha+\frac{1}{2}, \frac{3}{2}-\alpha-\beta-2 N\right)$,
or equivalently in hypergeometric notation
$\mathcal{A}_{\ell}(N, \alpha, \beta)=N(\alpha+N)(\beta+N)(\alpha+\beta+N) \frac{(\alpha+2)_{\ell-1}}{(\alpha+\beta+2 N-1)_{\ell+2}}{ }_{4} F_{3}\left(\left.\begin{array}{c}1-\ell, \ell+2,1-\beta-N, 1-N \\ 2, \alpha+2,2-\alpha-\beta-2 N\end{array} \right\rvert\, 1\right)$,
$\mathcal{B}_{\ell}(N, \alpha, \beta)=\frac{(\alpha+1)_{\ell}}{(\alpha+\beta+2 N-1)_{\ell+1}}{ }_{4} F_{3}\left(\left.\begin{array}{c}-\ell, \ell+1,1-\beta-N, 1-N \\ 1, \alpha+1,2-\alpha-\beta-2 N\end{array} \right\rvert\, 1\right)$.
In this case, the identification with is obtained by comparing the recurrence relations (3.178) and (3.179) with the difference equation for this family of orthogonal polynomials, which reads

$$
\begin{equation*}
n(n+a+b+c+d-1) w(k)=C(k) w(k+\mathrm{i})-[C(k)+D(k)] w(k)+D(k) w(k-\mathrm{i}), \tag{3.183}
\end{equation*}
$$

where $w(k)=W_{n}\left(k^{2} ; a, b, c, d\right)$ and

$$
\begin{equation*}
C(k)=\frac{(a-\mathrm{i} k)(b-\mathrm{i} k)(c-\mathrm{i} k)(d-\mathrm{i} k)}{2 \mathrm{i} k(2 \mathrm{i} k-1)}, \quad D(k)=\frac{(a+\mathrm{i} k)(b+\mathrm{i} k)(c+\mathrm{i} k)(d+\mathrm{i} k)}{2 \mathrm{i} k(2 \mathrm{i} k+1)} . \tag{3.184}
\end{equation*}
$$

The hypergeometric representation of $\mathcal{A}_{\ell}, \mathcal{B}_{\ell}$ then directly follows from that of the Wilson polynomials in (3.182).

The asymptotic expansion of $R(z)$ at $z=0$ is obtained in a similar way.
Proposition 3.2.17. We have the Poincaré asymptotic expansion at $z=0$ uniformly within the sector $0<\arg z<2 \pi$

$$
\begin{equation*}
T R(z) T^{-1} \sim R^{[0]}(z), \tag{3.185}
\end{equation*}
$$

where $T$ is the constant matrix (3.167) and $R^{[0]}(z)$ is the matrix-valued (formal) power series in $z$ in (3.147).
Proof. We claim that the expansion at $z=0$ of the entries of $\widehat{R}(z)$ reads as

$$
\begin{align*}
& r_{3}(z) \sim \frac{1}{2}+\frac{1}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{(\alpha+\beta+2 N-\ell)_{2 \ell+1}}{(\alpha-\ell)_{2 \ell+1}}(\ell+1) \mathcal{A}_{\ell}(N, \alpha, \beta) z^{\ell}, \\
& r_{+}(z) \sim-\frac{N(\beta+N)(\alpha+N)(\alpha+\beta+N)}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{(\alpha+\beta+2 N+1-\ell)_{2 \ell+1}}{(\alpha-\ell)_{2 \ell+1}} \mathcal{B}_{\ell}(N+1, \alpha, \beta) z^{\ell}, \\
& r_{-}(z) \sim \frac{1}{\alpha+\beta+2 N} \sum_{\ell \geq 0} \frac{(\alpha+\beta+2 N-1-\ell)_{2 \ell+1}}{(\alpha-\ell)_{2 \ell+1}} \mathcal{B}_{\ell}(N, \alpha, \beta) z^{\ell} . \tag{3.186}
\end{align*}
$$

This can be proven by checking that plugging the formulæ (3.186) in the equations (3.173), (3.174), one obtains the same recurrence relations (3.178) and (3.179). The associated initial conditions can again be computed from (3.156) and (3.158). This concludes the proof of Proposition 3.2.15.

We now complete the proof of Theorem 3.2.12 deriving formulæ(3.152), (3.153) and (3.155).
Proof of Theorem 3.2.12. From the general Theorem 3.1.1, the definition of $R(z)$ and the differential equation (3.161) we have

$$
\begin{equation*}
\mathscr{C}_{1}(z)=\operatorname{tr}\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z) \mathrm{E}_{1,1}\right)=\operatorname{tr}(U(z) R(z))-\frac{1}{2}\left(\frac{\alpha}{z}-\frac{\beta}{1-z}\right) . \tag{3.187}
\end{equation*}
$$

On the other side, we notice that the following holds

$$
\begin{align*}
\partial_{z}[z(1-z) \operatorname{tr}(U(z) R(z))]= & (1-2 z) \operatorname{tr}(U(z) R(z))+z(1-z) \operatorname{tr}\left(U^{\prime}(z) R(z)\right)  \tag{3.188}\\
& +z(1-z) \operatorname{tr}\left(U(z) R^{\prime}(z)\right)  \tag{3.189}\\
= & -(\alpha+\beta+2 N) \operatorname{tr}\left(R(z) \frac{\sigma_{3}}{2}\right) . \tag{3.190}
\end{align*}
$$

where we used that $\operatorname{tr}(U(z)[U(z), R(z)])=0$ and the identity

$$
\begin{equation*}
(1-2 z) U(z)+z(1-z) U^{\prime}(z)=-\frac{\alpha+\beta+2 N}{2} \sigma_{3} \tag{3.191}
\end{equation*}
$$

which can be checked directly from (3.163). Equation (3.187) and (3.190) imply

$$
\begin{equation*}
\partial_{z}\left[z(1-z) \mathscr{C}_{1}(z)\right]=-(\alpha+\beta+2 N)\left(R_{11}(z)-\frac{1}{2}\right)+\frac{\alpha+\beta}{2}=-(\alpha+\beta+2 N)\left(R_{11}(z)-1\right)-N \tag{3.192}
\end{equation*}
$$

which, upon integrating, yields for any $p \in \mathbb{C} \backslash[0,1]$

$$
\begin{equation*}
z(1-z) \mathscr{C}_{1}(z)-p(1-p) \mathscr{C}_{1}(p)=(\alpha+\beta+2 N) \int_{p}^{z}\left(1-R_{1,1}(w)\right) \mathrm{d} w+N(p-z) \tag{3.193}
\end{equation*}
$$

Letting $p \rightarrow \infty$ we have $p(1-p) \mathscr{C}_{1}(p) \sim(1-p) N-\langle\operatorname{tr} X\rangle+\mathcal{O}(1 / p)$ and therefore from (3.193) we have (noting that $R_{11}(w)=1+\mathcal{O}\left(w^{-2}\right)$ so the integral is well defined)

$$
\begin{equation*}
z(1-z) \mathscr{C}_{1}(z)=(\alpha+\beta+2 N) \int_{\infty}^{z}\left(1-R_{11}(w)\right) \mathrm{d} w+(1-z) N-\langle\operatorname{tr} X\rangle \tag{3.194}
\end{equation*}
$$

We can compute

$$
\begin{equation*}
\langle\operatorname{tr} X\rangle=\frac{N(\alpha+N)}{\alpha+\beta+2 N} \tag{3.195}
\end{equation*}
$$

by expanding the general formula $\mathscr{C}_{1}(z)=\operatorname{tr}\left(Y_{N}^{-1}(z) Y_{N}^{\prime}(z) \sigma_{3} / 2\right)$ at $z=\infty$, using (3.156) and the first few terms in (3.157). We finally obtain

$$
\begin{equation*}
\mathscr{C}_{1}(z)=\frac{\alpha+\beta+2 N}{z(1-z)} \int_{\infty}^{z}\left(1-R_{1,1}(w)\right) \mathrm{d} w+\frac{N}{z}-\frac{N(\alpha+N)}{z(1-z)(\alpha+\beta+2 N)} . \tag{3.196}
\end{equation*}
$$

In view of Remark 3.1.2 and Proposition 3.2.15 (note that $(T R(z) T)_{11}=R_{11}(z)$ because $T$ is diagonal) the formula for $\mathscr{F}_{1, \infty}(z)$ is proved.

Letting instead $p \rightarrow 0$ in (3.193) we have $p(1-p) \mathscr{C}_{1}(p) \rightarrow 0$ and so

$$
\begin{equation*}
\mathscr{C}_{1}(z)=\frac{(\alpha+\beta+2 N)}{z(1-z)} \int_{0}^{z}\left(1-R_{11}(w)\right) \mathrm{d} w-\frac{N}{1-z} . \tag{3.197}
\end{equation*}
$$

Expanding this identity at $z=0$ we get at the left hand side

$$
\begin{equation*}
\mathscr{C}_{1}(z) \sim-\sum_{k \geq 0}\left\langle\operatorname{tr} X^{-k-1}\right\rangle z^{k}=\mathscr{F}_{1,0}(z), \tag{3.198}
\end{equation*}
$$

and again by Remark 3.1.2 and Proposition 3.2.17 the formula for $\mathscr{F}_{1,0}(z)$ is proved.

## Chapter 4

## Combinatorics of classical unitary invariant ensembles

In this chapter we provide a combinatorial interpretation to the partition functions of classical unitary Invariant Ensembles. Specifically we show how their (positive and negative) correlators admit a topological expansion in even powers of $N$ of the type

$$
\begin{equation*}
\left\langle\operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{\ell}}\right\rangle \sim \sum_{g \geq 0} \frac{f_{g}^{\left(k_{1}, \ldots, k_{\ell}\right)}}{N^{2 g-2}}, \quad N \rightarrow \infty \tag{4.1}
\end{equation*}
$$

where the coefficients $f_{g}^{\left(k_{1}, \ldots, k_{\ell}\right)}$ have meaningful combinatorial quantities. For the GUE it has been know since the seminal work of Bessis, Itzykson and Zuber [28, 158], that these coefficients count the number of ribbon graphs whose features (number of vertices, valencies and genus) are all encoded by the set of parameters $\left(g, k_{1}, \ldots, k_{\ell}\right)$ appearing in (4.1). This case has been extensively studied in the literature $[42,63]$ and we will not dwell on it further here.

We analyze the LUE in Section 4.2. The combinatorial interpretation for positive correlators has been folklore in the literature, remarkably first appearing in a paper in The Annals of Statistics [101], and later systematized by Collins et al. in [50] via the theory of Weingarten functions and later (also extended to negative correlators) by Cunden et al. [51, 53]. The quantities of interest are, in this case, combinations of double monotone Hurwitz numbers where, for one of the two fixed partitions, only its length is distinguishable (and not its parts). Positive correlators are related to strictly double monotone Hurwitz numbers, while the negative ones involve their weakly monotone version.

In Section 4.1 we supply the combinatorial interpretation for correlators of the JUE; it is one of the original results in this thesis. They are weighted multiparametric single Hurwitz numbers, involving combinations of triple weakly monotone Hurwitz numbers where, for two of the three fixed partitions, only the length is distinguishable. Interestingly, positive and negative correlators carry the same combinatorial coefficients. The proof is inspired by theory of hypergeometric taufunctions [104, 112], see also Section 2.3, but is self contained and relies on an accurate use of the Selberg-Aomoto integral. This technique also allows us to reprove the results for the LUE, and as a consequence we also identify the Hurwitz numbers here involved as multiparametric Hurwitz numbers.

### 4.1 Combinatorics of the JUE correlators

The idea of the proof is to expand both the generating function of multiparametric Hurwitz numbers and the JUE partition function in the basis of symmetric functions given by the Schur polynomials and, then, identify the coefficients of these two formal power series. Remarkably, in both settings the coefficient can be explicitly written out. In the former, this happens thanks to the properties of the YJM elements, see (2.29) and Proposition 4.1.1 below. In the latter, this is due to the Selberg-Aomoto integral, see (4.29).

### 4.1.1 Preliminaries: expansions in Schur basis

We will need some notation. Denote the standard Schur polynomials in $n$ variables $x_{1}, \ldots, x_{n}$

$$
\begin{equation*}
\chi_{\lambda}(\underline{x}):=\frac{\operatorname{det}\left[x_{j}^{N-i+\lambda_{i}}\right]_{i, j=1}^{N}}{\Delta(\underline{x})} . \tag{4.2}
\end{equation*}
$$

The definition of Schur polynomials can be extended to allow infinitely many variables by an inductive limit (see Chapter 1 in [131]). In this context, they are regarded as the basis $\left\{s_{\lambda}(\mathbf{t})\right\}$, with $\lambda$ running in the set of all partitions, of the space of weighted homogeneous polynomials in $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$, with $\operatorname{deg} t_{k}=k$,

$$
\begin{equation*}
s_{\lambda}(\mathbf{t})=\operatorname{det}\left[h_{\lambda_{i}-i+j}(\mathbf{t})\right]_{i, j=1}^{\ell(\lambda)}, \tag{4.3}
\end{equation*}
$$

where the complete homogeneous symmetric polynomials $h_{k}(\mathbf{t})$ are defined by the generating series

$$
\begin{equation*}
\sum_{k \geq 0} w^{k} h_{k}(\mathbf{t})=\exp \left(\sum_{k \geq 1} \frac{t_{k}}{k} w^{k}\right) . \tag{4.4}
\end{equation*}
$$

We now prove the following general Proposition, see also [112].

Proposition 4.1.1 ([112]). The generating function

$$
\begin{equation*}
\tau_{G}(\epsilon ; \mathbf{t})=\sum_{d \geq 1} \epsilon^{d} \sum_{\lambda \in \mathcal{P}} h_{d}^{G}(\lambda) \prod_{i=1}^{\ell(\lambda)} t_{\lambda_{i}} \tag{4.5}
\end{equation*}
$$

of multiparametric weighted Hurwitz numbers (2.31) associated to the rational function (2.30) is equivalently expressed as

$$
\begin{equation*}
\tau_{G}(\epsilon ; \mathbf{t})=\sum_{\lambda \in \mathcal{P}} \frac{\operatorname{dim} \lambda}{|\lambda|!} r_{\lambda}^{(G, \epsilon)} s_{\lambda}(\mathbf{t}), \tag{4.6}
\end{equation*}
$$

where $s_{\lambda}(\mathbf{t})$ are the Schur polynomials (4.3) and the coefficients are given explicitly by

$$
\begin{equation*}
r_{\lambda}^{(G, \epsilon)}=\prod_{(i, j) \in \lambda} G(\epsilon(j-i)), \tag{4.7}
\end{equation*}
$$

$\operatorname{dim} \lambda=\chi_{1|\lambda|}^{\lambda}$ being the dimension of the irreducible representation of $\mathfrak{S}_{|\lambda|}$ associated with $\lambda$.

Proof. First off, let us recall formula (2.23)

$$
\begin{equation*}
\mathcal{E}_{\lambda}=\frac{\chi_{1^{d}}^{\lambda}}{d!} \sum_{\mu \vdash d} \chi_{\lambda}^{\mu} \mathcal{C}_{\mu}, \quad \mathcal{E}_{\lambda} \mathcal{E}_{\lambda^{\prime}}=\delta_{\lambda, \lambda^{\prime}} \cdot \mathcal{E}_{\lambda}, \tag{4.8}
\end{equation*}
$$

which gives a basis of idempotents for the class algebra $Z\left(\mathbb{C}\left[\mathfrak{S}_{n}\right]\right)$, as well as equation (2.29) expressing the action of symmetric polynomials on the YJM elements on said basis,

$$
\begin{equation*}
p\left(\mathcal{J}_{1}, \ldots, \mathcal{J}_{n}\right) \mathcal{E}_{\lambda}=p\left(\{j-i\}_{(i, j) \in \lambda}\right) \mathcal{E}_{\lambda} . \tag{4.9}
\end{equation*}
$$

In particular this immediately implies

$$
\begin{equation*}
\left[\prod_{a=1}^{n} G\left(\epsilon \mathcal{J}_{a}\right)\right] \mathcal{E}_{\lambda}=r_{\lambda}^{(\epsilon, G)} \mathcal{E}_{\lambda}, \tag{4.10}
\end{equation*}
$$

with the $r_{\lambda}^{(\epsilon, G)}$ defined in (4.7). Indeed, this is just (4.9) in the case the function $G(z)$ is a polynomials, but it remains valid if we expand via geometric series possible denominators, as the resulting series will still be symmetric. Using the orthogonality of the $\left\{\mathcal{E}_{\lambda}\right\}_{\lambda \vdash n}$ amongst themselves, equation (4.10) then yields

$$
\begin{equation*}
\prod_{a=1}^{n} G\left(\epsilon \mathcal{J}_{a}\right)=\sum_{\lambda \vdash n} r_{\lambda}^{(\epsilon, G)} \mathcal{E}_{\lambda} . \tag{4.11}
\end{equation*}
$$

Secondly, recall the definition (2.31) for $h_{G}^{d}(\mu)$,

$$
\begin{equation*}
h_{d}^{G}(\mu):=\frac{1}{z_{\mu}}\left[\epsilon^{d} \mathcal{C}_{\lambda}\right] \prod_{a=1}^{n} G\left(\epsilon \mathcal{J}_{a}\right), \tag{4.12}
\end{equation*}
$$

together with (4.11) allows to obtain the first equality in the following

$$
\begin{equation*}
\sum_{\mu \vdash n} \sum_{d \geq 1} \epsilon^{d} z_{\mu} h_{d}^{G}(\mu) \mathcal{C}_{\mu}=\sum_{\lambda \vdash n} r_{\lambda}^{(\epsilon, G)} \mathcal{E}_{\lambda}=\sum_{\lambda, \mu \vdash n} \frac{\operatorname{dim} \lambda}{|\lambda|!} r_{\lambda}^{(\epsilon, G)} \chi_{\lambda}^{\mu} \mathcal{C}_{\mu}, \tag{4.13}
\end{equation*}
$$

the second being obtained by the definition of $\mathcal{E}_{\lambda}$. Since $\mathcal{C}_{\mu}$ form a basis of $Z\left(\mathbb{C}\left[\mathfrak{S}_{n}\right]\right)$, comparing the left and right most sides of (4.13) we get that for any partition $\mu$

$$
\begin{equation*}
\sum_{d \geq 1} \epsilon^{d} h_{d}^{G}(\mu)=\sum_{\lambda \vdash|\mu|} \frac{\operatorname{dim} \lambda}{|\lambda|!} r_{\lambda}^{(\epsilon, G)} \frac{\chi_{\lambda}^{\mu}}{z_{\mu}} \tag{4.14}
\end{equation*}
$$

Multiplying this identity by $\prod_{i=1}^{\ell(\mu)} t_{\mu_{i}}$ and summing over all partitions $\mu$, on the left we obtain (4.5). On the right hand side, the well-known identity [131]

$$
\begin{equation*}
s_{\lambda}(\mathbf{t})=\sum_{\mu \vdash|\lambda|} \frac{\chi_{\lambda}^{\mu}}{z_{\mu}} \prod_{i=1}^{\ell(\mu)} t_{\mu_{i}} \tag{4.15}
\end{equation*}
$$

yields

$$
\begin{equation*}
\sum_{d \geq 1} \epsilon^{d} \sum_{\mu \in \mathcal{P}} h_{d}^{G}(\mu) \prod_{i=1}^{\ell(\mu)} t_{\mu_{i}}=\sum_{\mu \in \mathcal{P}} \sum_{\lambda \vdash|\mu|} \frac{\operatorname{dim} \lambda}{|\lambda|!} r_{\lambda}^{(\epsilon, G)} \frac{\chi_{\lambda}^{\mu}}{z_{\mu}} \prod_{i=1}^{\ell(\mu)} t_{\mu_{i}}=\sum_{\lambda \in \mathcal{P}} \frac{\operatorname{dim} \lambda}{|\lambda|!} r_{\lambda}^{(G, \epsilon)} s_{\lambda}(\mathbf{t}) . \tag{4.16}
\end{equation*}
$$

The proof is complete.

As far as it concerns the JUE partition function, it is a general fact that Hermitian partition functions possess a Schur expansion which can be carried out by a use of the Cauchy Identity, see (4.20). The coefficients are identified with a $N$-dimensional integral; remarkably in the Jacobi and Laguerre cases these can be explicitly evaluated by means of the Selberg-Aomoto integral, see (4.29) below. The general Lemma is the following.

Lemma 4.1.2. For any potential $V(x)(x \in I)$ we have

$$
\begin{equation*}
\frac{\int_{\mathcal{H}_{N}(I)} \exp \operatorname{tr}\left(V(X)+\sum_{k \geq 1} \frac{u_{k}}{k} X^{ \pm k}\right) \mathrm{d} X}{\int_{\mathcal{H}_{N}(I)} \exp \operatorname{tr}(V(X)) \mathrm{d} X}=\sum_{\lambda \in \mathcal{P}: \ell(\lambda) \leq N} c_{\lambda, N}^{ \pm} s_{\lambda}(\mathbf{u}), \tag{4.17}
\end{equation*}
$$

where the coefficients are

$$
\begin{equation*}
c_{\lambda, N}^{ \pm}=\frac{\int_{I^{N}} \chi_{\lambda}\left(\underline{x}^{ \pm 1}\right) \Delta^{2}(\underline{x}) \prod_{a=1}^{N} \exp \left[V\left(x_{a}\right)\right] \mathrm{d}^{N} \underline{x}}{\int_{I^{N}} \Delta^{2}(\underline{x}) \prod_{a=1}^{N} \exp \left[V\left(x_{a}\right)\right] \mathrm{d}^{N} \underline{x}} . \tag{4.18}
\end{equation*}
$$

and we denote $\underline{x}=\left(x_{1}, \ldots, x_{N}\right)$ and $\underline{x}^{-1}=\left(x_{1}^{-1}, \ldots, x_{N}^{-1}\right)$.
Proof. We have

$$
\begin{equation*}
\frac{\int_{\mathcal{H}_{N}(I)} \exp \operatorname{tr}\left(V(X)+\sum_{k \geq 1} \frac{u_{k}}{k} X^{ \pm k}\right) \mathrm{d} X}{\int_{H_{N}(I)} \exp \operatorname{tr}(V(X)) \mathrm{d} X}=\frac{\int_{I^{N}} \Delta^{2}(\underline{x}) \prod_{a=1}^{N} \exp \left[V\left(x_{a}\right)+\sum_{k \geq 1} \frac{u_{k}}{k} x_{a}^{ \pm k}\right] \mathrm{d}^{N} \underline{x}}{\int_{I^{N}} \Delta^{2}(\underline{x}) \prod_{a=1}^{N} \exp \left[V\left(x_{a}\right)\right] \mathrm{d}^{N} \underline{x}} \tag{4.19}
\end{equation*}
$$

where we use the standard decomposition $\mathrm{d} X=\Delta^{2}(\underline{x}) \mathrm{d}^{N} \underline{x} \mathrm{~d} U$ of the Lebesgue measure into eigenvalues $\underline{x}=\left(x_{1}, \ldots, x_{N}\right)$ and eigenvectors $U \in \mathrm{U}_{N}$ of the hermitian matrix $X=U X U^{\dagger}$, with $\mathrm{d} U$ a Haar measure on $\mathrm{U}_{N}$ (whose normalization is irrelevant as it cancels in (4.19) between numerator and denominator). The proof follows by an application of the identity

$$
\begin{equation*}
\exp \left[\sum_{k \geq 1} \frac{u_{k}}{k}\left(x_{1}^{ \pm 1}+\cdots+x_{N}^{ \pm 1}\right)^{k}\right]=\sum_{\lambda \in \mathcal{P}: \ell(\lambda) \leq N} \chi_{\lambda}\left(\underline{x}^{ \pm 1}\right) s_{\lambda}(\mathbf{u}), \tag{4.20}
\end{equation*}
$$

which is nothing but a form of Cauchy identity, see e.g. [157].
Notice that the Schur polynomials evaluated at the reciprocal variables $\underline{x}^{-1}$ can be written in terms of standard ones $\underline{x}$ as follows.
Lemma 4.1.3. For any partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ of length $\ell \leq N$ we have

$$
\begin{equation*}
\chi_{\lambda}\left(\underline{( }^{-1}\right)=\left(\prod_{a=1}^{N} x_{a}^{-\lambda_{1}}\right) \chi_{\widehat{\lambda}}(\underline{x}) \tag{4.21}
\end{equation*}
$$

where $\hat{\lambda}$ is the partition of length $<N$ whose parts are $\hat{\lambda}_{j}=\lambda_{1}-\lambda_{N-j+1}$.
Proof. The proof follows from the following chain of equalities;

$$
\begin{align*}
\chi_{\lambda}\left(\underline{x}^{-1}\right) & =\frac{\operatorname{det}\left[x_{i}^{-N+j-\lambda_{j}}\right]_{i, j=1}^{N}}{\operatorname{det}\left[x_{i}^{-N+j}\right]_{i, j=1}^{N}}=\frac{\operatorname{det}\left[x_{i}^{1-j-\lambda_{N-j+1}}\right]_{i, j=1}^{N}}{\operatorname{det}\left[x_{i}^{1-j}\right]_{i, j=1}^{N}} \\
& =\left(\prod_{a=1}^{N} x_{a}^{-\lambda_{1}}\right) \frac{\operatorname{det}\left[x_{i}^{N-j+\lambda_{1}-\lambda_{N-j+1}}\right]_{i, j=1}^{N}}{\operatorname{det}\left[x_{i}^{N-j}\right]_{i, j=1}^{N}}=\left(\prod_{a=1}^{N} x_{a}^{-\lambda_{1}}\right) \chi_{\widehat{\lambda}}(\underline{x}) . \tag{4.22}
\end{align*}
$$

In the first step we have shuffled the columns as $j \mapsto N-j+1$, then we have multiplied both numerator and denominator by $\left(x_{1} \cdots x_{N}\right)^{N+\lambda_{1}}$, and finally we have applied the definition (4.2).

### 4.1.2 Topological expansion in triple Hurwitz numbers

Let us introduce the formal generating functions

$$
\begin{equation*}
Z_{N}^{ \pm}(\mathbf{u}):=\int_{\mathcal{H}_{N}(0,1)} \exp \left(\sum_{k \geq 1} \frac{u_{k}}{k} \operatorname{tr} X^{ \pm k}\right) \mathrm{d} m_{N}^{\lrcorner}(X)=\sum_{\lambda \in \mathcal{P}} \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{ \pm \lambda_{j}}\right\rangle}{z_{\lambda}} \prod_{i=1}^{\ell(\lambda)} u_{\lambda_{i}} \tag{4.23}
\end{equation*}
$$

of JUE correlators, where we recall that

$$
\begin{equation*}
\mathrm{d} m_{N}^{\mathrm{J}}(X)=\frac{1}{C_{N}^{\mathrm{J}}} \operatorname{det}^{\alpha}(X) \operatorname{det}^{\beta}(\mathbf{1}-X) \mathrm{d} X, \tag{4.24}
\end{equation*}
$$

with parameters $\alpha, \beta$ satisfying $\operatorname{Re} \alpha, \operatorname{Re} \beta>-1, C_{N}^{J}$ defined in (1.70) and $\mathcal{H}_{N}(0,1)$ the set of Hermitian matrices with eigenvalues lying in the interval $(0,1)$. We call $Z_{N}^{+}(\mathbf{u})\left(\right.$ resp. $\left.Z_{N}^{-}(\mathbf{u})\right)$ the positive (resp. negative) JUE partition function. Our description of the JUE correlators involves (weighted sums of) triple weakly monotone Hurwitz numbers, which we promptly define.

Definition 4.1.4. Given $n \geq 0$, three partitions $\lambda, \mu, \nu \vdash n$ and an integer $g \geq 0$, we define $h_{\bar{g}}^{>}(\lambda, \mu, \nu)$ to be the number of tuples $\left(\pi_{1}, \pi_{2}, \tau_{1}, \ldots, \tau_{r}\right)$ of permutations in $\mathfrak{S}_{n}$ such that

1. $r=2 g-2-n+\ell(\mu)+\ell(\nu)+\ell(\lambda)$,
2. $\pi_{1} \in \operatorname{cyc}(\mu), \pi_{2} \in \operatorname{cyc}(\nu)$,
3. $\tau_{i}=\left(a_{i}, b_{i}\right)$ are transpositions, with $a_{i}<b_{i}$ and $b_{1} \leq \cdots \leq b_{r}$, and
4. $\pi_{1} \pi_{2} \tau_{1} \cdots \tau_{r} \in \operatorname{cyc}(\lambda)$.

The relation of these Hurwitz numbers to the JUE is expressed by the following result.

Theorem 4.1.5. Under the re-scaling $\alpha=\left(c_{\alpha}-1\right) N, \beta=\left(c_{\beta}-1\right) N$, for any partition $\lambda$ we have the following Laurent expansions as $N \rightarrow \infty$;

$$
\begin{align*}
(-1)^{|\lambda|} N^{\ell(\lambda)} \frac{|\lambda|!}{z_{\lambda}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle & =\sum_{g \geq 0} \frac{1}{N^{2 g-2}} \sum_{\mu, \nu \vdash|\lambda|} \frac{c_{\alpha}^{\ell(\nu)}}{\left(-c_{\alpha}-c_{\beta}\right)^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2}} h_{\bar{g}}^{\geq}(\lambda, \mu, \nu),  \tag{4.25}\\
(-1)^{|\lambda|} N^{\ell(\lambda)} \frac{|\lambda|!}{z_{\lambda}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-\lambda_{j}}\right\rangle & =\sum_{g \geq 0} \frac{1}{N^{2 g-2}} \sum_{\mu, \nu \vdash|\lambda|} \frac{\left(1-c_{\alpha}-c_{\beta}\right)^{\ell(\nu)}}{\left(c_{\alpha}-1\right)^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2}} h_{g}^{\geq}(\lambda, \mu, \nu), \tag{4.26}
\end{align*}
$$

where $z_{\lambda}$ is given in (2.16) and $h_{\bar{g}}^{>}(\lambda, \mu, \nu)$ are the weakly monotone triple Hurwitz numbers of Definition 4.1.4.

As anticipated, we want to explicitly compute the coefficients $c_{\lambda}$ in (4.28) for the Jacobi measure and identify them with the $r_{\lambda}^{(G, \epsilon)}$ in (4.7) for a suitable function $G(z)$ and parameter $\epsilon$. To this end, we apply Lemma 4.1.2 to $I=[0,1]$ and $V(x)=\alpha \log x+\beta \log (1-x)$ and expand the positive and negative JUE partition functions (4.23) in the Schur basis as

$$
\begin{equation*}
Z_{N}^{ \pm}(\mathbf{u})=\sum_{\lambda \in \mathcal{P}: \ell(\lambda) \leq N} c_{\lambda, N}^{ \pm} s_{\lambda}(\mathbf{u}), \tag{4.27}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\lambda, N}^{ \pm}=\frac{\int_{(0,1)^{N}} \chi_{\lambda}\left(\underline{x}^{ \pm 1}\right) \Delta^{2}(\underline{x}) \prod_{a=1}^{N} x_{a}^{\alpha}\left(1-x_{a}\right)^{\beta} \mathrm{d}^{N} \underline{x}}{\int_{(0,1)^{N}} \Delta^{2}(\underline{x}) \prod_{a=1}^{N} x_{a}^{\alpha}\left(1-x_{a}\right)^{\beta} \mathrm{d}^{N} \underline{x}} . \tag{4.28}
\end{equation*}
$$

These can be explicitly evaluated via the following Selberg-Aomoto integral

$$
\begin{equation*}
\int_{(0,1)^{N}} \chi_{\lambda}(\underline{x}) \Delta^{2}(\underline{x}) \prod_{a=1}^{n} x_{a}^{\alpha}\left(1-x_{a}\right)^{\beta} \mathrm{d}^{N} \underline{x}=N!\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right) \prod_{k=1}^{N} \frac{\Gamma(\beta+k) \Gamma\left(\alpha+N+\lambda_{k}-k+1\right)}{\Gamma\left(\alpha+\beta+2 N+\lambda_{k}-k+1\right)}, \tag{4.29}
\end{equation*}
$$

for which we refer e.g. to [131, page 385]. Specifically, we write the coefficients $c_{\lambda, N}^{ \pm}$as functions of the contents of $\lambda$ only.

Proposition 4.1.6. We have
$c_{\lambda, N}^{+}=\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{(i, j) \in \lambda} \frac{(N-i+j)(\alpha+N-i+j)}{(\alpha+\beta+2 N-i+j)}, c_{\lambda, N}^{-}=\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{(i, j) \in \lambda} \frac{(N-i+j)(\alpha+\beta+N+i-j)}{(\alpha+i-j)}$,
where

$$
\begin{equation*}
\frac{\operatorname{dim} \lambda}{|\lambda|!}=\frac{\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right)}{\prod_{k=1}^{N}\left(\lambda_{k}-k+N\right)!} \tag{4.30}
\end{equation*}
$$

is the dimension of the irreducible representation associated to the partition $\lambda$.
Proof. We start with $c_{\lambda, N}^{+}$; using (4.28), (4.29), and (4.31) we compute

$$
\begin{align*}
c_{\lambda, N}^{+} & =\frac{\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right)}{\prod_{1 \leq i<j \leq N}(j-i)} \prod_{k=1}^{N} \frac{\Gamma\left(\alpha+N+\lambda_{k}-k+1\right) \Gamma(\alpha+\beta+2 N-k+1)}{\Gamma\left(\alpha+\beta+2 N+\lambda_{k}-k+1\right) \Gamma(\alpha+N-k+1)} \\
& =\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{k=1}^{N-1} \frac{(N-k+1)_{\lambda_{k}}(\alpha+N-k+1)_{\lambda_{k}}}{(\alpha+\beta+2 N-k+1)_{\lambda_{k}}} \\
& =\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{(i, j) \in \lambda} \frac{(N-i+j)(\alpha+N-i+j)}{(\alpha+\beta+2 N-i+j)} . \tag{4.32}
\end{align*}
$$

We remind that $(r)_{j}:=r(r+1) \cdots(r+j-1)$ denotes the rising factorial. For $c_{\lambda, N}^{-}$we first note that, thanks to Lemma 4.1.3 and (4.29), we have

$$
\begin{equation*}
\int_{(0,1)^{N}} \chi_{\lambda}\left(\underline{x}^{-1}\right) \Delta^{2}(\underline{x}) \prod_{a=1}^{N} x_{a}^{\alpha}\left(1-x_{a}\right)^{\beta} \mathrm{d}^{N} \underline{x}=N!\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right) \prod_{k=1}^{N} \frac{\Gamma(\beta+k) \Gamma\left(\alpha-\lambda_{k}+k\right)}{\Gamma\left(\alpha+\beta+N-\lambda_{k}+k\right)}, \tag{4.33}
\end{equation*}
$$

then with similar computations as above we obtain

$$
\begin{align*}
c_{\lambda, N}^{-} & =\frac{\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right)}{\prod_{1 \leq i<j \leq N}(j-i)} \prod_{k=1}^{N} \frac{\Gamma\left(\alpha-\lambda_{k}+k\right) \Gamma(\alpha+\beta+N+k)}{\Gamma\left(\alpha+\beta+N-\lambda_{k}+k\right) \Gamma(\alpha+k)} \\
& =\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{k=1}^{N-1} \frac{(N-k+1)_{\lambda_{k}}\left(\alpha+\beta+N-\lambda_{k}+k\right)_{\lambda_{k}}}{\left(\alpha-\lambda_{k}+k\right)_{\lambda_{k}}} \\
& =\frac{\operatorname{dim} \lambda}{|\lambda|!} \prod_{(i, j) \in \lambda} \frac{(N-i+j)(\alpha+\beta+N+i-j)}{(\alpha+i-j)} . \tag{4.34}
\end{align*}
$$

This proposition enables us to identify the Jacobi generating function (4.23) with the generating function of multiparametric weighted Hurwitz numbers in (4.5).

Corollary 4.1.7. Let $c_{\alpha}:=1+\alpha / N$ and $c_{\beta}:=1+\beta / N$; then the Jacobi formal partition functions in (4.23) take the form

$$
\begin{array}{lll}
Z_{N}^{+}(\mathbf{u})=\tau_{G^{+}}\left(\epsilon=\frac{1}{N}, \mathbf{t}\right), & G^{+}(z)=\frac{(1+z)\left(1+\frac{z}{c_{\alpha}}\right)}{1+\frac{z}{c_{\alpha}+c_{\beta}}}, & t_{k}=\left(\frac{c_{\alpha} N}{c_{\alpha}+c_{\beta}}\right)^{k} u_{k}, \\
Z_{N}^{-}(\mathbf{u})=\tau_{G^{-}}\left(\epsilon=\frac{1}{N}, \mathbf{t}\right), & G^{-}(z)=\frac{(1+z)\left(1-\frac{z}{c_{\alpha}+c_{\beta}-1}\right)}{1-\frac{z}{c_{\alpha}-1}}, & t_{k}=\left(\frac{\left(c_{\alpha}+c_{\beta}-1\right) N}{c_{\alpha}-1}\right)^{k} u_{k}, \tag{4.36}
\end{array}
$$

where $\tau_{G}$ is introduced in Theorem 4.1.1. i.e. it serves as a generating function for the multiparametric Hurwitz numbers $h_{G^{ \pm}}^{\frac{1}{N}}(\mu)$.

Proof. We first note that we can rewrite the expansion (4.27) as

$$
\begin{equation*}
Z_{N}^{ \pm}(\mathbf{u})=\sum_{\lambda \in \mathcal{P}} c_{\lambda, N}^{ \pm} s_{\lambda}(\mathbf{u}), \tag{4.37}
\end{equation*}
$$

with the sum over all partitions $\mathcal{P}$ and no longer restricted to $\ell(\lambda) \leq N$; this is clear as $c_{N, \lambda}^{ \pm}=0$ whenever $N=0,1,2, \ldots$ and $\ell(\lambda)>N$. Then the proof is immediate by the formula (4.7) for the coefficients $r_{\lambda}^{(G, \epsilon)}$, since (4.30) can be rewritten as

$$
\begin{align*}
& c_{\lambda, N}^{+}=\frac{\operatorname{dim} \lambda}{|\lambda|!}\left(\frac{c_{\alpha} N}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} \prod_{(i, j) \in \lambda} \frac{\left(1+\frac{1}{N}(j-i)\right)\left(1+\frac{1}{c_{\alpha} N}(j-i)\right)}{1+\frac{1}{\left(c_{\alpha}+c_{\beta}\right) N}(j-i)},  \tag{4.38}\\
& c_{\lambda, N}^{-}=\frac{\operatorname{dim} \lambda}{|\lambda|!}\left(\frac{\left(c_{\alpha}+c_{\beta}-1\right) N}{c_{\alpha}-1}\right)^{|\lambda|} \prod_{(i, j) \in \lambda} \frac{\left(1+\frac{1}{N}(j-i)\right)\left(1-\frac{1}{\left(c_{\alpha}+c_{\beta}-1\right) N}(j-i)\right)}{1-\frac{1}{\left(c_{\alpha}-1\right) N}(j-i)} . \tag{4.39}
\end{align*}
$$

We now connect the multiparametric Hurwitz numbers (2.2.3) for the functions $G^{ \pm}(z)$, appearing in Corollary 4.1.7, with the counting problem in Definition 4.1.4.

Proposition 4.1.8. If $G(z)=\frac{(1+z)(1+\gamma z)}{1-\delta z}$, with $\gamma$ and $\delta$ parameters, then for all partitions $\lambda \vdash n$ and all integers $g \geq 0$ we have

$$
\begin{equation*}
h_{2 g-2+n+\ell(\lambda)}^{G}(\lambda)=\frac{1}{n!} \sum_{\mu, \nu \vdash n} \gamma^{n-\ell(\nu)} \delta^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2-n} h_{g}(\lambda, \mu, \nu), \tag{4.40}
\end{equation*}
$$

where the triple monotone Hurwitz number $h_{g}(\lambda, \mu, \nu)$ has been introduced in Definition 4.1.4.
Proof. We apply the relation between YJM elements and the conjugacy classes (2.28) to the first two factors of the following to get

$$
\begin{align*}
\prod_{a=1}^{n} G\left(\epsilon J_{a}\right) & =\prod_{a=1}^{n}\left(1+\epsilon \mathcal{J}_{a}\right)\left(1+\epsilon \gamma \mathcal{J}_{a}\right) \frac{1}{1-\epsilon \delta \mathcal{J}_{a}} \\
& =\left(\sum_{\mu \vdash n} \epsilon^{n-\ell(\mu)} \mathcal{C}_{\mu}\right)\left(\sum_{\nu \vdash n}(\epsilon \gamma)^{n-\ell(\nu)} \mathcal{C}_{\nu}\right)\left(\sum_{r \geq 0}(\epsilon \delta)^{r} \sum_{1 \leq a_{1} \leq \cdots \leq a_{r} \leq n} \mathcal{J}_{a_{1}} \cdots \mathcal{J}_{a_{r}}\right) . \tag{4.41}
\end{align*}
$$

By definition (2.31), extracting the coefficient of $\epsilon^{d} \mathcal{C}_{\lambda}$ and dividing by $z_{\lambda}$ we obtain $h_{d}^{G}(\lambda)$; therefore

$$
\begin{equation*}
h_{d}^{G}(\lambda)=\frac{1}{z_{\lambda}|\operatorname{cyc}(\lambda)|} \sum_{\mu, \nu \vdash n} \gamma^{n-\ell(\nu)} \delta^{r} h_{g}(\lambda, \mu, \nu), \tag{4.42}
\end{equation*}
$$

where $d, r, g$ in this identity are related via

$$
\begin{equation*}
r=\ell(\lambda)+\ell(\mu)+\ell(\nu)+2 g-2-n, \quad d=2 n-\ell(\mu)-\ell(\nu)+r . \tag{4.43}
\end{equation*}
$$

The proof is complete by the identity $z_{\lambda}|\operatorname{cyc}(\lambda)|=n$ !, see (2.16).
We finally have all the elements to complete the proof of Theorem 4.1.5.
Proof of Theorem 4.1.5. From Corollary 4.1.7 we have, with the scaling $\alpha=\left(c_{\alpha}-1\right) N, \beta=$ $\left(c_{\beta}-1\right) N$,

$$
\begin{align*}
& Z_{N}^{+}(\mathbf{u})=\sum_{d \geq 1} \frac{1}{N^{d}} \sum_{\lambda \in \mathcal{P}}\left(\frac{c_{\alpha} N}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} h_{d}^{G^{+}}(\lambda) \prod_{i=1}^{\ell(\lambda)} u_{\lambda_{i}},  \tag{4.44}\\
& Z_{N}^{-}(\mathbf{u})=\sum_{d \geq 1} \frac{1}{N^{d}} \sum_{\lambda \in \mathcal{P}}\left(\frac{\left(c_{\alpha}+c_{\beta}-1\right) N}{c_{\alpha}-1}\right)^{|\lambda|} h_{d}^{G^{-}}(\lambda) \prod_{i=1}^{\ell(\lambda)} u_{\lambda_{i}}, \tag{4.45}
\end{align*}
$$

where we have used Proposition 4.1.1. It follows from (4.23) that

$$
\begin{align*}
\frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle}{z_{\lambda}} & =\sum_{d \geq 1} N^{|\lambda|-d}\left(\frac{c_{\alpha}}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} h_{d}^{G^{+}}(\lambda),  \tag{4.46}\\
\frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-\lambda_{j}}\right\rangle}{z_{\lambda}} & =\sum_{d \geq 1} N^{|\lambda|-d}\left(\frac{c_{\alpha}+c_{\beta}-1}{c_{\alpha}-1}\right)^{|\lambda|} h_{d}^{G^{-}}(\lambda), \tag{4.47}
\end{align*}
$$

and using finally Proposition 4.1 .8 we have

$$
\begin{align*}
& \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle}{z_{\lambda}}=\frac{1}{|\lambda|!} \sum_{g \geq 0} N^{2-2 g-\ell(\lambda)} \sum_{\mu, \nu \vdash|\lambda|}(-1)^{|\lambda|} \frac{c_{\alpha}^{\ell(\nu)}}{\left(-c_{\alpha}-c_{\beta}\right)^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2}} h_{\bar{g}}^{\geq}(\lambda, \mu, \nu),  \tag{4.48}\\
& \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-\lambda_{j}}\right\rangle}{z_{\lambda}}=\frac{1}{|\lambda|!} \sum_{g \geq 0} N^{2-2 g-\ell(\lambda)} \sum_{\mu, \nu \vdash n}(-1)^{|\lambda|} \frac{\left(1-c_{\alpha}-c_{\beta}\right)^{\ell(\nu)}}{\left(c_{\alpha}-1\right)^{\ell(\mu)+\ell(\nu)+\ell(\lambda)+2 g-2}} h_{g}^{\geq}(\lambda, \mu, \nu) . \tag{4.49}
\end{align*}
$$

Example 4.1.9. From Theorem 4.1.5, together with the explicit formulce of Theorem 3.2.12, we can compute
$\left\langle(\operatorname{tr} X)^{3}\right\rangle^{\mathrm{c}}=\frac{2 N(\alpha+\beta)(\beta-\alpha)(\alpha+N)(\beta+N)(\alpha+\beta+N)}{(\alpha+\beta+2 N-2)(\alpha+\beta+2 N-1)(\alpha+\beta+2 N)^{3}(\alpha+\beta+2 N+1)(\alpha+\beta+2 N+2)}$.
With the substitution $\alpha=\left(c_{\alpha}-1\right) N$ and $\beta=\left(c_{\beta}-1\right) N$ we have the large $N$ expansion

$$
\begin{align*}
\left\langle(\operatorname{tr} X)^{3}\right\rangle^{c}=\frac{1}{N} & {\left[c_{\alpha}\left(\frac{2}{\left(c_{\alpha}+c_{\beta}\right)^{3}}-\frac{6}{\left(c_{\alpha}+c_{\beta}\right)^{4}}+\frac{4}{\left(c_{\alpha}+c_{\beta}\right)^{5}}\right)\right.} \\
& +c_{\alpha}^{2}\left(-\frac{6}{\left(c_{\alpha}+c_{\beta}\right)^{4}}+\frac{18}{\left(c_{\alpha}+c_{\beta}\right)^{5}}-\frac{12}{\left(c_{\alpha}+c_{\beta}\right)^{6}}\right) \\
& \left.+c_{\alpha}^{3}\left(\frac{4}{\left(c_{\alpha}+c_{\beta}\right)^{5}}-\frac{12}{\left(c_{\alpha}+c_{\beta}\right)^{6}}+\frac{8}{\left(c_{\alpha}+c_{\beta}\right)^{7}}\right)\right]+\mathcal{O}\left(\frac{1}{N^{3}}\right) . \tag{4.51}
\end{align*}
$$

Matching the coefficients as in Theorem 4.1.5 we get the values for $h_{g=0}^{\mathrm{c}}(\lambda=(1,1,1), \mu, \nu)$ (the connected Hurwitz numbers defined in Remark 1.3.4) reported in the following table;

|  | $\nu=(3)$ | $\nu=(2,1)$ | $\nu=(1,1,1)$ |
| :---: | :---: | :---: | :---: |
| $\mu=(3)$ | 2 | 6 | 4 |
| $\mu=(2,1)$ | 6 | 18 | 12 |
| $\mu=(1,1,1)$ | 4 | 12 | 8 |

For example, the numbers in the first row $(\mu=(3))$ can be read from the following factorizations in $\mathfrak{S}_{3}$. To list them let us first note that we have $\operatorname{cyc}(\lambda)=\{\operatorname{Id}\}$ and $\operatorname{cyc}(\mu)=\{(123),(132)\}$; therefore for $\nu=(3)$ we have 2 factorizations ( $r=$ number of transpositions $=0$ )

$$
\begin{equation*}
(123)(132)=\mathrm{Id}, \quad(132)(123)=\mathrm{Id}, \tag{4.53}
\end{equation*}
$$

for $\nu=(2,1)(\operatorname{cyc}(\nu)=\{(12),(23),(13)\})$ we have 6 factorizations $(r=1)$

$$
\begin{array}{lll}
(123)(12)(13)=\mathrm{Id}, & (123)(13)(23)=\mathrm{Id}, & (123)(23)(12)=\mathrm{Id}, \\
(132)(13)(12)=\mathrm{Id}, & (132)(12)(23)=\mathrm{Id}, & (132)(23)(13)=\mathrm{Id}, \tag{4.55}
\end{array}
$$

and for $\nu=(1,1,1)$ we have the 4 factorizations ( $r=2$, here the monotone condition plays a role)

$$
\begin{array}{ll}
(123) \operatorname{Id}(12)(13)=\mathrm{Id}, & (123) \operatorname{Id}(13)(23)=\mathrm{Id}, \\
(132) \operatorname{Id}(12)(23)=\mathrm{Id}, & (123) \operatorname{Id}(23)(13)=\mathrm{Id}
\end{array}
$$

Similarly we can compute

$$
\begin{align*}
\left\langle\left(\operatorname{tr} X^{-1}\right)^{3}\right\rangle^{c}= & \frac{2 N(\alpha+N)(\alpha+2 N)(\beta+N)(\alpha+\beta+N)(\alpha+2 \beta+2 N)}{(\alpha-2)(\alpha-1) \alpha^{3}(\alpha+1)(\alpha+2)} \\
= & \frac{1}{N}\left[\left(\frac{2}{\left(c_{\alpha}-1\right)^{3}}+\frac{6}{\left(c_{\alpha}-1\right)^{4}}+\frac{4}{\left(c_{\alpha}-1\right)^{5}}\right)\left(c_{\alpha}+c_{\beta}-1\right)\right. \\
& -\left(\frac{6}{\left(c_{\alpha}-1\right)^{4}}+\frac{18}{\left(c_{\alpha}-1\right)^{5}}+\frac{12}{\left(c_{\alpha}-1\right)^{6}}\right)\left(c_{\alpha}+c_{\beta}-1\right)^{2} \\
& \left.+\left(\frac{4}{\left(c_{\alpha}-1\right)^{5}}+\frac{12}{\left(c_{\alpha}-1\right)^{6}}+\frac{8}{\left(c_{\alpha}-1\right)^{7}}\right)\left(c_{\alpha}+c_{\beta}-1\right)^{3}\right]+\mathcal{O}\left(\frac{1}{N^{3}}\right) \tag{4.58}
\end{align*}
$$

and from Theorem 4.1.5 we recognize the connected Hurwitz numbers tabulated above.

### 4.1.3 Generalization to the Jacobi beta ensemble

The same strategy used in deriving the connection of the Jacobi unitary ensemble to multiparametric Hurwitz numbers can be employed to link the Jacobi beta ensemble ( $\mathrm{J} \beta \mathrm{E}$ ) [142] to the so called $b$-Hurwitz numbers [45]. Here we give an idea of how to prove such a statement.

The joint eigenvalues probability distribution function of the $N$-dimensional $\mathrm{J} \beta \mathrm{E}$ with parameters $\alpha_{1}$ and $\alpha_{2}$ is given by

$$
\begin{equation*}
f_{\beta}(\underline{x})=c_{J}^{\beta, \alpha_{1}, \alpha_{2}} \prod_{i<j} \Delta^{\beta}(\underline{x}) \prod_{j=1}^{N} x^{\frac{\beta}{2} \alpha_{1}-1}(1-x)^{\frac{\beta}{2} \alpha_{2}-1} \mathrm{~d} \underline{x} . \tag{4.59}
\end{equation*}
$$

For $\beta=1,2,4$ it corresponds to the eigenvalue distribution associated to a full matrix model, respectively the Jacobi orthogonal/unitary/symplectic ensembles. For generic $\beta$ a tridiagonal matrix model has been given in the foundational paper of Dumitriu-Edelman [69].

The $b$-Hurwitz numbers have been introduced by Chapuy and Dołega in [45]. They are associated to the counting problem of generalized branched coverings of the Riemann sphere by (not necessarily orientable) surfaces with appropriate $b$-weighting and generalizes the weighted multiparametric Hurwitz numbers of Definition 2.2.3; see loc.cit. for the complete picture. The $b$ and $\beta$ parameters here and in the following are related as

$$
\begin{equation*}
b=\frac{2-\beta}{\beta} . \tag{4.60}
\end{equation*}
$$

In [45] the authors study the generating functions of these objects, which can be in turn considered a $b$-deformed version of the tau-functions of multiparametric weighted Hurwitz numbers of Theorem 2.3.1. They are expressed as an expansion in Jack symmetric polynomials $J_{\lambda}^{(b)}$, see [131],

$$
\begin{equation*}
\left.\tau_{G}^{b}(u, \epsilon ; \mathbf{t}, \mathbf{s})\right)=\sum_{n \geq 0} u^{n} \sum_{\lambda \vdash n} \frac{J_{\lambda}^{(b)}(\mathbf{t}) J_{\lambda}^{(b)}(\mathbf{s})}{\left\|J_{\lambda}^{(b)}\right\|^{2}} \prod_{(i, j) \in \lambda} G\left(\epsilon \cdot c_{b}(j-i)\right), \tag{4.61}
\end{equation*}
$$

where $G(z)$ can be taken to be a rational function as in (2.30) and $c_{b}$ is the weighted content of partitions,

$$
\begin{equation*}
c_{b}(i, j)=b(i-1)+i-j . \tag{4.62}
\end{equation*}
$$

The familiar expansion in Schur symmetric polynomials (2.36) is recovered from $b=0$; it is proved in [33] that for $b=1$ the function (4.61) obeys the BKP-integrable hierarchy.

Recall that the identification between the JUE and $G(z)=\frac{(1+z)(1+\gamma z)}{1-\delta z}$ multiparametric Hurwitz numbers consists of three steps:

1. Lemma 4.1.2: consider the deformation of the Jacobi potential $V(x ; \mathbf{t})=\alpha_{1} \log x+\alpha_{2} \log (1-$ $x)+\sum_{k>0} t_{k} x^{k}$ and use the Cauchy identity (4.20) to expand it in the basis of Schur polynomials $s_{\lambda}(\mathbf{t})$ with coefficients $c_{\lambda, N}$
2. Proposition 4.1.6: use the Selberg-Aomoto integral (4.29) to explicitly compute the coefficients $c_{\lambda, N}$ as a function of the contents of $\lambda$ for some rational $G(z)$
3. Corollary 4.1.7: use previous results and Proposition 4.1.1 to connect the JUE with the Hurwitz numbers associated to the specific $G(z)$

The tentative relation between the $\mathrm{J} \beta \mathrm{E}$ and generating functions of type (4.61) follows similar lines, replacing Schur polynomials with Jack ones:

1. A Cauchy identity of the form (4.20) holds for Jack polynomials as well, namely

$$
\begin{equation*}
\exp \left[\sum_{k \geq 1} \frac{t_{k}}{k(1+b)}\left(x_{1}^{k}+\cdots+x_{N}^{k}\right)\right]=\sum_{\lambda \in \mathcal{P}} \mathcal{J}_{\lambda}^{(1+b)}\left(x_{1}, \ldots, x_{N}\right) \frac{J_{\lambda}(\mathbf{t})}{j_{\lambda}^{(b)}}, \tag{4.63}
\end{equation*}
$$

where $j_{\lambda}^{(b)}$ is the analogue of $\frac{\operatorname{dim} \lambda}{|\lambda|!}$ in the $b=0$ case.
2. The Selberg-Aomoto integral can be generalized to arbitrary $\beta$ to compute averages of Jack polynomials $J_{\lambda}^{(b)}$ with respect to the Jacobi measure. It can be found e.g. in [84],

$$
\begin{align*}
\int_{(0,1)^{N}} J_{\lambda}^{(1 / k)}(\underline{x}) \Delta^{2 k}(\underline{x}) \prod_{i=1}^{N} x_{i}^{r-1}\left(1-x_{i}\right)^{s-1} \mathrm{~d} \underline{x} & =\nu_{\lambda}(k) \cdot \prod_{i=1}^{N} \frac{\Gamma\left(\lambda_{i}+r+k(N-i)\right) \Gamma(s+k(N-i))}{\Gamma\left(\lambda_{i}+r+s+k(2 N-i-1)\right)},  \tag{4.64}\\
\nu_{\lambda}(k) & =\prod_{1 \leq i<j \leq N} \frac{\Gamma\left(\lambda_{i}-\lambda_{j}+k(j-i+1)\right)}{\Gamma\left(\lambda_{i}-\lambda_{j}+k(j-i)\right)}, \tag{4.65}
\end{align*}
$$

and allows to express the coefficients in the Jack expansion in terms of $b$-contents
3. The connection with the $b$-Hurwitz numbers now passes through the results of Chapuy et al. and formula (4.61).

The detail will be sorted out in a future work.

### 4.2 LUE and double Hurwitz numbers

Let us introduce the formal generating functions

$$
\begin{equation*}
Z_{N}^{ \pm}(\mathbf{u}):=\int_{\mathcal{H}_{N}(0,1)} \exp \left(\sum_{k \geq 1} \frac{u_{k}}{k} \operatorname{tr} X^{ \pm k}\right) \mathrm{d} m_{N}^{\mathrm{L}}(X)=\sum_{\lambda \in \mathcal{P}} \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{ \pm \lambda_{j}}\right\rangle}{z_{\lambda}} \prod_{i=1}^{\ell(\lambda)} u_{\lambda_{i}} \tag{4.66}
\end{equation*}
$$

of LUE correlators, where we recall that

$$
\begin{equation*}
\mathrm{d} m_{N}^{\mathrm{L}}(X)=\frac{1}{C_{N}^{\mathrm{L}}} \operatorname{det}^{\alpha} \exp (-\operatorname{tr} X) \mathrm{d} X, \tag{4.67}
\end{equation*}
$$

with parameter $\alpha$ satisfying $\operatorname{Re} \alpha, \operatorname{Re} \beta>-1, C_{N}^{\mathrm{L}}$ defined in (1.59) and $\mathcal{H}_{N}^{+}$the set of positive definite Hermitian matrices, i.e. with eigenvalues lying in $(0, \infty)$. We call $Z_{N}^{+}(\mathbf{u})\left(\right.$ resp. $\left.Z_{N}^{-}(\mathbf{u})\right)$ the
positive (resp. negative) LUE partition function. Our description of the LUE correlators involves (weighted sums of) double (both strictly and weakly) monotone Hurwitz numbers, a reduction of the triple Hurwitz numbers introduced in Definition 4.1.4.

Definition 4.2.1. Given $n \geq 0$, partitions $\lambda, \mu \vdash n$ and an integer $g \geq 0$, we define $h_{g}^{>}(\lambda ; \mu)$ (resp. $h_{\bar{g}}(\lambda ; \mu)$ ) as the number of tuples $\left(\pi_{1}, \pi_{2}, \tau_{1}, \ldots, \tau_{r}\right)$ of permutations in $\mathfrak{S}_{n}$ such that

1. $r=2 g-2+\ell(\lambda)+\ell(\mu)$,
2. $\pi_{1} \in \operatorname{cyc}(\lambda), \pi_{2} \in \operatorname{cyc}(\mu)$,
3. $\tau_{i}=\left(a_{i}, b_{i}\right)$ are transpositions, with $a_{i}<b_{i}$ and $b_{1}<\cdots<b_{r}$, (resp. $b_{1} \leq \cdots \leq b_{r}$ )
4. $\pi_{1} \tau_{1} \cdots \tau_{r} \in \operatorname{cyc}(\mu)$.

The relation of these Hurwitz numbers to the LUE is expressed by the following result.

Theorem 4.2.2 ([51]). Under the re-scaling $\alpha=(c-1) N$, for any partition $\lambda$ we have the following Laurent expansions as $N \rightarrow \infty$;

$$
\begin{align*}
N^{\ell(\lambda)-|\lambda|} \frac{|\lambda|!}{z_{\lambda}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle & =\sum_{g \geq 0} \frac{1}{N^{2 g-2}} \sum_{\mu \vdash|\lambda|} c^{\ell(\mu)} h_{g}^{>}(\lambda ; \mu), & c>1-\frac{1}{N},  \tag{4.68}\\
N^{\ell(\lambda)+|\lambda|} \frac{|\lambda|!}{z_{\lambda}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-\lambda_{j}}\right\rangle & =\sum_{g \geq 0} \frac{1}{N^{2 g-2}} \sum_{\mu \vdash|\lambda|} \frac{h_{\bar{g}}^{\geq}(\lambda ; \mu)}{(c-1)^{2 g-2+|\lambda|+\ell(\lambda)+\ell(\mu)}}, & c>1+\frac{|\lambda|}{N} . \tag{4.69}
\end{align*}
$$

Remark 4.2.3. The proof of Theorem 4.2.2 could be carried out following the same strategy adopted in the previous section in the proof of Theorem 4.1.5. Indeed a Selberg-Aomoto integral formula holds for the Laguerre measure as well,

$$
\begin{equation*}
\int_{(0, \infty)^{N}} \chi_{\lambda}(\underline{x}) \Delta^{2}(\underline{x}) \prod_{a=1}^{n} x_{a}^{\alpha} e^{-x_{a}} \mathrm{~d}^{N} \underline{x}=N!\prod_{1 \leq i<j \leq N}\left(\lambda_{i}-\lambda_{j}+j-i\right) \prod_{k=1}^{N} \Gamma\left(\alpha+N+\lambda_{k}-k+1\right), \tag{4.70}
\end{equation*}
$$

from which we find a suitable function $G$ and parameter $\epsilon$ to match the coefficients $c_{\lambda}$ with $r^{(G, \epsilon)}$.
However, a much more direct way is to just pass from JUE to LUE via the following limit,

$$
\begin{equation*}
\lim _{\beta \rightarrow+\infty} \beta^{k_{1}+\cdots+k_{\ell}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{k_{j}}\right\rangle_{J U E}=\frac{\int_{\mathcal{H}_{N}(0,+\infty)}\left(\prod_{j=1}^{\ell} \operatorname{tr} X^{k_{j}}\right) \operatorname{det}^{\alpha}(X) \exp (-\operatorname{tr} X) \mathrm{d} X}{\int_{\mathcal{H}_{N}(0,+\infty)} \operatorname{det}^{\alpha}(X) \exp (-\operatorname{tr} X) \mathrm{d} X}, \tag{4.71}
\end{equation*}
$$

valid for $k_{1}, \cdots, k_{\ell}$ arbitrary integers. Indeed, let us prove the expansion (4.68) starting from (4.46), which we rewrite here as

$$
\begin{equation*}
\frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{J U E}}{z_{\lambda}}=\sum_{d \geq 1} N^{|\lambda|-d}\left(\frac{c_{\alpha}}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} H_{d}^{G^{+}}(\lambda) . \tag{4.72}
\end{equation*}
$$

Then, applying (4.71) to (4.72) and substituting $\beta=N\left(c_{\beta}-1\right)$ yields

$$
\begin{align*}
\frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{L U E}}{z_{\lambda}} & =\lim _{c_{\beta} \rightarrow+\infty} N^{|\lambda|} c_{\beta}^{|\lambda|} \sum_{d \geq 1} N^{|\lambda|-d}\left(\frac{c_{\alpha}}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} h_{G^{+}}^{d}(\lambda)  \tag{4.73}\\
& =\lim _{c_{\beta} \rightarrow+\infty} \frac{1}{z_{\mu}}\left[\epsilon^{d} \mathcal{C}_{\lambda}\right] \prod_{a=1}^{n}\left(1+\frac{1}{N} \mathcal{J}_{a}\right)\left(1+\frac{1}{N c_{\alpha}} \mathcal{J}_{a}\right) \frac{1}{1-\frac{1}{N\left(c_{\alpha}+c_{\beta}\right)} \mathcal{J}_{a}}  \tag{4.74}\\
& =\sum_{d \geq 1} N^{|\lambda|-d} c_{\beta}^{|\lambda|}\left(\frac{c_{\alpha}}{c_{\alpha}+c_{\beta}}\right)^{|\lambda|} h_{\widetilde{G}}^{d}(\lambda) \tag{4.75}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{G}^{(z)}=\lim _{c_{\beta} \rightarrow+\infty} G^{+}\left(z ; c_{\alpha}, c_{\beta}\right)=\lim _{c_{\beta} \rightarrow+\infty} \frac{(1+z)\left(1+\frac{z}{c_{\alpha}}\right)}{1+\frac{z}{c_{\alpha}+c_{\beta}}}=(1+z)\left(1+\frac{z}{c_{\alpha}}\right) . \tag{4.76}
\end{equation*}
$$

The associated multiparametric Hurwitz numbers are found as in Proposition 4.1.8,

$$
\begin{align*}
\prod_{a=1}^{|\lambda|} \widetilde{G}\left(\epsilon J_{a}\right) & =\prod_{a=1}^{|\lambda|}\left(1+\frac{\epsilon}{c_{\alpha}} \mathcal{J}_{a}\right)\left(1+\epsilon \mathcal{J}_{a}\right) \\
& =\left(\sum_{\mu \dashv|\lambda|}\left(\frac{\epsilon}{c_{\alpha}}\right)^{|\lambda|-\ell(\mu)} \mathcal{C}_{\mu}\right)\left(\sum_{r \geq 0} \epsilon^{r} \sum_{1<a_{1}<\cdots<a_{r}<|\lambda|} \mathcal{J}_{a_{1}} \cdots \mathcal{J}_{a_{r}}\right), \tag{4.77}
\end{align*}
$$

so that

$$
\begin{equation*}
h_{\widetilde{G}}^{d}(\lambda)=\frac{1}{|\lambda|} \sum_{\mu \vdash|\lambda|}\left(\frac{1}{c_{\alpha}}\right)^{|\lambda|-\ell(\mu)} h_{g}^{>}(\lambda, \mu), \tag{4.78}
\end{equation*}
$$

where $d, r, g$ in this identity are related via

$$
\begin{equation*}
r=2 g-2+\ell(\lambda)+\ell(\mu), \quad d=|\lambda|-\ell(\mu)+r . \tag{4.79}
\end{equation*}
$$

Finally, putting together equations (4.75), (4.78) and (4.79) we have

$$
\begin{equation*}
N^{-|\lambda|} \frac{|\lambda|!}{z_{\lambda}}\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{L U E}=\sum_{g \geq 0} N^{2-2 g-\ell(\lambda)} \sum_{\mu \vdash|\lambda|} c_{\alpha}^{\ell(\mu)} h_{g}^{>}(\lambda, \mu), \tag{4.80}
\end{equation*}
$$

which is exactly (4.68). Formula (4.69) is proved likewise starting from (4.47).
Remark 4.2.4. Notice that, in contrast to the JUE case, positive and negative correlators of the LUE are expressed via different objects, respectively strictly and weakly monotone Hurwitz numbers. In the Jacobi case, it is somewhat a generalization of the reflection formula for the Gamma function; specifically, when $N=1$ moments are expressed via the beta function as

$$
\begin{equation*}
\frac{\int_{0}^{1} x^{k} \cdot x^{\alpha}(1-x)^{\beta} \mathrm{d} x}{\int_{0}^{1} x^{\alpha}(1-x)^{\beta} \mathrm{d} x}=\frac{\Gamma(\alpha+k+1) \Gamma(\alpha+\beta+2)}{\Gamma(\alpha+1) \Gamma(\alpha+\beta+k+2)}=: m(k, \alpha, \beta) \tag{4.81}
\end{equation*}
$$

and using Euler's reflection formula

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin \pi z}, \tag{4.82}
\end{equation*}
$$

the following relation is immediate for $k \in \mathbb{Z}$,

$$
\begin{equation*}
m(k, \alpha, \beta)=m(-k,-2-\alpha-\beta, \beta) . \tag{4.83}
\end{equation*}
$$

For general N, a similar relation holds between negative and positive correlators, namely writing out the dependence on $\alpha, \beta$ explicitly

$$
\begin{equation*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{J U E}(\alpha, \beta)=\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{-\lambda_{j}}\right\rangle_{J U E}(-2 N-\alpha-\beta, \beta) . \tag{4.84}
\end{equation*}
$$

This can already be seen from formulce (4.25) and (4.26) of Theorem 4.1.5. Indeed, recall we defined $c_{\alpha}=1+\alpha / N$ and $c_{\beta}=1+\beta / N$, so that the parameters relation (4.84) is equivalent to

$$
\begin{equation*}
(\alpha, \beta) \leftrightarrow(-2 N-\alpha-\beta, \beta) \Longleftrightarrow\left(c_{\alpha}, c_{\alpha}+c_{\beta}\right) \leftrightarrow\left(\left(1-c_{\alpha}-c_{\beta}\right) N,-\left(c_{\alpha}-1\right) N\right), \tag{4.85}
\end{equation*}
$$

which automatically brings (4.25) in (4.26). Such a symmetry is not preserved in the Laguerre case via the limit (4.71) since it is obtained via the parameter limit $\beta \rightarrow \infty$.

Example 4.2.5. Here we employ the formuld of Theorems 3.2.5 and 4.2.2 to obtain the genus zero limit for one- and two-point correlators. In these cases, formula of the same kind have already appeared in the literature [54, 87, 169]. In the regime $\alpha=N(c-1)$ with $N \rightarrow \infty$ we have

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \frac{A_{\ell}(N, c N)}{N^{\ell+1}}=\frac{1}{\ell} \sum_{b=0}^{\ell-1}\binom{\ell}{b+1}\binom{\ell}{b} c^{b+1},  \tag{4.86}\\
& \lim _{N \rightarrow \infty} \frac{B_{\ell}(N, c N)}{N^{\ell}}=\sum_{b=0}^{\ell}\binom{\ell}{b}^{2} c^{b} . \tag{4.87}
\end{align*}
$$

In particular, $\left\langle\operatorname{tr} X^{\ell}\right\rangle=A_{\ell}(N, M)$, in the regime $N \rightarrow \infty$ with $\alpha=N(c-1)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\left\langle\operatorname{tr} X^{\ell}\right\rangle}{N^{\ell+1}}=\sum_{s=1}^{\ell} \mathcal{N}_{\ell, s} c^{s} \tag{4.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{N}_{\ell, s}:=\frac{1}{\ell}\binom{\ell}{s}\binom{\ell}{s-1}, \quad \ell \geq 1, s=1, \ldots, \ell \tag{4.89}
\end{equation*}
$$

are the Narayana numbers. Formula (4.88) agrees with Wigner's computation of positive moments of the Laguerre equilibrium measure $\rho(x)=\frac{\sqrt{\left(x_{+}-x\right)\left(x-x_{-}\right)}}{2 \pi c x} 1_{x \in\left(x_{-}, x_{+}\right)}$with $x_{ \pm}:=(1 \pm \sqrt{c})^{2}$, see [85].

From the one-point function, matching the coefficients in $N$ (i.e. the genus g) and in c (i.e. the length $s$ of the summand partition) we obtain, for the weighted strictly monotone and weakly monotone double Hurwitz numbers of genus zero, for a partition $\mu=(k)$,

$$
\begin{align*}
& \frac{z_{(k)}}{k!} \sum_{\nu \text { of length } s} h_{g=0}^{>}((k) ; \nu)=\frac{1}{(k-1)!} \sum_{\nu \text { of length } s} h_{g=0}^{>}((k) ; \nu)=\mathcal{N}_{k, s}=\frac{1}{k}\binom{k}{s-1}\binom{k}{s},  \tag{4.90}\\
& \frac{z_{(k)}}{k!} \sum_{\nu \text { of length } s} h_{g=0}^{\geq}((k) ; \nu)=\frac{1}{(k-1)!} \sum_{\nu \text { of length } s} h_{g=0}^{\geq}((k) ; \nu)=\binom{k-1}{k-s} \frac{(s+1)_{k-2}}{(k-1)!} . \tag{4.91}
\end{align*}
$$

Similarly, for all two-point generating functions, we obtain the planar limit $g=0$ as

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathscr{F}_{2, \infty}^{\mathrm{c}}\left(N z_{1}, N z_{2}\right)=\lim _{N \rightarrow \infty} \mathscr{F}_{2,0}^{\mathrm{c}}\left(N z_{1}, N z_{2}\right)=-\frac{\phi\left(z_{1}, z_{2}\right)+\sqrt{\phi\left(z_{1}, z_{1}\right) \phi\left(z_{2}, z_{2}\right)}}{2 \sqrt{\phi\left(z_{1}, z_{1}\right) \phi\left(z_{2}, z_{2}\right)}\left(z_{1}-z_{2}\right)^{2}} \tag{4.92}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi\left(z_{1}, z_{2}\right):=c^{2}-c\left(2+z_{1}+z_{2}\right)+\left(z_{1}-1\right)\left(z_{2}-1\right) . \tag{4.93}
\end{equation*}
$$

The two-point planar limit is strictly related [79] to the so called canonical symmetric bi-differential (called also Bergman kernel) associated to the spectral curve $x^{2} y^{2}=\left(x-x_{+}\right)\left(x-x_{-}\right)=c^{2}-2 c(x+$ $1)+(x-1)^{2}$.

## Chapter 5

## Connections with intersection theory on moduli spaces of curves

In recent years, Hurwitz numbers have found their way to connect with the intersection theory on moduli spaces of curves. In this respect, a fundamental result is the classical ELSV formula, which takes its name from its discoverers, Ekedahl, Lando, Shapiro, Vainshtein, [73], and expresses simple Hurwitz numbers in terms of intersection numbers on moduli spaces of curves.

Theorem 5.0.1 (ELSV-Formula, [73]). Let $\mu=\left(\mu_{1}, \ldots, \mu_{\ell}\right)$ be a partition of $n$, then

$$
\begin{equation*}
h_{g}(\mu)=\frac{(2 g-2+|\mu|+\ell)!}{|\operatorname{Aut}(\mu)|} \prod_{i=1}^{\ell} \frac{\mu_{i}^{\mu_{i}}}{\mu_{i}!} \int_{\overline{\mathcal{M}}_{g, n}} \frac{\sum_{j=0}^{g}(-1)^{j} \lambda_{j}}{\prod_{i=1}^{\ell}\left(1-\mu_{i} \psi_{i}\right)} . \tag{5.1}
\end{equation*}
$$

In the above $h_{g}(\mu)$ denotes indeed the simple Hurwitz numbers of genus $g$ and partition $\mu$, and $\operatorname{Aut}(\mu)$ the permutation group of symmetries of the parts of $\mu$. We denote by $\overline{\mathcal{M}}_{g, n}$ the DeligneMumford moduli space of stable nodal Riemann surfaces, $\psi_{i} \in H^{2}\left(\overline{\mathcal{M}}_{g, n}, \mathbb{Q}\right)$ the first Chern class of the cotangent line bundle to the $i$-th marked point and with $\lambda_{i} \in H^{2 i}\left(\overline{\mathcal{M}}_{g, n}, \mathbb{Q}\right)$ the Chern classes of the Hodge bundle $\mathbb{E}$ so that $\lambda_{i}=c_{i}(\mathbb{E}) \in H^{2 i}\left(\overline{\mathcal{M}}_{g, n}, \mathbb{Q}\right)$. For the precise definition of these objects we refer to the literature, see e.g. [171] and references therein.

The ELSV formula is a cornerstone of the modern enumerative geometry. Even though it was obtained by purely geometrical means [80, 100] it can be connected to the Witten-Kontsevich Theorem and hence to the KdV hierarchy, a direction pioneered by Kazarian and Lando [124, 125]. On the other side $E L S V$-like formulce have been discovered recently, in the aim of counting general Hurwitz numbers; we find such examples in [37] for double Hurwitz numbers generalizing a previous result of Johnson-Pandharipande-Tseng [119], in [10] for single monotone Hurwitz numbers, in [39] for 2-orbifold strictly monotone Hurwitz numbers, in [41] and [71] for spin Hurwitz numbers following conjectural formulæ of Zvonkine [170].

The purpose of this chapter is exactly to give a contribution to this new plethora of ELSV-like formulæ, combining our results on the combinatorial interpretation of classical unitary ensemble with recent work connecting integrable systems and enumerative geometry. Specifically, from Dubrovin et al. [62] we are able link the multiparametric Hurwitz numbers of LUE with cubic Hodge integrals; work on the connection between cubic Hodge integrals and integrable hierarchies, namely the KP-hierarchy, was also carried out by Alexandrov in [8, 9]. In a similar fashion, we connect the explicit (Legendre) matrix model presented by Norbury in [148] as a generating function of $\Theta$-GW invariants with the multiparametric Hurwitz numbers of JUE. The resulting ELSV-like formulæ are reported in (5.2) and (5.62).

We thank Di Yang for pointing out the connection between our results on JUE and Norbury's one on intersection numbers.

### 5.1 Hodge integrals and LUE

The main Theorem of this section is the following ELSV-like formula.

Theorem 5.1.1. For any partition $\mu=\left(\mu_{1}, \ldots, \mu_{\ell}\right)$ of length $\ell$ we have

$$
\begin{equation*}
\sum_{g \geq 0} \epsilon^{2 g-2} \mathscr{H}_{g, \mu}=2^{\ell} \sum_{\gamma \geq 0}(2 \epsilon)^{2 \gamma-2} \sum_{\nu \dashv|\mu|}\left(\omega+\frac{\epsilon}{2}\right)^{2-2 \gamma+|\mu|-\ell-\ell(\nu)}\left(\omega-\frac{\epsilon}{2}\right)^{\ell(\nu)} h_{\gamma}^{>}(\mu, \nu) \tag{5.2}
\end{equation*}
$$

where

$$
\begin{align*}
\mathscr{H}_{g, \mu}:= & 2^{g-1} \sum_{m \geq 0} \frac{(\omega-1)^{m}}{m!} \int_{\overline{\mathcal{M}}_{g, \ell+m}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \exp \left(-\sum_{d \geq 1} \frac{\kappa_{d}}{d}\right) \prod_{a=1}^{\ell} \frac{\mu_{a}\binom{2 \mu_{a}}{\mu_{a}}}{1-\mu_{a} \psi_{a}} \\
& +\frac{\delta_{g, 0} \delta_{\ell, 1}}{2}\left(\omega-\frac{\mu_{1}}{\mu_{1}+1}\right)\binom{2 \mu_{1}}{\mu_{1}}+\frac{\delta_{g, 0} \delta_{\ell, 2}}{2} \frac{\mu_{1} \mu_{2}}{\mu_{1}+\mu_{2}}\binom{2 \mu_{1}}{\mu_{1}}\binom{2 \mu_{2}}{\mu_{2}} . \tag{5.3}
\end{align*}
$$

Here $\kappa_{j} \in H^{2 j}\left(\overline{\mathcal{M}}_{g, n}, \mathbb{Q}\right)(j=1,2, \ldots)$ are the Mumford-Morita-Miller classes, and $\Lambda(\xi):=$ $1+\lambda_{1} \xi+\cdots+\lambda_{g} \xi^{g}$ is the Chern polynomial of the Hodge bundle, $\lambda_{i} \in H^{2 i}\left(\overline{\mathcal{M}}_{g, n}, \mathbb{Q}\right)$, the remaining objects have been defined below Theorem 5.0.1; again we refer to the literature for a more accurate definition. Finally $h_{\gamma}^{>}(\mu ; \nu)$ are the Hurwitz numbers of Definition 4.2.1. Note that $\mathscr{H}_{g, \mu}$ in (5.3) is a well defined formal power series in $\mathbb{C}[[\omega-1]]$, as for dimensional reasons each coefficient of $(\omega-1)^{m}$ in (5.3) is a finite sum of intersection numbers of Mumford-Morita-Miller and Hodge classes on the moduli spaces of curves.

As anticipated, this will be proven by identifying the LUE partition function with the generating function of the intersection numbers depicted above. The latter is connected to the modified GUE partition function, termed mGUE and denoted $\widetilde{Z}_{N}(\mathbf{s})$, introduced in [62] and which we now define. Consider the classical GUE partition function with couplings to odd powers set to zero, namely

$$
\begin{equation*}
Z_{N}^{\text {even }}(\mathbf{s}):=\int_{\mathcal{H}_{N}} \exp \operatorname{tr}\left(-\frac{1}{2} X^{2}+\sum_{k \geq 1} s_{k} X^{2 k}\right) \mathrm{d} X, \quad \mathbf{s}=\left(s_{1}, s_{2}, \ldots\right) \tag{5.4}
\end{equation*}
$$

It is then argued in [62] that the identity

$$
\begin{equation*}
\frac{Z_{N}^{\text {even }}(\mathbf{s})}{(2 \pi)^{N} \operatorname{Vol}(N)}=\widetilde{Z}_{N-\frac{1}{2}}(\mathbf{s}) \widetilde{Z}_{N+\frac{1}{2}}(\mathbf{s}), \quad \operatorname{Vol}(N):=\frac{\pi^{\frac{N(N-1)}{2}}}{\mathrm{G}(N+1)} \tag{5.5}
\end{equation*}
$$

uniquely defines $\widetilde{Z}_{N}(\mathbf{s})$; above, $\operatorname{Vol}(N)$ is the usual volume (1.15), while $\mathrm{G}(z)$ is the Barnes Gfunction, with the particular evaluation

$$
\begin{equation*}
\mathrm{G}(N+1)=1!2!\cdots(N-1)! \tag{5.6}
\end{equation*}
$$

for any integer $N>0$. With respect to the normalizations in [62] we are setting $\epsilon \equiv 1$ for simplicity; the dependence on $\epsilon$ can be restored by the scaling $N=x \epsilon$. The Hodge-GUE correspondence works as follows; introduce the generating function

$$
\begin{equation*}
\mathcal{H}(\mathbf{p} ; \epsilon)=\sum_{g \geq 0} \epsilon^{2 g-2} \sum_{n \geq 0} \sum_{k_{1}, \ldots, k_{n} \geq 0} \frac{p_{k_{1}} \cdots p_{k_{n}}}{n!} \int_{\overline{\mathcal{M}}_{g, n}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{i=1}^{n} \psi_{i}^{k_{i}}, \tag{5.7}
\end{equation*}
$$

for special cubic Hodge integrals, here $\mathbf{p}=\left(p_{0}, p_{1}, \ldots\right)$. Then the following is proved in [62].
Theorem 5.1.2 (Hodge-GUE correspondence [62]). Introduce the formal series

$$
\begin{equation*}
A(\omega, \mathbf{s}):=\frac{1}{4} \sum_{j_{1}, j_{2} \geq 1} \frac{j_{1} j_{2}}{j_{1}+j_{2}}\binom{2 j_{1}}{j_{1}}\binom{2 j_{2}}{j_{2}} s_{j_{1}} s_{j_{2}}+\frac{1}{2} \sum_{j \geq 1}\left(\omega-\frac{j}{j+1}\right)\binom{2 j}{j} s_{j}, \tag{5.8}
\end{equation*}
$$

and a transformation of an infinite vector of times $\mathbf{s}=\left(s_{1}, s_{2}, \ldots\right) \mapsto \mathbf{p}=\left(p_{0}, p_{1}, \ldots\right)$ depending on a parameter $\omega$ as

$$
\begin{equation*}
p_{k}(\omega, \mathbf{s}):=\sum_{j \geq 1} j^{k+1}\binom{2 j}{j} s_{j}+\delta_{k, 1}+\omega \delta_{k, 0}-1, \quad k \geq 0 . \tag{5.9}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)+\epsilon^{-2} A(\omega, \mathbf{s})=\log \widetilde{Z}_{\frac{\omega}{\epsilon}}\left(\left(s_{1}, \epsilon s_{2}, \epsilon^{2} s_{3}, \ldots\right)\right)+B(\omega, \epsilon) \tag{5.10}
\end{equation*}
$$

where $B(\omega, \epsilon)$ is a constant depending on $\omega$ and $\epsilon$ only and $\widetilde{Z}_{\frac{\omega}{\epsilon}}$ the mGUE partition function (5.5).
On the other side, recall the positive LUE partition function (4.66),

$$
\begin{equation*}
Z_{N}(\alpha ; \mathbf{t})=\frac{1}{C_{N}^{\mathrm{L}}} \int_{\mathcal{H}_{N}^{+}} \operatorname{det}^{\alpha} X \exp \operatorname{tr}\left(-X+\sum_{k>0} t_{k} X^{k}\right) \mathrm{d} X, \tag{5.11}
\end{equation*}
$$

where for convenience we rescaled the time variables as $u_{k} \mapsto k t_{k}$ and explicitly wrote out the dependence on the complex parameter $\alpha$. We have the following relation with the mGUE partition function.

Theorem 5.1.3. The modified GUE partition function $\widetilde{Z}_{N}(\mathbf{s})$ in (5.5) is identified with the Laguerre partition function $Z_{N}(\alpha ; \mathbf{t})$ in (5.11) by the relation

$$
\begin{equation*}
\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s})=C_{N} Z_{N}\left(\alpha=-\frac{1}{2} ; \mathbf{t}\right) \tag{5.12}
\end{equation*}
$$

where $\mathbf{t}, \mathbf{s}$ are related by

$$
\begin{equation*}
t_{k}=2^{k} s_{k} \tag{5.13}
\end{equation*}
$$

and $C_{N}$ is an explicit constant depending on $N$ only;

$$
\begin{equation*}
C_{N}=\frac{2^{N^{2}-\frac{3}{2} N+\frac{1}{4}}}{\pi^{\frac{N(N+1)}{2}}} \mathrm{G}(N+1) . \tag{5.14}
\end{equation*}
$$

Identity (5.12) can be recast as the following explicit relation,

$$
\begin{equation*}
\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s})=\frac{2^{-N+\frac{1}{4}}}{\pi^{\frac{N(N+1)}{2}}} \mathrm{G}(N+1) \int_{H_{N}^{+}} \exp \operatorname{tr}\left(-\frac{X}{2}+\sum_{k \geq 1} s_{k} X^{k}\right) \frac{\mathrm{d} X}{\sqrt{\operatorname{det} X}} \tag{5.15}
\end{equation*}
$$

which is obtained from (5.12) by a change of variable $X \mapsto \frac{X}{2}$ in the LUE partition function.
Theorem 5.1.1 is proven combining Theorems 5.1.2 and 5.1.3.

### 5.1.1 Relation between LUE and mGUE partition functions

Recall that the mGUE partition function is uniquely defined by the factorization (5.5) of the even GUE partition function; we will now seek for an identical factorization in terms of two LUE partition functions.

To this end, let us introduce two sequences of monic orthogonal polynomials; $p_{n}^{\text {even }}(x)=x^{n}+\ldots$ satisfying

$$
\begin{equation*}
\int_{-\infty}^{+\infty} p_{n}^{\text {even }}(x) p_{m}^{\text {even }}(x) \mathrm{e}^{V\left(x^{2}\right)} \mathrm{d} x=h_{n}^{\text {even }} \delta_{n, m} \tag{5.16}
\end{equation*}
$$

and, for $\operatorname{Re} \alpha>-1, p_{n}^{(\alpha)}(x)=x^{n}+\ldots$ satisfying

$$
\begin{equation*}
\int_{0}^{+\infty} p_{n}^{(\alpha)}(x) p_{m}^{(\alpha)}(x) x^{\alpha} \mathrm{e}^{V(x)} \mathrm{d} x=h_{n}^{(\alpha)} \delta_{n, m} \tag{5.17}
\end{equation*}
$$

where $V(x)$ is an arbitrary potential for which the polynomials are well defined. The following lemma is elementary and can be found e.g. in [49].

Lemma 5.1.4. For all $n \geq 0$ we have

$$
\begin{equation*}
p_{2 n}^{\text {even }}(x)=p_{n}^{\left(-\frac{1}{2}\right)}\left(x^{2}\right), \quad p_{2 n+1}^{\text {even }}(x)=x p_{n}^{\left(\frac{1}{2}\right)}\left(x^{2}\right) \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{2 n}^{\mathrm{even}}=h_{n}^{\left(-\frac{1}{2}\right)}, \quad h_{2 n+1}^{\mathrm{even}}=h_{n}^{\left(\frac{1}{2}\right)} \tag{5.19}
\end{equation*}
$$

Proof. We prove the first formulæ in (5.18) and (5.19), the second ones follow likewise. Rewrite (5.17) for $\alpha=-\frac{1}{2}$ and make the change of variables $x=y^{2}$, then

$$
\begin{align*}
h_{n}^{\left(-\frac{1}{2}\right)} \delta_{n, m} & =\int_{0}^{+\infty} p_{n}^{\left(-\frac{1}{2}\right)}(x) p_{m}^{\left(-\frac{1}{2}\right)}(x) x^{-\frac{1}{2}} \mathrm{e}^{V(x)} \mathrm{d} x=\int_{0}^{+\infty} p_{n}^{\left(-\frac{1}{2}\right)}\left(y^{2}\right) p_{m}^{\left(-\frac{1}{2}\right)}\left(y^{2}\right) y^{-1} \mathrm{e}^{V\left(y^{2}\right)} 2 y \mathrm{~d} y  \tag{5.20}\\
& =\int_{-\infty}^{+\infty} p_{n}^{\left(-\frac{1}{2}\right)}\left(y^{2}\right) p_{m}^{\left(-\frac{1}{2}\right)}\left(y^{2}\right) \mathrm{e}^{V\left(y^{2}\right)} \mathrm{d} y \tag{5.21}
\end{align*}
$$

where we also used the parity of the last integrand. The claim follows comparing with the orthogonality property (5.16).

Next, recall the relation between matrix integrals and the norming constants (1.29) so that with respect to the above orthogonal polynomials

$$
\begin{array}{r}
\quad \frac{1}{\operatorname{Vol}(N)} \int_{\mathcal{H}_{N}} \exp \operatorname{tr}\left(-V\left(X^{2}\right)\right) \mathrm{d} X=h_{0}^{\text {even }} h_{1}^{\text {even }} \cdots h_{N-1}^{\text {even }}, \\
\frac{1}{\operatorname{Vol}(N)} \int_{\mathcal{H}_{N}^{+}} \operatorname{det}^{\alpha} X \exp \operatorname{tr}(-V(X)) \mathrm{d} X=h_{0}^{(\alpha)} h_{1}^{(\alpha)} \cdots h_{N-1}^{(\alpha)} \tag{5.23}
\end{array}
$$

where $\operatorname{Vol}(N)$ is defined in (5.5). Using the above relations and (5.19) in the case $V(x)=\frac{x}{2}-$ $\sum_{k \geq 1} s_{k} x^{k}$, we obtain the following identity between the GUE partition function $Z_{2 N}^{\text {even }}(\mathbf{s})$ in (5.4) and the Laguerre partition function $Z_{N}\left( \pm \frac{1}{2} ; \mathbf{t}\right)$ in (5.11),

$$
\begin{equation*}
\frac{Z_{2 N}^{\text {even }}(\mathbf{s})}{Z_{2 N}^{\text {even }}(\mathbf{0})}=\frac{Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right)}{Z_{N}\left(-\frac{1}{2} ; \mathbf{0}\right)} \frac{Z_{N}\left(\frac{1}{2} ; \mathbf{t}\right)}{Z_{N}\left(\frac{1}{2} ; \mathbf{0}\right)}, \quad t_{k}:=2^{k} s_{k}, \tag{5.24}
\end{equation*}
$$

where $Z_{N}^{\text {even }}(\mathbf{0})=\sqrt{2^{N} \pi^{N^{2}}}$ is given as in (1.52) and $Z_{N}\left( \pm \frac{1}{2} ; \mathbf{0}\right)$ in (1.59). There is a similar, slightly more involved, factorization for the matrix model $Z_{2 N+1}^{\text {even }}$, but we do not need its formulation for our present purposes. The following symmetry property of the LUE partition function allows us to match the parameters $\alpha= \pm \frac{1}{2}$ in (5.24).
Lemma 5.1.5. The LUE connected correlator $\left\langle\operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{r}}\right\rangle_{c}$ with $k_{1}, \ldots, k_{r}>0$ is a polynomial in $N, \alpha$, and it is invariant under the involution $(N, \alpha) \mapsto(N+\alpha,-\alpha)$.
Proof. It follows directly from Theorem 3.2.5, as the coefficients of $R^{[\infty]}$, defined in (3.89), are polynomials in $N, \alpha$ which are manifestly symmetric under the aforementioned transformation. Indeed

$$
\begin{equation*}
(N, \alpha) \mapsto(N+\alpha,-\alpha) \quad \Longleftrightarrow \quad(N, M-N) \mapsto(M, N-M) \quad \Longleftrightarrow \quad(N, M) \mapsto(M, N), \tag{5.25}
\end{equation*}
$$

and from (3.91) we see that all the coefficients $A_{\ell}(N, M), B_{\ell}(N, M)$ but $A_{0}(N, M)=N$ are symmetric in $N, M:=N+\alpha$; however $R^{[\infty]}$ only contains the combination $\ell A_{\ell}(N, M)$, which is always symmetric in $N, M$.

Let us restate Lemma 5.1.5, in view of the formal expansion (5.41), as the following identity

$$
\begin{equation*}
\frac{Z_{N}(\alpha ; \mathbf{t})}{Z_{N}(\alpha ; \mathbf{0})}=\frac{Z_{N+\alpha}(-\alpha ; \mathbf{t})}{Z_{N+\alpha}(-\alpha ; \mathbf{0})} . \tag{5.26}
\end{equation*}
$$

In particular, for $\alpha=\frac{1}{2}$ it reads

$$
\begin{equation*}
Z_{N+\frac{1}{2}}\left(-\frac{1}{2} ; \mathbf{t}\right)=\frac{\pi^{\frac{3}{8}+\frac{N}{2}} \mathrm{G}(N+1)}{\mathrm{G}\left(N+\frac{3}{2}\right)} Z_{N}\left(\frac{1}{2} ; \mathbf{t}\right) \tag{5.27}
\end{equation*}
$$

which can be applied to (5.24) to prove Theorem 5.1.3.
Proof of Theorem 5.1.3. We use the uniqueness of the decomposition (5.5) which defines the mGUE partition function; rewriting it under the substitution $N \mapsto 2 N$ we have

$$
\begin{equation*}
\frac{Z_{2 N}^{\text {even }}(\mathbf{s})}{(2 \pi)^{2 N} \operatorname{Vol}(2 N)}=\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s}) \widetilde{Z}_{2 N+\frac{1}{2}}(\mathbf{s}) . \tag{5.28}
\end{equation*}
$$

On the other hand, from (5.24) we have

$$
\begin{equation*}
Z_{2 N}^{\text {even }}(\mathbf{s})=D_{N} Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right) Z_{N}\left(\frac{1}{2} ; \mathbf{t}\right) \tag{5.29}
\end{equation*}
$$

where here and below we are identifying $t_{k}=2^{k} s_{k}$. The proportionality constant $D_{N}$ is explicitly evaluated from the normalization constant of LUE (1.59) and (1.52) as

$$
\begin{equation*}
D_{N}=\frac{Z_{2 N}^{\text {even }}(\mathbf{0})}{Z_{N}\left(-\frac{1}{2} ; \mathbf{0}\right) Z_{N}\left(\frac{1}{2} ; \mathbf{0}\right)}=\frac{2^{N} \pi^{N^{2}+N+\frac{1}{2}} \mathrm{G}\left(\frac{1}{2}\right)^{2}}{\mathrm{G}\left(N+\frac{1}{2}\right) \mathrm{G}\left(N+\frac{3}{2}\right)} . \tag{5.30}
\end{equation*}
$$

It is then enough to show that the two factorizations (5.28) and (5.29) are consistent once we identify $\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s})=C_{N} Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right)$ with $C_{N}$ a constant depending on $N$ only. Such consistency follows from the chain of equalities

$$
\begin{align*}
\frac{Z_{2 N}^{\text {even }}(\mathbf{s})}{(2 \pi)^{2 N} \operatorname{Vol}(2 N)} & =\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s}) \widetilde{Z}_{2 N+\frac{1}{2}}(\mathbf{s}) \\
& =\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s}) \widetilde{Z}_{2\left(N+\frac{1}{2}\right)-\frac{1}{2}}(\mathbf{s}) \\
& =C_{N} Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right) C_{N+\frac{1}{2}} Z_{N+\frac{1}{2}}\left(-\frac{1}{2} ; \mathbf{t}\right) \\
& =C_{N} C_{N+\frac{1}{2}} \frac{\pi^{\frac{3}{8}+\frac{N}{2}} \mathrm{G}(N+1)}{\mathrm{G}\left(N+\frac{3}{2}\right)} Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right) Z_{N}\left(\frac{1}{2} ; \mathbf{t}\right) \tag{5.31}
\end{align*}
$$

where we have used the symmetry property (5.27). This shows that the two factorizations (5.28) and (5.29) are consistent, so that equation (5.12), i.e.

$$
\begin{equation*}
\widetilde{Z}_{2 N-\frac{1}{2}}(\mathbf{s})=C_{N} Z_{N}\left(\alpha=-\frac{1}{2} ; \mathbf{t}\right), \quad t_{k}=2^{k} s_{k} \tag{5.32}
\end{equation*}
$$

holds, provided we also identify the proportionality constants (5.30) and (5.31),

$$
\begin{equation*}
C_{N} C_{N+\frac{1}{2}} \frac{\pi^{\frac{3}{8}+\frac{N}{2}} \mathrm{G}(N+1)}{\mathrm{G}\left(N+\frac{3}{2}\right)}=\frac{D_{N}}{(2 \pi)^{2 N} \operatorname{Vol}(2 N)}=4^{N(N-1)} \pi^{-N(N+1)} \mathrm{G}(N+1)^{2}, \tag{5.33}
\end{equation*}
$$

where in the last step we use the duplication formula for the Barnes G-function in the form

$$
\begin{equation*}
\mathrm{G}(2 N+1)=\frac{2^{N(2 N-1)} \pi^{-N-\frac{1}{2}}}{\mathrm{G}\left(\frac{1}{2}\right)^{2}} \mathrm{G}\left(N+\frac{1}{2}\right) \mathrm{G}(N+1)^{2} \mathrm{G}\left(N+\frac{3}{2}\right) . \tag{5.34}
\end{equation*}
$$

Equation (5.33) fixes the constant to be

$$
\begin{equation*}
C_{N}=2^{N^{2}-\frac{3}{2} N+\frac{1}{4}} \pi^{-\frac{N(N+1)}{2}} \mathrm{G}(N+1), \tag{5.35}
\end{equation*}
$$

as stated in (5.14).
Remark 5.1.6. The identification of the mGUE and LUE partition functions is manifest also from the Virasoro constraints of the two models. Indeed, Virasoro constraints for the modified GUE partition function have been derived in [62], directly from those of the GUE partition function, and they assume the form $\widetilde{\mathcal{L}}_{n} \widetilde{Z}_{N}(\mathbf{s})=0$, for $n \geq 0$, where

$$
\widetilde{\mathcal{L}}_{n}:= \begin{cases}\sum_{k \geq 1} k\left(s_{k}-\frac{1}{2} \delta_{k, 1}\right) \frac{\partial}{\partial s_{k}}+\frac{N^{2}}{4}-\frac{1}{16}, & n=0,  \tag{5.36}\\ \sum_{k=1}^{n-1} \frac{\partial^{2}}{\partial s_{k} \partial s_{n-k}}+\sum_{k \geq 1} k\left(s_{k}-\frac{1}{2} \delta_{k, 1}\right) \frac{\partial}{\partial s_{k+n}}+N \frac{\partial}{\partial s_{n}}, & n \geq 1 .\end{cases}
$$

On the other hand, it is well known [7, 108] that the LUE partition function with only positive couplings $\mathbf{t}_{+}$satisfies the Virasoro constraints $\mathcal{L}_{n}^{(\alpha)} Z_{N}(\alpha ; \mathbf{t})=0$, for $n \geq 0$, where

$$
\mathcal{L}_{n}^{(\alpha)}:= \begin{cases}\sum_{k \geq 1} k\left(t_{k}-\delta_{k, 1}\right) \frac{\partial}{\partial t_{k}}+N(N+\alpha), & n=0,  \tag{5.37}\\ \sum_{k=1}^{n-1} \frac{\partial^{2}}{\partial t_{k} \partial t_{n-k}}+\sum_{k \geq 1} k\left(t_{k}-\delta_{k, 1}\right) \frac{\partial}{\partial t_{k+n}}+(2 N+\alpha) \frac{\partial}{\partial t_{n}}, & n \geq 1 .\end{cases}
$$

The Virasoro constraints $\widetilde{\mathcal{L}}_{n}=\widetilde{\mathcal{L}}_{n}(N, \mathbf{s})$ in (5.36) and $=\mathcal{L}_{n}^{(\alpha)}=\mathcal{L}_{n}^{(\alpha)}(N, \mathbf{t})$ in (5.37) satisfy

$$
\begin{equation*}
2^{n} \widetilde{\mathcal{L}}_{n}\left(2 N-\frac{1}{2}, \mathbf{s}\right)=\mathcal{L}_{n}^{\left(-\frac{1}{2}\right)}(N, \mathbf{t}) \tag{5.38}
\end{equation*}
$$

under the identification $t_{k}=2^{k} s_{k}$, in agreement with Theorem 5.1.3.

## Formal matrix models

In this section we justify the (formal) identifications derived above. We start from the definition of mGUE partition function. First, the logarithm of the even GUE partition function can be considered as a formal Taylor expansion for small $s_{k}$ as

$$
\begin{equation*}
\log Z_{N}^{\text {even }}(\mathbf{s}):=\log Z_{N}^{\text {even }}(\mathbf{0})+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{s_{k_{1}} \cdots s_{k_{r}}}{r!}\left\langle\operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{r}}\right\rangle_{\text {even }}^{c} \tag{5.39}
\end{equation*}
$$

where the connected even GUE correlators are introduced as usual,

$$
\begin{equation*}
\left\langle\operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{r}}\right\rangle_{\text {even }}^{\mathrm{c}}:=\left.\frac{\partial^{r} \log Z_{N}^{\text {even }}(\mathbf{s})}{\partial s_{k_{1}} \cdots \partial s_{k_{r}}}\right|_{\mathbf{s}=\mathbf{0}} \tag{5.40}
\end{equation*}
$$

and the normalizing constant $Z_{N}^{\text {even }}(\mathbf{0})=\sqrt{2^{N} \pi^{N^{2}}}$, see (1.52). The infinite sum in (5.39) can be given a rigorous formal meaning in the algebra $\mathbb{C}[N][[\mathbf{s}]]$; introducing the grading deg $s_{k}:=k$, the latter algebra is obtained taking the inductive limit $K \rightarrow \infty$ from the algebras of polynomials in s of degree $<K$, with coefficients in $\mathbb{C}[N]$. Equivalently, this grading can be encoded, up to an inessential shift, by a (small) variable $\epsilon$ via the transformation $s_{k} \mapsto \epsilon^{k-1} s_{k}$, which is the same as considering the matrix model $\int_{\mathcal{H}_{N}} \exp \left[-\frac{1}{\epsilon}\left(\frac{X^{2}}{2}-\sum_{k \geq 1} s_{k} X^{2 k}\right)\right] \mathrm{d} X$. For simplicity we have preferred to avoid the explicit $\epsilon$-dependence, even though we shall restore it for the statement of the Hodge-GUE and Hodge-LUE correspondence, respectively Theorem 5.1.2 and Corollary 5.1.7. It must be stressed that (5.39) makes sense for any complex $N$, and not just for positive integers as it would be required by the genuine matrix integral interpretation; indeed the correlators are polynomials in $N$.

The same arguments apply to the Laguerre partition function (5.11), which can similarly be identified via the formal series

$$
\begin{equation*}
\log Z_{N}(\alpha ; \mathbf{t})=\log Z_{N}(\alpha ; \mathbf{0})+\sum_{r \geq 1} \sum_{k_{1}, \ldots, k_{r} \geq 1} \frac{t_{k_{1}} \cdots t_{k_{r}}}{r!}\left\langle\operatorname{tr} X^{k_{1}} \cdots \operatorname{tr} X^{k_{r}}\right\rangle^{c} . \tag{5.41}
\end{equation*}
$$

Since the correlators are polynomials in $N, \alpha$, see Theorem 3.2.5, the expression (5.41) can be viewed as an element of $\mathbb{C}[N, \alpha][[\mathbf{t}]]$, in particular it makes sense also for $N$ complex.

This remark is crucial for a correct understanding of formulæ (5.26) and (5.27), as well as to formally justify the factorization identity (5.5).

### 5.1.2 Hodge-LUE correspondence

The identification Theorem 5.1.3 and the Hodge-GUE correspondence Theorem 5.1.2, allow us to deduce the following.

Corollary 5.1.7 (Hodge-LUE correspondence). Let $\mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)$ as in (5.10) and $Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right)$ the Laguerre partition function (5.11) with parameter $\alpha=-\frac{1}{2}$. We have

$$
\begin{equation*}
\mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)+\epsilon^{-2} A(\omega, \mathbf{s})=\log Z_{N}\left(-\frac{1}{2} ; \mathbf{t}\right)+C(N, \epsilon), \tag{5.42}
\end{equation*}
$$

where we identify

$$
\begin{equation*}
\omega=\epsilon\left(2 N-\frac{1}{2}\right), \quad t_{k}=2^{k} \epsilon^{k-1} s_{k} \tag{5.43}
\end{equation*}
$$

$C(N, \epsilon)$ is a constant depending on $N$ and $\epsilon$ only, and we recall the definitions of $A(\omega, \mathbf{s})$ and $\mathbf{p}(\omega, \mathbf{s})$, respectively (5.8) and (5.9), namely

$$
\begin{align*}
A(\lambda, \mathbf{s}) & :=\frac{1}{4} \sum_{j_{1}, j_{2} \geq 1} \frac{j_{1} j_{2}}{j_{1}+j_{2}}\binom{2 j_{1}}{j_{1}}\binom{2 j_{2}}{j_{2}} s_{j_{1}} s_{j_{2}}+\frac{1}{2} \sum_{j \geq 1}\left(\lambda-\frac{j}{j+1}\right)\binom{2 j}{j} s_{j},  \tag{5.44}\\
p_{k}(\lambda, \mathbf{s}) & :=\sum_{j \geq 1} j^{k+1}\binom{2 j}{j} s_{j}+\delta_{k, 1}+\lambda \delta_{k, 0}-1, \quad k \geq 0 . \tag{5.45}
\end{align*}
$$

Proof. It follows from (5.10) upon the substitution $\omega \mapsto \epsilon\left(2 N-\frac{1}{2}\right)$ and applying Theorem 5.1.3 for the set of times $\epsilon^{k-1} s_{k}, k \geq 1$.

Finally, Theorem 5.1.1 is obtained matching the coefficients in (5.42) and the topological expansion for the positive correlators of the LUE in terms of Hurwitz numbers equation (4.68).

Proof of Corollary 5.1.1. We apply $\left.\frac{\partial^{\ell}}{\partial s_{\mu_{1}} \cdots \partial s_{\ell}}\right|_{\mathrm{s}=\mathbf{0}}$, for $\ell>0$, on both sides of (5.10). On the right side, in view of Theorem 5.1.3 and the Hodge-GUE correspondence (5.10) we get

$$
\left.\frac{\partial^{\ell}}{\partial s_{\mu_{1}} \cdots \partial s_{\mu_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} \log \widetilde{Z}_{\epsilon}^{\omega}\left(\left(s_{1}, \epsilon s_{2}, \epsilon^{2} s_{3}, \ldots\right)\right)=\left.\epsilon^{|\mu|-\ell} 2^{|\mu|}\left\langle\operatorname{tr} X^{\mu_{1}} \cdots \operatorname{tr} X^{\mu_{\ell}}\right\rangle_{L U E}^{\mathrm{c}}\right|_{N=\frac{\omega}{2 \epsilon}+\frac{1}{4}, \alpha=-\frac{1}{2}},
$$

which in view of the topological expansion (4.68) for the LUE correlators equals

$$
\begin{equation*}
=\epsilon^{|\mu|-\ell} 2^{|\mu|} \sum_{\gamma \geq 0} \sum_{\nu \vdash|\mu|}\left(\frac{\omega+\frac{\epsilon}{2}}{2 \epsilon}\right)^{2-2 \gamma+|\mu|-\ell}\left(\frac{\omega-\frac{\epsilon}{2}}{\omega+\frac{\epsilon}{2}}\right)^{s} h_{\gamma}^{>}(\mu, \nu) . \tag{5.46}
\end{equation*}
$$

Note that the substitutions $2 N-\frac{1}{2}=\frac{\omega}{\epsilon}, \alpha=-\frac{1}{2}$, from Theorem 5.1.3, yield $N=\frac{\omega+\frac{\epsilon}{2}}{2 \epsilon}, c=\frac{\omega-\frac{\epsilon}{2}}{\omega+\frac{\epsilon}{2}}$. On the other side we get

$$
\begin{equation*}
\left.\frac{\partial^{\ell}}{\partial s_{\mu_{1}} \cdots \partial s_{\mu_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} \mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)+\left.\epsilon^{-2} \frac{\partial^{\ell}}{\partial s_{\mu_{1}} \cdots \partial s_{\mu_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} A(\omega, \mathbf{s}) . \tag{5.47}
\end{equation*}
$$

The contributions from the last term is directly evaluated from (5.8) and give the second line of (5.3). For the first term we recall the affine change of variable (5.9) and compute

$$
\begin{align*}
& \frac{\partial^{\ell}}{\partial s_{\mu_{1}} \cdots \partial s_{\mu_{\ell}}} \mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)=\sum_{i_{1}, \ldots, i_{\ell} \geq 0} \prod_{b=1}^{\ell} \mu_{b}^{i_{b}+1}\binom{2 \mu_{b}}{\mu_{b}} \frac{\partial^{\ell}}{\partial p_{i_{1}} \cdots \partial p_{i_{\ell}}} \mathcal{H}(\mathbf{p}(\omega, \mathbf{s}) ; \sqrt{2} \epsilon)  \tag{5.48}\\
& =\sum_{g, n \geq 0}(\sqrt{2} \epsilon)^{2 g-2} \sum_{\substack{k_{1}, \ldots, k_{n} \geq 0 \\
i_{1}, \ldots, i_{\ell} \geq 0}} \frac{p_{k_{1}}(\omega, \mathbf{s}) \cdots p_{k_{n}}(\omega ; \mathbf{s})}{n!} \int_{\overline{\mathcal{M}}_{g, n+\ell}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{a=1}^{n} \psi_{a}^{k_{a}} \prod_{b=1}^{\ell} \mu_{b}^{i_{b}+1}\binom{2 \mu_{b}}{\mu_{b}} \psi_{n+b}^{i_{b}} . \tag{5.49}
\end{align*}
$$

Evaluation at $\mathbf{s}=\mathbf{0}$ corresponds to $p_{k}=\delta_{k, 1}+\omega \delta_{k, 0}-1$; thus, in the previous expression, we set $n=m+r$, where $m$ is the number of $k_{a}$ 's equal to zero, and the remaining $k_{1}, \ldots, k_{r}$ 's are all $\geq 2$
(we are evaluating at $p_{1}=0$ ), and so the evaluation of the (5.48) at $p_{k}=\delta_{k, 1}+\omega \delta_{k, 0}-1$ reads

$$
\begin{align*}
& \sum_{g, m, r \geq 0}(\sqrt{2} \epsilon)^{2 g-2} \sum_{\substack{k_{1}, \ldots, k_{r} \geq 2 \\
i_{1}, \ldots, i_{\ell} \geq 0}} \frac{(\omega-1)^{m}(-1)^{r}}{m!r!} \int_{\overline{\mathcal{M}}_{g, \ell+m+r}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{a=1}^{r} \psi_{a}^{k_{a}} \prod_{b=1}^{\ell} \mu_{b}^{i_{b}+1}\binom{2 \mu_{b}}{\mu_{b}} \psi_{m+r+b}^{i_{b}} \\
= & \sum_{g, m, r \geq 0}(\sqrt{2} \epsilon)^{2 g-2} \sum_{d_{1}, \ldots, d_{r} \geq 1} \frac{(\omega-1)^{m}(-1)^{r}}{m!r!} \int_{\overline{\mathcal{M}}_{g, \ell+m+r}} \Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{a=1}^{r} \psi_{a}^{d_{a}+1} \prod_{b=1}^{\ell} \frac{\mu_{b}\binom{2 \mu_{b}}{\mu_{b}}}{1-\mu_{b} \psi_{m+r+b}}, \tag{5.50}
\end{align*}
$$

where in the last step we rename $k_{a}=d_{a}+1, d_{a} \geq 1$.
We can trade the $\psi_{1}, \ldots, \psi_{r}$ classes in (5.50) for a suitable combination of Mumford $\kappa$ classes, following ideas from [39]. Let $\pi: \overline{\mathcal{M}}_{g, \ell+m+r} \rightarrow \overline{\mathcal{M}}_{g, \ell+m}$ be the map forgetting the first $r$ marked points (and contracting the resulting unstable components), then we have the following iterated version of the dilaton equation

$$
\begin{equation*}
\pi_{*}\left(\left(\pi^{*} \mathcal{X}\right) \prod_{a=1}^{r} \psi_{a}^{d_{a}+1}\right)=\mathcal{X} \sum_{\sigma \in \mathfrak{S}_{r}} \prod_{\gamma \in \operatorname{Cycles}(\sigma)} \kappa_{\sum_{a \in \gamma} d_{a}}, \quad d_{a}, \ldots, d_{r} \geq 1 \tag{5.51}
\end{equation*}
$$

for any $\mathcal{X} \in H^{\bullet}\left(\overline{\mathcal{M}}_{g, \ell+m}, \mathbb{Q}\right)$. Here and below, $\mathfrak{S}_{r}$ is the group of permutations of $\{1, \ldots, r\}$ and $\operatorname{Cycles}(\sigma)$ is the set of disjoint cycles in the permutation $\sigma, \sigma=\prod_{\gamma \in \operatorname{Cycles}(\sigma)} \gamma$. In our case it is convenient to set

$$
\begin{equation*}
\mathcal{X}=\Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{b=1}^{\ell} \frac{\mu_{b}\binom{2 \mu_{b}}{\mu_{b}}}{1-\mu_{b} \psi_{m+b}}, \quad \pi^{*} \mathcal{X}=\Lambda^{2}(-1) \Lambda\left(\frac{1}{2}\right) \prod_{b=1}^{\ell} \frac{\mu_{b}\binom{2 \mu_{b}}{\mu_{b}}}{1-\mu_{b} \psi_{m+r+b}} \tag{5.52}
\end{equation*}
$$

so that the sum over $r \geq 0$ and $d_{1}, \ldots, d_{r} \geq 1$ in (5.50) can be expressed as

$$
\begin{equation*}
\sum_{r \geq 0} \frac{(-1)^{r}}{r!} \sum_{d_{1}, \ldots, d_{r} \geq 1} \int_{\overline{\mathcal{M}}_{g, \ell+m+r}}\left(\pi^{*} X\right) \prod_{a=1}^{r} \psi_{a}^{d_{a}+1}=\sum_{r \geq 0} \frac{(-1)^{r}}{r!} \sum_{d_{1}, \ldots, d_{r} \geq 1} \int_{\overline{\mathcal{M}}_{g, \ell+m}} X \sum_{\sigma \in \mathfrak{S}_{r}} \prod_{\gamma \in \operatorname{Cycles}(\sigma)} \kappa_{\sum_{a \in \gamma} d_{a}} \tag{5.53}
\end{equation*}
$$

Let us now recall that for any set of variables $F_{1}, F_{2}, \ldots$, we have the identity of symmetric functions

$$
\begin{equation*}
\exp \left(\sum_{r \geq 1} \frac{\xi^{r}}{r} F_{r}\right)=\sum_{\nu} \frac{\xi^{|\nu|}}{z_{\nu}} F_{\nu_{1}} \cdots F_{\nu_{\ell(\nu)}} \tag{5.54}
\end{equation*}
$$

where the sum on the right side extends over the set of all partitions $\nu=\left(\nu_{1}, \ldots, \nu_{\ell(\nu)}\right),|\nu|=$ $\nu_{1}+\cdots+\nu_{\ell(\nu)}$, and $z_{\nu}$ has the same definition as above, namely $z_{\nu}:=\prod_{i \geq 1}\left(i^{m_{i}}\right) m_{i}!, m_{i}$ being the multiplicity of $i$ in the partition $\nu$. Applying this relation to

$$
\begin{equation*}
F_{r}=\sum_{d_{1}, \ldots, d_{r} \geq 1} \kappa_{\sum_{a=1}^{t} d_{a}}=\sum_{d \geq r}\binom{d-1}{r-1} \kappa_{d}, \quad \xi=-1 \tag{5.55}
\end{equation*}
$$

since for any partition $\nu$ of $r$ the quantity $r!/ z_{\nu}$ is the cardinality of the conjugacy class labeled by $\nu$ in $\mathfrak{S}_{r}$, we deduce that

$$
\begin{equation*}
\sum_{r \geq 0} \frac{(-1)^{r}}{r!} \sum_{d_{1}, \ldots, d_{r} \geq 1} \int_{\overline{\mathcal{M}}_{g, \ell+m}} \mathcal{X} \sum_{\sigma \in \mathfrak{S}_{r}} \prod_{\gamma \in \operatorname{Cycles}(\sigma)} \kappa_{\sum_{a \in \gamma} d_{a}}=\int_{\overline{\mathcal{M}}_{g, \ell+m}} \mathcal{X} \exp \left(-\sum_{d \geq 1} \frac{\kappa_{d}}{d}\right) \tag{5.56}
\end{equation*}
$$

where we also use the identity $\sum_{r \geq 1} \frac{(-1)^{r}}{r}\binom{d-1}{r-1}=-\frac{1}{d}$. The proof is complete.

Example 5.1.8. Comparing the coefficients of $\epsilon^{-2}$ on both sides of (5.2) we obtain the following relation in genus zero

$$
\begin{equation*}
\mathscr{H}_{0, \mu}=2^{\ell-2} \omega^{|\mu|+2-\ell} \frac{z_{\mu}}{|\mu|!} \sum_{\nu \vdash|\mu|} h_{g=0}^{>}(\mu, \nu) \tag{5.57}
\end{equation*}
$$

valid for any partition $\mu$ of length $\ell$. One can check that (5.57) is consistent with the computations of Hurwitz numbers in genus zero performed in Example 4.2.5. E.g. for $\ell=1$ we compute the first terms in the $(\omega-1)$-expansion of the left side of (5.57), directly from (5.2),

$$
\begin{equation*}
\mathscr{H}_{0, \mu=\left(\mu_{1}\right)}=\frac{1}{2} \frac{1}{\mu_{1}+1}\binom{2 \mu_{1}}{\mu_{1}}+\frac{(\omega-1)}{2}\binom{2 \mu_{1}}{\mu_{1}}+\frac{(\omega-1)^{2}}{4} \mu_{1}\binom{2 \mu_{1}}{\mu_{1}}+\mathcal{O}\left((\omega-1)^{3}\right) . \tag{5.58}
\end{equation*}
$$

On the other hand, the right side of (5.57) is computed as

$$
\begin{align*}
\frac{1}{2} \omega^{\mu_{1}+1} \sum_{s=1}^{\mu_{1}} \frac{1}{\left(\mu_{1}-1\right)!} \sum_{\nu \vdash|\mu|} h_{g=0}^{>}(\mu, \nu) & =\frac{1}{2 \mu_{1}} \omega^{\mu_{1}+1} \sum_{s=1}^{\mu_{1}}\binom{\mu_{1}}{s}\binom{\mu_{1}}{s-1} \\
& =\frac{1}{2 \mu_{1}} \omega^{\mu_{1}+1}\binom{2 \mu_{1}}{\mu_{1}-1} \\
& =\frac{1}{2\left(\mu_{1}+1\right)}\binom{2 \mu_{1}}{\mu_{1}} \sum_{b=0}^{\mu_{1}+1}\binom{\mu_{1}+1}{b}(\omega-1)^{b} \tag{5.59}
\end{align*}
$$

where we use (4.90) and the identity

$$
\begin{equation*}
\sum_{s=1}^{\mu_{1}}\binom{\mu_{1}}{s-1}\binom{\mu_{1}}{s}=\sum_{s=0}^{\mu_{1}-1}\binom{\mu_{1}}{s}\binom{\mu_{1}}{\mu_{1}-1-s}=\binom{2 \mu_{1}}{\mu_{1}-1} \tag{5.60}
\end{equation*}
$$

which follows from the Chu-Vandermonde identity $\sum_{s=0}^{k-1}\binom{a}{s}\binom{b}{k-1-s}=\binom{a+b}{k-1}$ for $a=b=k=\mu_{1}$. Expressions (5.58) and (5.59) match.

## 5.2 $\Theta$-GW invariants of $\mathbb{P}^{1}$ and the Legendre unitary ensemble

In [147] Norbury defines a new collection of cohomological class $\Theta_{g, k} \in H^{2(2 g-2+k)}\left(\overline{\mathcal{M}}_{g, k}\right)$ on the moduli space $\overline{\mathcal{M}}_{g, k}$ of stable algebraic curves. The $k$-point, genus $g$ and degree $d$ stationary $\Theta$-Gromov-Witten $(\Theta-G W)$ invariants of $\mathbb{P}^{1}$ are defined as the integrals

$$
\begin{equation*}
\left\langle\Theta \cdot \prod_{j=1}^{k} b_{j}!\tau_{b_{j}}(\omega)\right\rangle_{g, k, d}^{\mathbb{P}^{1}}:=\int_{\left[\mathbb{P}_{g, k, d}^{1}\right]}\left(\prod_{j=1}^{k} \psi_{j}^{b_{j}} \mathrm{ev}_{j}^{*}(\omega)\right) \cdot \Theta_{g, k}^{\mathbb{P}^{1}}, \tag{5.61}
\end{equation*}
$$

where $\omega \in H^{*}\left(\mathbb{P}^{1}\right)$ is the Kähler class of $\mathbb{P}^{1}$, the $b_{i}$ are non-negative integers, $\left[\mathbb{P}_{g, k, d}\right]$ is the virtual fundamental class of the moduli space of stable maps from curves of genus $g$ with $k$ distinct marked points to the target $\mathbb{P}^{1}$ of degree $d$, the $e v_{i}$ are the evaluation maps $e v_{i}: \mathbb{P}_{g, k, d}^{1} \rightarrow \mathbb{P}^{1}$ and $\Theta_{g, k}^{\mathbb{P}^{1}}=p^{*} \Theta_{g, k}$ with $p: \overline{\mathcal{M}}_{g, k} \rightarrow \mathbb{P}_{g, k, d}^{1}$ the forgetful map. We refer to loc. cit. and references therein for a more accurate description of these objects. It is proved in [148], see also [47], that the generating function of the $\Theta$-GW invariants (5.61) is a tau-function of the KdV hierarchy, this is the content of Theorem 5.2.2. More to that, it is expressible as the partition function of a matrix model closely related to the JUE, which allows to derive the following ELSV-like formula.

Theorem 5.2.1. The triple monotone Hurwitz numbers of Definition 4.1 .4 and the stationary $\Theta-G W$ invariants of $\mathbb{P}^{1}$ are related by

$$
\begin{equation*}
\sum_{\mu, \nu \vdash|\lambda|} \frac{h_{g}^{\geq}(\lambda, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}}=\frac{(-1)^{|\lambda|}|\lambda|!}{2^{|\lambda|} \prod_{i \geq 1} i^{m_{i}}} \sum_{k_{1}, \ldots, k_{\ell} \geq 1} \frac{\left\langle\Theta \cdot \prod_{j=1}^{\ell}\binom{\lambda_{i}}{k_{j}} \tau_{k_{j}-1}(\omega)\right\rangle_{d}^{g}}{2^{k_{1}+\cdots+k_{\ell}}} \tag{5.62}
\end{equation*}
$$

where $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)=\left(1^{m_{1}}, 2^{m_{2}}, \ldots\right)$ is an arbitrary partition, and the right hand side is subject to the dimensional constraint

$$
\begin{equation*}
2 d=\sum_{j=1}^{\ell}\left(k_{j}-1\right)+\ell=\sum_{j=1}^{\ell} k_{j} . \tag{5.63}
\end{equation*}
$$

Conversely,

$$
\begin{equation*}
\left\langle\Theta \cdot \prod_{j=1}^{\ell} \tau_{\lambda_{j}-1}(\omega)\right\rangle_{d}^{g}=\frac{2^{|\lambda|}}{\prod_{i \geq 1} m_{i}!} \sum_{k_{1}, \ldots, k_{\ell} \geq 1} 2^{|\kappa|} \frac{z_{\kappa}}{|\kappa|!} \prod_{j=1}^{\ell}\binom{\lambda_{i}}{k_{j}} \sum_{\mu, \nu \vdash|\kappa|} \frac{h_{\bar{g}}^{\geq}(\kappa, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}}, \tag{5.64}
\end{equation*}
$$

where we used the multi-index notation $|\kappa|:=\left(k_{1}, \ldots, k_{\ell}\right)$ and $|\kappa|=\sum k_{1}$. Entering $h_{\bar{g}}^{\geq}(\kappa, \mu, \nu)$, we regard $\kappa$ as the unique partition of $|\kappa|$ with parts the (ordered) entries of $\kappa$.

## Proof of Theorem 5.2.1

The main ingredient in the proof is the following Theorem.
Theorem 5.2.2 ([148]). Consider the generating function for the $\Theta$ - $G W$ invariants of $\mathbb{P}^{1}$

$$
\begin{equation*}
F_{\mathbb{P}^{1}}^{\Theta}\left(\epsilon, \mathbf{s}=\left\{s_{k}\right\}_{k \geq 0}\right)=\sum_{g \geq 0} \epsilon^{2 g-2} F_{g}^{\Theta}=\sum_{g, d} \epsilon^{2 g-2}\left\langle\Theta \cdot \exp \left\{\sum_{k \geq 0}^{\infty} \tau_{k}(\omega) s_{k}\right\}^{g}+\frac{1}{4} \log \epsilon\right. \tag{5.65}
\end{equation*}
$$

and define the partition function $Z_{\mathbb{P}^{1}}^{\Theta}(\epsilon, \mathbf{s})=\exp F_{\mathbb{P}^{1}}^{\Theta}(\epsilon, \mathbf{s})$. Then, setting $\epsilon=N^{-1}$ we have

$$
\begin{equation*}
Z_{\mathbb{P}^{1}}^{\Theta}\left(\epsilon=N^{-1}, \mathbf{s}\right)=\frac{c}{N!} \int_{-2}^{2} \int_{-2}^{2} \ldots \int_{-2}^{2} d x_{1} \ldots d x_{N} \prod_{i<j}\left(x_{i}-x_{j}\right)^{2} \exp \left(N \sum_{k \geq 0} s_{k} \sum_{i=1}^{N} x_{i}^{k+1}\right) \tag{5.66}
\end{equation*}
$$

where $c \in \mathbb{C}$ is a constant. More precisely, $Z_{\mathbb{P}^{1}}^{\Theta}$ coincides with an asymptotic expansion of the integral (5.66) as $N \rightarrow \infty$.

Consider the following partition functions where, respectively, the first one is the Jacobi partition function (4.23) with parameters $\alpha=\beta=0$, and the second one is essentially (5.66),

$$
\begin{align*}
Z_{N}^{(0,0)}(\mathbf{u}) & :=\frac{1}{C_{N}^{(0,0)}} \int_{\mathcal{H}_{N}(0,1)} \exp \left(\sum_{k \geq 1} \frac{u_{k}}{k} \operatorname{tr} X^{k}\right) \mathrm{d} X=\sum_{\lambda \in \mathcal{P}} \frac{\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{ \pm \lambda_{j}}\right\rangle_{(0,0)}^{\ell(\lambda)} \prod_{i=1} u_{\lambda},}{z_{\lambda}},  \tag{5.67}\\
Z_{N}^{\Theta}(\mathbf{v}) & :=Z_{\mathbb{P}^{1}}^{\Theta}\left(\epsilon=N^{-1}, \mathbf{v}=\left\{v_{k}=N k s_{k-1}\right\}_{k \geq 1}\right)=\frac{1}{C_{N}} \int_{\mathcal{H}_{N}(-2,2)} \exp \left(\sum_{k \geq 1} \frac{v_{k}}{k} \operatorname{tr} Y^{k}\right) \mathrm{d} Y . \tag{5.68}
\end{align*}
$$

The two models are the - respectively antisymmetric and symmetric - Legendre unitary ensemble, and are equivalent up to an affine transformation. At the level of the disconnected correlators the relation reads

$$
\begin{align*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{(0,0)} & =\sum_{j_{1}, \ldots, j_{\ell} \geq 0} 2^{-|\lambda|-j_{1}-\cdots-j_{\ell}}\left\langle\prod_{i=1}^{\ell}\binom{\lambda_{i}}{j_{i}} \operatorname{tr} Y^{j_{i}}\right\rangle_{\Theta}  \tag{5.69}\\
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} Y^{\lambda_{j}}\right\rangle_{\Theta} & =\sum_{j_{1}, \ldots, j_{\ell} \geq 0}(-1)^{|\lambda|}(-2)^{|\lambda|+j_{1}+\cdots+j_{\ell}}\left\langle\prod_{i=1}^{\ell}\binom{\lambda_{i}}{j_{i}} \operatorname{tr} X^{j_{i}}\right\rangle_{(0,0)} \tag{5.70}
\end{align*}
$$

notice that the sums are bounded due to the presence of the binomial factors. The connected correlators admit the same relation, but the indices are taken to be different from zero,

$$
\begin{align*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{(0,0)}^{c} & =\sum_{j_{1}, \ldots, j_{\ell} \geq 1} 2^{-|\lambda|-j_{1}-\cdots-j_{\ell}}\left\langle\prod_{i=1}^{\ell}\binom{\lambda_{i}}{j_{i}} \operatorname{tr} Y^{j_{i}}\right\rangle_{\Theta}^{c}  \tag{5.71}\\
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} Y^{\lambda_{j}}\right\rangle_{\Theta}^{c} & =\sum_{j_{1}, \ldots, j_{\ell} \geq 1}(-1)^{|\lambda|}(-2)^{|\lambda|+j_{1}+\cdots+j_{\ell}}\left\langle\prod_{i=1}^{\ell}\binom{\lambda_{i}}{j_{i}} \operatorname{tr} X^{j_{i}}\right\rangle_{(0,0)}^{\mathrm{c}} \tag{5.72}
\end{align*}
$$

This happens because, in general, if $j_{i}=0$ for some $i \in\{1, \ldots, \ell\}$, then the whole connected correlator vanishes; for example if $\ell=2$,

$$
\begin{equation*}
\left\langle\operatorname{tr} X^{j} \operatorname{tr} X^{0}\right\rangle^{c}=\left\langle\operatorname{tr} X^{j} \operatorname{tr} X^{0}\right\rangle-\left\langle\operatorname{tr} X^{j}\right\rangle\left\langle\operatorname{tr} X^{0}\right\rangle=\left\langle\operatorname{tr} X^{j} \cdot N\right\rangle-\left\langle\operatorname{tr} X^{j}\right\rangle\langle N\rangle=0 . \tag{5.73}
\end{equation*}
$$

The next step is to rewrite relations (5.71) and (5.72) in terms of the topological expansion of the correlators, given in Theorems 4.1.5 and 5.2.2. With respect to the former, we just substitute the parameters $\alpha=\beta=0 \Longleftrightarrow c_{\alpha}=c_{\beta}=1$ to get

$$
\begin{equation*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} X^{\lambda_{j}}\right\rangle_{(0,0)}^{c}=(-1)^{|\lambda|} N^{-\ell} \frac{z_{\lambda}}{|\lambda|!} \sum_{g \geq 0} \frac{1}{N^{2 g-2}} \sum_{\mu, \nu \vdash|\lambda|} \frac{h_{g}^{\geq}(\lambda, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}} . \tag{5.74}
\end{equation*}
$$

For the latter, first notice that by Theorem 5.2.2 we have

$$
\begin{equation*}
\left.\frac{\partial^{\ell}}{\partial s_{k_{1}} \cdots \partial s_{k_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} F_{\mathbb{P}^{1}}^{\Theta}(\epsilon, \mathbf{s})=\sum_{g \geq 0} \epsilon^{2 g-2}\left\langle\Theta \cdot \prod_{j=1}^{\ell} \tau_{k_{j}}(\omega)\right\rangle_{d}^{g} \tag{5.75}
\end{equation*}
$$

so that, recalling the change of times $\mathbf{s}=\left\{s_{k}=\frac{1}{N} \frac{v_{k+1}}{k+1}\right\}_{k \geq 0}$, for $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)=\left(1^{m_{1}}, 2^{m_{2}}, \ldots\right)$,

$$
\begin{align*}
\left\langle\prod_{j=1}^{\ell} \operatorname{tr} Y^{\lambda_{j}}\right\rangle_{\Theta}^{c} & =\left.z_{\lambda} \frac{\partial^{\ell}}{\partial v_{\lambda_{1}} \cdots \partial v_{\lambda_{\ell}}}\right|_{\mathbf{v}=\mathbf{0}} \log Z_{N}^{\Theta}(\mathbf{v})  \tag{5.76}\\
& =\left.z_{\lambda} \sum_{k_{1}, \ldots, k_{\ell} \geq 0} \frac{\partial s_{k_{1}}}{\partial v_{\lambda_{1}}} \cdots \frac{\partial s_{k_{\ell}}}{\partial v_{\lambda_{\ell}}} \frac{\partial^{\ell}}{\partial s_{k_{1}} \cdots \partial s_{k_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} \log Z_{\mathbb{P}^{1}}^{\Theta}\left(\epsilon=N^{-1}, \mathbf{s}\right)  \tag{5.77}\\
& =\left.z_{\lambda} \frac{\delta_{k_{1}}^{\lambda_{1}-1}}{\lambda_{1}} \cdots \frac{\delta_{k_{\ell}}^{\lambda_{\ell}-1}}{\lambda_{\ell}} \frac{\partial^{\ell}}{\partial s_{k_{1}} \cdots \partial s_{k_{\ell}}}\right|_{\mathbf{s}=\mathbf{0}} F_{\mathbb{P}^{1}}^{\Theta}\left(\epsilon=N^{-1}, \mathbf{s}\right)  \tag{5.78}\\
& =N^{-\ell} m_{1}!\cdots m_{\ell}!\sum_{g \geq 0} \frac{1}{N^{2 g-2}}\left\langle\Theta \cdot \prod_{j=1}^{\ell} \tau_{\lambda_{j}-1}(\omega)\right\rangle_{d}^{g} \tag{5.79}
\end{align*}
$$

Plugging formulæ (5.74) and (5.79) in (5.71) and matching the coefficients in $N$ yields

$$
\begin{equation*}
\sum_{\mu, \nu \vdash|\lambda|} \frac{h_{\bar{g}}^{\geq}(\lambda, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}}=\frac{(-1)^{|\lambda|}|\lambda|!}{2^{|\lambda|} \prod_{i \geq 1} i^{m_{i}}} \sum_{k_{1}, \ldots, k_{\ell} \geq 1} \frac{\left\langle\Theta \cdot \prod_{j=1}^{\ell}\binom{\lambda_{i}}{k_{j}} \tau_{k_{j}-1}(\omega)\right\rangle_{d}^{g}}{2^{k_{1}+\cdots+k_{\ell}}} \tag{5.80}
\end{equation*}
$$

which is exactly (5.62). Similarly, from (5.72) we get (5.64) as

$$
\begin{equation*}
\left\langle\Theta \cdot \prod_{j=1}^{\ell} \tau_{\lambda_{j}-1}(\omega)\right\rangle_{d}^{g}=\frac{2^{|\lambda|}}{\prod_{i \geq 1} m_{i}!} \sum_{k_{1}, \ldots, k_{\ell} \geq 1} 2^{|\kappa|} \frac{z_{\kappa}}{|\kappa|!} \prod_{j=1}^{\ell}\binom{\lambda_{i}}{k_{j}} \sum_{\mu, \nu \vdash|\kappa|} \frac{h_{\bar{g}}(\kappa, \mu, \nu)}{(-2)^{\ell(\mu)+\ell(\nu)+\ell+2 g-2}}, \tag{5.81}
\end{equation*}
$$

where we denoted $|\kappa|:=\left(k_{1}, \ldots, k_{\ell}\right)$ and used the multi-index notations, $|\kappa|=\sum k_{1}$, while $z_{\kappa}$ is still defined as usual, see (2.16).

## Discrete Integrable Systems and Random Lax Matrices

## Chapter 6

## Hermitian Lax systems

In this chapter, we consider two specific integrable systems: the exponential Toda lattice in Section 6.2 and the Volterra lattice in Section 6.3. The goal is to explore the behaviour of the spectrum of their random Lax matrices when the number of degrees of freedom $N \rightarrow \infty$, and the initial data is sampled according to a properly chosen Gibbs measure. Analyzing the Lax matrix we connect them respectively to the Laguerre $\beta$-ensemble at high temperature and the antisymmetric Gaussian $\beta$-ensemble at high temperature. This allows us to explicitly compute their density of states, see Corollary 6.45 and 6.3.3. The fact that both these systems admit a Lax representation with an Hermitian Lax matrix plays a crucial role in the derivations, as rank one perturbations arguments can be applied, see [16].

We briefly recall some useful formulæ and definitions from the classical theory of integrable systems in Section 6.1.

### 6.1 Background material

In this section we recall some standard tools to study Hamiltonian integrable systems that we need throughout the paper. For further details, we refer to various textbooks and monographs [12, 13, 15, 151].

Definition 6.1.1. A Poisson manifold is a pair $(P,\{.,\}$.$) where P$ is a $n$-dimensional differentiable manifold and $\{.,$.$\} is an antisymmetric bilinear operation on the space \mathcal{C}^{\infty}(P)$ of smooth functions over $P$,

$$
\begin{array}{r}
\mathcal{C}^{\infty}(P) \times \mathcal{C}^{\infty}(P) \rightarrow \mathcal{C}^{\infty}(P)  \tag{6.1}\\
(f, g) \longrightarrow\{f, g\}
\end{array}
$$

such that for all functions $f, g, h \in \mathcal{C}^{\infty}(P)$, it satisfies:

1. the Jacobi identity

$$
\begin{equation*}
\{\{f, g\}, h\}+\{\{h, f\}, g\}+\{\{g, h\}, f\}=0 \tag{6.2}
\end{equation*}
$$

2. the Leibniz rule

$$
\begin{equation*}
\{h f, g\}=h\{f, g\}+\{h, g\} f . \tag{6.3}
\end{equation*}
$$

The operator $\{.,$.$\} is called a Poisson bracket. When there is no risk of confusion, we simply denote$ a Poisson manifold by $P$, where the Poisson bracket is assumed to be fixed and given.

In local coordinates $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ the Poisson bracket is specified by an antisymmetric $(2,0)$ tensor $\pi^{i j}(\boldsymbol{a})$, the Poisson tensor, acting on the coordinates as

$$
\begin{equation*}
\left\{a_{i}, a_{j}\right\}=\pi^{i j}(\boldsymbol{a}), \quad i, j=1, \ldots n . \tag{6.4}
\end{equation*}
$$

The Jacobi identity on the coordinates is equivalent to the relation

$$
\begin{equation*}
\frac{\partial \pi^{i j}(\boldsymbol{a})}{\partial a_{s}} \pi^{s k}(\boldsymbol{a})+\frac{\partial \pi^{k i}(\boldsymbol{a})}{\partial a_{s}} \pi^{s j}(\boldsymbol{a})+\frac{\partial \pi^{j k}(\boldsymbol{a})}{\partial a_{s}} \pi^{s i}(\boldsymbol{a})=0, \quad 1 \leq i<j<k \leq n, \tag{6.5}
\end{equation*}
$$

where we are summing over repeated indices. In an open subset of $P$ the Poisson tensor has a fixed even rank $2 r \leq n$. By antisymmetry, it follows that the Poisson tensor can be non-degenerate, meaning that $\operatorname{det} \pi(\boldsymbol{a}) \neq 0$, if and only if the dimension $n$ of the base space is even, namely $n=2 N$.

Given a function $H(\mathbf{a}) \in \mathcal{C}^{\infty}(P)$, it generates a set of so-called Hamilton's equations through the relation

$$
\begin{equation*}
\dot{a}_{j}=\left\{a_{j}, H\right\}=\sum_{j=1}^{n} \pi^{i j}(\mathbf{a}) \frac{\partial H}{\partial a_{j}}, \quad j=1, \ldots, n . \tag{6.6}
\end{equation*}
$$

The function $H$ itself is called a Hamiltonian. The previous set of equations defines a continuum time flow from an initial condition $\mathbf{a}(0) \in P$ to its time evolution $t>0$, namely $\Phi_{t}: \mathbf{a}(0) \rightarrow \mathbf{a}(t)$. A function $K=K(\boldsymbol{a})$ is constant under evolution $\Phi_{t}$ if and only if

$$
\begin{equation*}
\dot{K}=\{K, H\}=0 . \tag{6.7}
\end{equation*}
$$

In this case the quantity $K$ is called a first integral or a constant of motion. The notion of Liouville integrability is strictly related to the number of first integrals and the rank of the associated Poisson tensor.

Definition 6.1.2 (Liouville integrability). A Hamiltonian system (6.6) on a Poisson manifold $P$ of rank $2 r \leq n$ is Liouville integrable if there are $k=n-r$ first integrals $H_{1}, \ldots, H_{k}$ in involution

$$
\begin{equation*}
\left\{H_{i}, H_{j}\right\}=0, \quad i, j=1, \ldots, k \tag{6.8}
\end{equation*}
$$

and functionally independent, namely

$$
\begin{equation*}
\operatorname{rank}\left(\frac{\partial H_{i}}{\partial a_{j}}\right)_{\substack{i=1, \ldots, k \\ j=1, \ldots, n}}=k \tag{6.9}
\end{equation*}
$$

in a dense subset of $P$.
Finding first integrals is often a complicated task, and during the past decades several algorithms to construct them have been developed. One of the most effective methods to produce first integrals of a given mechanical system is the so-called Lax pair representation ${ }^{1}$. The concept of Lax pair originates from the work of P. D. Lax on the theory of PDEs [130], where it was used to produce exact solutions through the so-called inverse scattering method [1, 4]. We give the definition in the finite dimensional setting, [12, 15].
Definition 6.1.3. Let $L=L(\mathbf{a})$ and $A=A(\mathbf{a})$ be $N \times N$ matrices, with $N=N(n)$ and such that the equation

$$
\begin{equation*}
\dot{L}=[A, L], \quad[A, L]=A L-L A \tag{6.10}
\end{equation*}
$$

is equivalent to the Hamiltonian flow (6.6). Then the matrices $L$ and $A$ are a Lax pair for the Hamiltonian system and the matrix $L$ is called Lax matrix.

[^1]The main consequence of the Lax equation (6.10) is that the eigenvalues of $L$ are first integrals of the Hamiltonian flow (6.6). So, provided that we can prove these eigenvalues give enough functionally independent quantities in involution, we can infer the Liouville integrability of Hamilton's equations (6.6) through the Lax pair.

Remark 6.1.4. The fact that in many cases an integrable system can be equivalent to a matrix relation gives the connection with random matrix theory. Indeed, when the initial data $\mathbf{a}(0)$ is chosen randomly, the Lax matrix $L=L(\mathbf{a}(0))$ becomes a random matrix.

To define a random initial data, we consider invariant measures with respect to the Hamiltonian flow. In general, such objects have the form

$$
\begin{equation*}
\mu=m(\mathbf{a}) \mathrm{d} a_{1} \wedge \cdots \wedge \mathrm{~d} a_{n}, \tag{6.11}
\end{equation*}
$$

where the density $m(\mathbf{a})$ is such that the measure $\mu \in L^{1}(\mathcal{M})$, with $\mathcal{M}$ being a sub-manifold of the manifold $P$.

Definition 6.1.5. Given an Hamiltonian system equipped with an invariant measure $\mu$, define the Gibbs measure [126] associated to the Hamiltonian as

$$
\begin{equation*}
\mu_{H}=\frac{1}{Z_{H}} e^{-\beta H(\mathbf{a})} \mu, \tag{6.12}
\end{equation*}
$$

where we assume the normalization constant $Z_{H}$ to be finite,

$$
\begin{equation*}
Z_{H}=\int_{\mathcal{M}} e^{-\beta H(\mathbf{a})} \mu<\infty . \tag{6.13}
\end{equation*}
$$

Similarly, given $H_{1}, \ldots, H_{k}$ first integrals and $\beta_{1}, \ldots, \beta_{k}$ constants, define the generalized Gibbs measure as

$$
\begin{equation*}
\mu_{G}=\frac{1}{Z_{G}} e^{-\sum_{j=1}^{k} \beta_{j} H_{j}(\mathbf{a})} \mu . \tag{6.14}
\end{equation*}
$$

As above, we assume that the normalization constant $Z_{G}$ is finite,

$$
\begin{equation*}
Z_{G}=\int_{\mathcal{M}} e^{-\sum_{j=1}^{N} \beta_{j} H_{j}(\mathbf{a})} \mu<\infty \tag{6.15}
\end{equation*}
$$

As discussed above, random initial data are obtained from an invariant measure $\mu$ of the form (6.11). More precisely, this means that the measure of every subset $S \subset \mathcal{M}$ with respect to $\mu$ is preserved under the time-evolution $\Phi_{t}$,

$$
\begin{equation*}
\int_{\Phi_{t}(S)} \mu=\int_{S} \mu . \tag{6.16}
\end{equation*}
$$

Interpreting the evolution as a coordinate transformation, we have

$$
\begin{equation*}
\int_{\Phi_{t}(S)} \mu=\int_{S} \Phi_{t}^{*}(\mu) \tag{6.17}
\end{equation*}
$$

where $\Phi_{t}^{*}(\mu)$ is the pull-back of $\mu$ through $\Phi_{t}$. This shows that the condition (6.16) is satisfied if $\Phi_{t}^{*}(\mu)=\mu$. In the following, we will only work in Euclidean coordinates, for a measure written in the form (6.11), so that the above condition can be rephrased as

$$
\begin{equation*}
\operatorname{div}\left(m(\mathbf{a}) \mathbf{f}_{H}(\boldsymbol{a})\right):=\sum_{i=1}^{m} \frac{\partial}{\partial a_{i}}\left(m(\mathbf{a})\left(\mathbf{f}_{H}(\mathbf{a})\right)_{i}\right)=0, \tag{6.18}
\end{equation*}
$$

where div is the usual euclidean divergence, see e.g. [106, Chapter 1]. The vector field $\mathbf{f}_{H}$ is specified by the Hamiltonian $H$ via the relation $\left(\mathbf{f}_{H}\right)_{i}=\left\{a_{i}, H\right\}$. The condition (6.18) can be written in the form

$$
\begin{equation*}
\{m, H\}+m \operatorname{div}\left(\mathbf{f}_{H}\right)=0 \tag{6.19}
\end{equation*}
$$

Remark 6.1.6. The condition (6.18) depends just on $m(\mathbf{a})$ and the vector field $\mathbf{f}_{H}$, thus it is independent of the Hamiltonian nature of the dynamical system at hand. In particular, we conclude that a measure $\mu$ as in (6.11) is invariant for the dynamical system

$$
\begin{equation*}
\dot{a}_{i}=f_{i}(\mathbf{a}), \quad i=1, \ldots, N, \tag{6.20}
\end{equation*}
$$

if and only if (6.18) holds.
From formula (6.19) we immediately have two important consequences.

- If the Hamiltonian vector field is divergence free, like in the case of a canonical Poisson bracket, it follows that the standard Euclidean measure

$$
\begin{equation*}
\mu_{0}=\mathrm{d} a_{1} \wedge \mathrm{~d} a_{2} \wedge \cdots \wedge \mathrm{~d} a_{n} \tag{6.21}
\end{equation*}
$$

is an invariant measure.

- If $K$ is a first integral and $m$ is the density of an invariant measure, then from the Leibniz rule (6.3) it follows that

$$
\begin{equation*}
\widetilde{m}:=f(K) m \tag{6.22}
\end{equation*}
$$

is the density of another invariant measure for every scalar function $f \in \mathcal{C}^{\infty}(\mathcal{M})$.
In all the examples we analyse in this thesis, all the Hamiltonian vector fields are divergence free, so we will be allowed to consider the Generalized Gibbs ensemble with $\mu=\mu_{0}$ the Euclidean measure in (6.21).

### 6.2 Laguerre $\beta$-ensemble and the exponential Toda lattice

In this section, we introduce an integrable model that we call exponential Toda lattice, since it resembles the well-know Toda lattice. We construct the Lax pair for this system, and we define its Generalized Gibbs measure. Finally, we compute the mean density of states of the Lax matrix.

The exponential Toda lattice is the Hamiltonian system on $M=\mathbb{R}^{2 N}$ with canonical Poisson bracket described by the Hamiltonian

$$
\begin{equation*}
H_{E}(\mathbf{p}, \mathbf{q})=\sum_{j=1}^{N} e^{-p_{j}}+\sum_{j=1}^{N} e^{q_{j}-q_{j+1}}, \quad p_{j}, q_{j} \in \mathbb{R} \tag{6.23}
\end{equation*}
$$

We consider periodic boundary conditions

$$
\begin{equation*}
q_{j+N}=q_{j}+\Delta, \quad p_{j+N}=p_{j}, \quad \forall j \in \mathbb{Z} \tag{6.24}
\end{equation*}
$$

and $\Delta \geq 0$ is an arbitrary constant. The equations of motion are given in Hamiltonian form as

$$
\begin{align*}
\dot{q}_{j} & =\frac{\partial H_{E}}{\partial p_{j}}=-e^{-p_{j}} \\
\dot{p}_{j} & =-\frac{\partial H_{E}}{\partial q_{j}}=e^{q_{j-1}-q_{j}}-e^{q_{j}-q_{j+1}} \tag{6.25}
\end{align*}
$$

The system possesses two trivial constants of motion,

$$
\begin{equation*}
H_{0}(\mathbf{p}, \mathbf{q})=\sum_{j=1}^{N}\left(q_{j}-q_{j+1}\right), \quad H_{1}(\mathbf{p}, \mathbf{q})=\sum_{j=1}^{N} p_{j} \tag{6.26}
\end{equation*}
$$

the first one due to periodicity, the second one due to the translational invariance of the Hamiltonian (6.23). In order to obtain a Lax pair for this system we introduce, in the spirit of Flaschka and Manakov [82, 83, 132], the variables

$$
\begin{equation*}
x_{j}=e^{-\frac{p_{j}}{2}}, \quad y_{j}=e^{\frac{q_{j}-q_{j+1}}{2}}=e^{-\frac{r_{j}}{2}}, \quad r_{j}=q_{j+1}-q_{j}, \quad j=1, \ldots, N, \tag{6.27}
\end{equation*}
$$

where we notice that $\prod_{j=1}^{N} y_{j}=e^{-\frac{\Delta}{2}}$. In these variables, the Hamiltonian (6.23) and the constants of motion (6.26) transform into

$$
\begin{equation*}
H_{E}(\mathbf{x}, \mathbf{y})=\sum_{j=1}^{N}\left(x_{j}^{2}+y_{j}^{2}\right), \quad H_{0}(\mathbf{x}, \mathbf{y})=2 \sum_{j=1}^{N} \log y_{j}, \quad H_{1}(\mathbf{x}, \mathbf{y})=-2 \sum_{j=1}^{N} \log x_{j} . \tag{6.28}
\end{equation*}
$$

The Hamilton's equations (6.25) become

$$
\begin{equation*}
\dot{x_{j}}=\frac{x_{j}}{2}\left(y_{j}^{2}-y_{j-1}^{2}\right), \quad \dot{y_{j}}=\frac{y_{j}}{2}\left(x_{j+1}^{2}-x_{j}^{2}\right), \quad j=1, \ldots, N, \tag{6.29}
\end{equation*}
$$

where $x_{N+1}=x_{1}, y_{0}=y_{N}$.
One can explicitly construct a Lax pair for this system. Let us introduce the matrix $E_{r, s}$, defined as $\left(E_{r, s}\right)_{i j}=\delta_{r}^{i} \delta_{s}^{j}$. Set

$$
\begin{align*}
L & =\sum_{j=1}^{N}\left(x_{j}^{2}+y_{j-1}^{2}\right) E_{j, j}+\sum_{j=1}^{N} x_{j} y_{j}\left(E_{j, j+1}+E_{j+1, j}\right)  \tag{6.30}\\
A & =\sum_{j=1}^{N} \frac{x_{j} y_{j}}{2}\left(E_{j, j+1}-E_{j+1, j}\right) \tag{6.31}
\end{align*}
$$

where, accounting for periodic boundary conditions, indices are taken modulo $N$, so that $E_{i, j+N}=$ $E_{i+N, j}=E_{i, j}$ for all $i, j \in \mathbb{Z}$. For example, the matrix $L$ in (6.30) has the explicit form

$$
L=\left(\begin{array}{ccccc}
x_{1}^{2}+y_{N}^{2} & x_{1} y_{1} & & & x_{N} y_{N}  \tag{6.32}\\
x_{1} y_{1} & x_{2}^{2}+y_{1}^{2} & x_{2} y_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & x_{N-1} y_{N-1} \\
x_{N} y_{N} & & & x_{N-1} y_{N-1} & x_{N}^{2}+y_{N-1}^{2}
\end{array}\right) .
$$

The system of equations (6.29) then admits the Lax representation

$$
\begin{equation*}
\dot{L}=[A, L] . \tag{6.33}
\end{equation*}
$$

Hence, the quantities $H_{m}=\operatorname{Tr}\left(L^{m-1}\right), m=2, \ldots, N+1$ are constants of motion as well as the eigenvalues of $L$. For the exponential Toda lattice, we define the generalized Gibbs ensemble as

$$
\begin{equation*}
\mu_{E T}=\frac{1}{Z_{N}^{E}(\beta, \eta, \theta)} \exp \left(-\beta H_{E}+\theta H_{0}-\eta H_{1}\right) \mathrm{d} \mathbf{r} \mathrm{~d} \mathbf{p} \tag{6.34}
\end{equation*}
$$

where $\beta, \eta, \theta>0$, the Hamiltonians $H_{E}, H_{0}$ and $H_{1}$ are defined in (6.23) and (6.26) respectively, $Z_{N}^{E}$ is the normalization constant, $\mathrm{d} \mathbf{r}=\mathrm{d} r_{1} \ldots \mathrm{~d} r_{N}$ and analogously for $\mathrm{d} \mathbf{p}$. We notice that according to this measure, all the variables are independent, moreover all $p_{j}$ are identically distributed, and so are the $r_{j}$. After introducing the variables $(\mathbf{r}, \mathbf{p}) \rightarrow(\mathbf{x}, \mathbf{y})$, the previous measure turns into

$$
\begin{equation*}
\mu_{E T}=\frac{1}{Z_{N}^{H_{E}}(\beta, \eta, \theta)} \prod_{j=1}^{N} x_{j}^{2 \eta-1} e^{-\beta x_{j}^{2}} \mathrm{~d} x_{j} \prod_{j=1}^{N} y_{j}^{2 \theta-1} e^{-\beta y_{j}^{2}} \mathrm{~d} y_{j} . \tag{6.35}
\end{equation*}
$$

Let $\chi_{2 \alpha}$ be the chi-distribution, defined by its density

$$
\begin{equation*}
f_{2 \alpha}(r)=\frac{r^{2 \alpha-1} e^{-\frac{r^{2}}{2}}}{2^{\alpha-1} \Gamma(\alpha)}, \quad r \in \mathbb{R}^{+} \tag{6.36}
\end{equation*}
$$

where $\alpha>0$. The variables $x_{j}$ and $y_{j}$ in the Gibbs measure (6.35) are independent random variables with scaled chi-distribution, respectively $f_{2 \eta}\left(\sqrt{2 \beta} x_{j}\right) \sqrt{2 \beta} \mathrm{~d} x_{j}$ and $f_{2 \theta}\left(\sqrt{2 \beta} y_{j}\right) \sqrt{2 \beta} \mathrm{~d} y_{j}$.

The Lax matrix $L$ in (6.32) becomes a random matrix when the entries are sampled according to (6.35). Such random matrix can be linked to the so-called Laguerre $\alpha$-ensemble [135]. The connection is obtained noticing that the matrix $L$ admits the following decomposition

$$
\begin{equation*}
L=B B^{\top}, \quad B=\sum_{j=1}^{N} x_{j} E_{j, j}+\sum_{j=1}^{N} y_{j} E_{j+1, j}, \tag{6.37}
\end{equation*}
$$

where $B^{\top}$ is the matrix transpose. On the other hand, the Laguerre $\alpha$-ensemble is given by the set of matrices $L_{\alpha, \gamma}=B_{\alpha, \gamma}\left(B_{\alpha, \gamma}\right)^{\top}$, where $B_{\alpha, \gamma} \in \operatorname{Mat}(N \times M), M \geq N$, and

$$
B_{\alpha, \gamma}=\frac{1}{\sqrt{2}}\left(\begin{array}{ccccc}
x_{1} & & &  \tag{6.38}\\
y_{1} & x_{2} & & & \mathbf{0}_{N \times(M-N)} \\
& \ddots & \ddots & & \\
& & y_{N-1} & x_{N} &
\end{array}\right)
$$

here $\mathbf{0}_{N \times(M-N)}$ is the zero matrix of dimension $N \times(M-N)$. The variables $x_{n}, y_{n}$ are distributed according to chi-distribution

$$
\begin{align*}
x_{n} \sim \chi_{\frac{2 \alpha}{\gamma}} & n=1, \ldots, N,  \tag{6.39}\\
y_{n} \sim \chi_{2 \alpha} & n=1, \ldots, N-1 . \tag{6.40}
\end{align*}
$$

Thus, the following entry wise measure on the matrices $B_{\alpha, \gamma}$ can be defined,

$$
\begin{equation*}
\mu_{B_{\alpha, \gamma}}=\frac{1}{\left(2^{\frac{\alpha}{\gamma}-1} \Gamma\left(\frac{\alpha}{\gamma}\right)\right)^{N}\left(2^{\alpha-1} \Gamma(\alpha)\right)^{N-1}} \prod_{j=1}^{N} x_{j}^{\frac{2 \alpha}{\gamma}-1} e^{-\frac{x_{j}^{2}}{2}} \mathrm{~d} x_{j} \prod_{j=1}^{N-1} y_{j}^{2 \alpha-1} e^{-\frac{y_{j}^{2}}{2}} \mathrm{~d} y_{j} . \tag{6.41}
\end{equation*}
$$

We observe that the matrix $B$ in (6.37) has the same form of $B_{\alpha, \gamma}$ in (6.39), with the addition of the corner element $y_{N} E_{1, N}$. Furthermore, the rescaling of the variables $\left(x_{j}, y_{j}\right) \mapsto \frac{1}{\sqrt{2 \beta}}\left(x_{j}, y_{j}\right)$ in (6.35), amounts to the matrix rescaling $B \mapsto \frac{1}{\sqrt{2 \beta}} B$, and comparing with (6.41) we see that $\frac{1}{\sqrt{2 \beta}} B$ is a rank one perturbation of the matrix $B_{\theta, \frac{\theta}{\eta}}$.

We are interested in studying the density of states $\nu_{E T}$ for the Lax matrix $L$ when the entries are distributed according to the Gibbs measure $\mu_{E T}$ in (6.35). The density of states $\nu_{E T}$ is obtained from the weak convergence in $L^{1}(\mathbb{R})$ of the empirical measure of the Lax matrix $L$, namely

$$
\begin{equation*}
\frac{1}{N} \sum_{j=1}^{N} \delta_{\lambda_{j}} \stackrel{N \rightarrow \infty}{ } \nu_{E T} \tag{6.42}
\end{equation*}
$$

where $\lambda_{j}$ are the eigenvalues of $L$ and $\delta_{x}$ is the Dirac delta function centred at $x$.
In order to study the density of states of the Exponential Toda lattice, we recall the following result proved in [135].

Theorem 6.2.1 (cf. [135], Theorem 1.1). Consider the matrix $L_{\alpha, \gamma}=B_{\alpha, \gamma} B_{\alpha, \gamma}^{\top}$ distributed according to $\mu_{B_{\alpha, \gamma}}$ in (6.41). Then, its mean density of states $\nu_{L_{\alpha, \gamma}}$ takes the form

$$
\begin{equation*}
\nu_{L_{\alpha, \gamma}}=\partial_{\alpha}\left(\alpha \mu_{\alpha, \gamma}(x)\right) \mathrm{d} x, \quad x \geq 0, \tag{6.43}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{\alpha, \gamma}(x):=\frac{1}{\Gamma(\alpha+1) \Gamma\left(1+\frac{\alpha}{\gamma}+\alpha\right)} \frac{x^{\frac{\alpha}{\gamma}} e^{-x}}{\left|\psi\left(\alpha,-\frac{\alpha}{\gamma} ; x e^{-i \pi}\right)\right|^{2}}, \quad x \geq 0 \tag{6.44}
\end{equation*}
$$

here $\psi(v, w ; z)$ is the Tricomi's confluent hypergeometric function [5].
In view of Theorem 6.2.1 and the previous discussion we deduce.

Corollary 6.2.2. Consider the Lax matrix $L=B B^{\top}$ in (6.37) of the exponential Toda lattice with Hamiltonian (6.23) and endow the entries of the matrix $B$ in (6.37) with the Gibbs measure $\mu_{E T}$ (6.35). Then, the density of states $\nu_{E T}$ of the Lax matrix $L=B B^{\top}$ takes the form

$$
\begin{equation*}
\nu_{E T}=\beta \partial_{\alpha}\left(\alpha \mu_{\alpha, \gamma}(\beta x)\right)_{\left.\right|_{\alpha=\theta, \gamma=\frac{\theta}{\eta}}} \mathrm{d} x, \quad x \geq 0, \tag{6.45}
\end{equation*}
$$

where the measure $\mu_{\alpha, \gamma}$ is defined in (6.44).

Proof. First, we notice that by virtue of general theory of Hermitian matrices, see [16, Theorem A.43], we can restrict to the case $y_{N}=0$ in (6.35). As observed above, performing the change of variables $\left(x_{j}, y_{j}\right) \mapsto \frac{1}{\sqrt{2 \beta}}\left(x_{j}, y_{j}\right)$, which amounts to rescale $B \mapsto \frac{1}{\sqrt{2 \beta}} B$, one has that the matrix entries of $\frac{1}{\sqrt{2 \beta}} B$ are distributed as the matrix entries of $B_{\theta, \frac{\theta}{\eta}}$. Applying Theorem 6.2.1 we obtain the claim.

## Parameter Limit

In this section, we examine the low-temperature limit of the Hamiltonian system (6.23). Namely, we want to compute the eigenvalues of the Lax matrix $L$ in (6.30) in the limit $\beta, \theta, \eta \rightarrow \infty$, in such a way that

$$
\eta=\widetilde{\eta} \beta, \quad \theta=\widetilde{\theta} \beta,
$$

where $\widetilde{\eta}$ and $\widetilde{\theta}$ are in compact sets of $\mathbb{R}_{+}$.

Since all $x_{j}$ and $y_{j}$ are independent random variables, we just have to consider the weak limit of the rescaled chi-distributions, respectively

$$
f_{2 \tilde{\eta} \beta}(\sqrt{2 \beta} x) \sqrt{2 \beta} \mathrm{~d} x, \quad f_{2 \tilde{\theta} \beta}(\sqrt{2 \beta} y) \sqrt{2 \beta} \mathrm{~d} y .
$$

We explicitly work out one of the cases above.
We consider a continuous and bounded function $h: \mathbb{R}_{+} \rightarrow \mathbb{R}$ and evaluate the limit

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \int_{0}^{\infty} h(x) f_{2 \eta \beta}(\sqrt{2 \beta} x) \sqrt{2 \beta} \mathrm{~d} x=\lim _{\beta \rightarrow \infty} \frac{\int_{0}^{\infty} h(x) e^{\beta\left(2 \tilde{\eta} \log x-x^{2}\right)} \mathrm{d} x}{\int_{0}^{\infty} x^{2 \tilde{\eta} \beta} e^{-\beta x^{2}} \mathrm{~d} x}=h(\sqrt{\widetilde{\eta}}) . \tag{6.46}
\end{equation*}
$$

The last identity has been obtained by applying the Laplace method (see [138]) and observing that the minimizer of the term $2 \widetilde{\eta} \log (x)-x^{2}$ in the exponent of the integral is $x_{0}=\sqrt{\widetilde{\eta}}$.

As a consequence, we conclude that $x_{j} \rightharpoonup \sqrt{\tilde{\eta}}$ and $y_{j} \rightharpoonup \sqrt{\tilde{\theta}}, j=1, \ldots, N$ as $\beta \rightarrow \infty$, where with $\rightharpoonup$ we denote weak convergence. The previous limit implies that the measure $\nu_{E T}$ in (6.45) converges, in the low temperature limit, to the density of states of the matrix $L_{\infty}$

$$
L_{\infty}=\left(\begin{array}{ccccc}
\widetilde{\eta}+\widetilde{\theta} & \sqrt{\widetilde{\eta}} & & & \sqrt{\widetilde{\eta} \tilde{\theta}}  \tag{6.47}\\
\sqrt{\widetilde{\eta} \tilde{\theta}} & \widetilde{\eta}+\widetilde{\theta} & \sqrt{\widetilde{\eta} \tilde{\theta}} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & \sqrt{\widetilde{\eta} \tilde{\theta}} \\
\sqrt{\widetilde{\eta} \tilde{\theta}} & & & \sqrt{\widetilde{\eta} \tilde{\theta}} & \widetilde{\eta}+\widetilde{\theta}
\end{array}\right) .
$$

Indeed, the fact that $L$ is tridiagonal with iid entries along the diagonals, implies its $k$-th moment depends on a multiple of $k$ number of variables only; specifically looking back at the Lax matrix $L$ in (6.32)

$$
\begin{equation*}
\left\langle\operatorname{tr}\left(L^{k}\right)\right\rangle=\left\langle\sum_{j=1}^{N}\left(L^{k}\right)_{j j}\right\rangle=N \cdot\left\langle\left(L^{k}\right)_{11}\right\rangle=: N \cdot\left\langle f\left(x_{N-k}, \ldots, x_{N+k} ; y_{N-k}, \ldots, y_{N+k}\right)\right\rangle, \tag{6.48}
\end{equation*}
$$

for some function $f(\cdot)$ of its entries. Then, passing to the density of states (6.42) and renaming the iid variables, the scaling factor $N$ identically cancels out and moments converge,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N}\left\langle\operatorname{tr}\left(L^{k}\right)\right\rangle=\left\langle f\left(x_{1}, \ldots, x_{2 k} ; y_{1}, \ldots, y_{2 k}\right)\right\rangle \tag{6.49}
\end{equation*}
$$

The eigenvalues being functions of moments, density of states converges as well. In particular, this also shows that the two limit commute in taking the density of states at low temperature,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \lim _{\beta \rightarrow \infty} \frac{1}{N} \sum_{j=1}^{N} \delta_{\lambda_{j}}=\lim _{\beta \rightarrow \infty} \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{j=1}^{N} \delta_{\lambda_{j}}=\nu_{\infty} \tag{6.50}
\end{equation*}
$$

since the limits can be passed directly to the variables $x_{i}, y_{i}$.
The matrix $L_{\infty}$ is a circulant matrix, so its eigenvalues can be computed explicitly [103] as

$$
\begin{equation*}
\lambda_{j}=\widetilde{\eta}+\widetilde{\theta}+2 \sqrt{\widetilde{\eta} \tilde{\theta}} \cos \left(2 \pi \frac{j}{N}\right), \quad j=1, \ldots, N . \tag{6.51}
\end{equation*}
$$

Then, from the explicit expression (6.51), it follows that the density of states of $L_{\infty}$ is

$$
\begin{equation*}
\nu_{L_{\infty}}=\frac{1}{2 \pi} \frac{d x}{\sqrt{\left(c_{+}-x\right)\left(x-c_{-}\right)}} \mathbb{1}_{\left(c_{-}, c_{+}\right)}, \quad c_{ \pm}=(\sqrt{\widetilde{\eta}} \pm \sqrt{\widetilde{\theta}})^{2} . \tag{6.52}
\end{equation*}
$$

here $\mathbb{1}_{\left(c_{-}, c_{+}\right)}$is the indicator function of the set $\left(c_{-}, c_{+}\right)$. Thus, we proved the following result.
Proposition 6.2.3. Consider the random Lax matrix L in (6.30) sampled from the Gibbs ensemble $\mu_{E T}$ (6.35) of the Exponential Toda lattice (6.29). The density of states of the matrix $\underset{\sim}{L}$ in the lowtemperature limit, i.e. when $\beta, \theta, \eta \rightarrow \infty$ in such a way that $\eta=\widetilde{\eta} \beta, \theta=\widetilde{\theta} \beta$, with $\widetilde{\eta}, \widetilde{\theta}$ in compact subsets of $\mathbb{R}_{+}$, is the hard edge distribution given by (6.52), namely an arcsine distribution.

### 6.3 Volterra lattice

The Volterra lattice, also known as the discrete $K d V$ equation, describes the motion of $N$ particles on the line with equations

$$
\begin{equation*}
\dot{a_{j}}=a_{j}\left(a_{j+1}-a_{j-1}\right), \quad j=1, \ldots, N . \tag{6.53}
\end{equation*}
$$

It was originally introduced by Kac and Van Moerbeke in [122] to study population evolution in a hierarchical system of competing species. It was first solved by Kac and van Moerbeke in [10], using a discrete version of inverse scattering due to Flaschka [83]. Equations (6.53) can be considered as a finite-dimensional approximation of the Korteweg-de Vries equation.

The phase space is $\mathbb{R}_{+}^{N}$ and we consider periodic boundary conditions $a_{j}=a_{j+N}$ for all $j \in \mathbb{Z}$. The Volterra lattice is a reduction of the second flow of the Toda lattice [123]. Indeed, the latter is described by the dynamical system

$$
\begin{align*}
\dot{a_{j}} & =a_{j}\left(b_{j+1}^{2}-b_{j}^{2}+a_{j+1}-a_{j-1}\right), & & j=1, \ldots, N,  \tag{6.54}\\
\dot{b_{j}} & =a_{j}\left(b_{j+1}+b_{j}\right)-a_{j-1}\left(b_{j}+b_{j-1}\right), & & j=1, \ldots, N, \tag{6.55}
\end{align*}
$$

and equations (6.53) are recovered just by setting $b_{j} \equiv 0$. The Hamiltonian structure of the equations follows from the one of the Toda lattice. On the phase space $\mathbb{R}_{+}^{N}$ we introduce the Poisson bracket

$$
\begin{equation*}
\left\{a_{j}, a_{i}\right\}_{\mathrm{Volt}}=a_{j} a_{i}\left(\delta_{i, j+1}-\delta_{i, j-1}\right) \tag{6.56}
\end{equation*}
$$

and the Hamiltonian $H_{1}=\sum_{j=1}^{N} a_{j}$ so that the equations of motion (6.53) can be written in the Hamiltonian form

$$
\begin{equation*}
\dot{a}_{j}=\left\{a_{j}, H_{1}\right\}_{\mathrm{Volt}} . \tag{6.57}
\end{equation*}
$$

An elementary constant of motion for the system is $H_{0}=\prod_{j=1}^{N} a_{j}$ that is independent of $H_{1}$.
The Volterra lattice is a completely integrable system, and it admits several equivalent Lax representations, see e.g. [123, 141]. The classical one reads

$$
\begin{equation*}
\dot{L}_{1}=\left[A_{1}, L_{1}\right] \tag{6.58}
\end{equation*}
$$

where

$$
\begin{align*}
L_{1} & =\sum_{j=1}^{N} a_{j} E_{j+1, j}+E_{j, j+1}, \\
A_{1} & =\sum_{j=1}^{N}\left(a_{j}+a_{j+1}\right) E_{j, j}+E_{j, j+2}, \tag{6.59}
\end{align*}
$$

where we recall that the matrix $E_{r, s}$ is defined as $\left(E_{r, s}\right)_{i j}=\delta_{r}^{i} \delta_{s}^{j}$ and $E_{j+N, i}=E_{j, i+N}=E_{j, i}$. There exists also a symmetric formulation due to Moser [141],

$$
\begin{align*}
\dot{L}_{2} & =\left[A_{2}, L_{2}\right] \\
L_{2} & =\sum_{j=1}^{N} \sqrt{a_{j}}\left(E_{j, j+1}+E_{j+1, j}\right),  \tag{6.60}\\
A_{2} & =\sum_{j=1}^{N} \sqrt{a_{j} a_{j+1}}\left(E_{j, j+2}-E_{j+2, j}\right),
\end{align*}
$$

which assumes that all $a_{j}>0$.
Furthermore, we point out that there exists also an antisymmetric formulation for this Lax pair, indeed a straightforward computation yields

Proposition 6.3.1. Let $a_{j}>0$ for all $j=1, \ldots, N$. Then, the dynamical system (6.53) admits an antisymmetric Lax matrix $L_{3}$ with companion matrix $A_{3}$, namely the equations of motion are equivalent to $\dot{L_{3}}=\left[A_{3}, L_{3}\right]$ with

$$
\begin{align*}
L_{3} & =\sum_{j=1}^{N} \sqrt{a_{j}}\left(E_{j, j+1}-E_{j+1, j}\right)  \tag{6.61}\\
A_{3} & =\sum_{j=1}^{N} \sqrt{a_{j} a_{j+1}}\left(E_{j+2, j}-E_{j, j+2}\right) . \tag{6.62}
\end{align*}
$$

## Gibbs Ensemble

We introduce a Gibbs ensemble for the Volterra lattice (6.53) by observing that its vector field $f_{j}=a_{j}\left(a_{j+1}-a_{j-1}\right)$ is divergence free, due to the periodic boundary conditions. Therefore, an invariant measure can be obtained from (6.22). We use $H_{0}=\prod_{j=1}^{N} a_{j}$, and $H_{1}=\sum_{j=1}^{N} a_{j}$ as constants of motion to construct the invariant measure

$$
\begin{equation*}
\mu_{\text {Volt }}(\mathbf{a})=\frac{1}{Z_{N}^{\text {Volt }}(\beta, \eta)} e^{-\beta H_{1}+(\eta-1) \log H_{0}} \mathbf{d} \mathbf{a}, \quad \beta, \eta>0 \tag{6.63}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{N}^{\operatorname{Volt}}(\beta, \eta)=\left(\frac{\Gamma(\eta)}{\beta^{\eta}}\right)^{N}<\infty \tag{6.64}
\end{equation*}
$$

and $\Gamma(\eta)$ is the Euler Gamma function [58, $\S 5]$. We notice that according to this measure, all the variables are independent and identically distributed (i.i.d.).

Next we want to characterize the density of states of the antisymmetric Lax $L_{3}$ of the Volterra lattice given in Proposition 6.3.1. Among the three Lax matrices of the Volterra lattice, the matrix $L_{3}$ is particularly useful since it allows to connect the Volterra Lattice with a specific $\alpha$-ensemble, namely the antisymmetric Gaussian $\alpha$-ensemble. The antisymmetric Gaussian $\alpha$-ensemble, see [86], is the family of random antisymmetric tridiagonal matrices

$$
L_{\alpha}=\left[\begin{array}{ccccc}
0 & y_{1} & & &  \tag{6.65}\\
-y_{1} & 0 & y_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & -y_{N-2} & 0 & y_{N-1} \\
& & & -y_{N-1} & 0
\end{array}\right]
$$

where $y_{i}$ are i.i.d. random variables with chi-distribution with density

$$
\begin{equation*}
f_{2 \alpha}(y)=\frac{y^{2 \alpha-1} e^{-y^{2}}}{\Gamma(\alpha)}, \quad y \in \mathbb{R}^{+} . \tag{6.66}
\end{equation*}
$$

Even though we use a different normalization of the chi-distribution with respect to Section 6.2, we keep the same notation $f_{2 \alpha}(y)$ for the density. This distribution induces a measure on the entries of the matrix $L_{\alpha}$, namely

$$
\begin{equation*}
\mu_{L_{\alpha}}=\frac{\prod_{i=1}^{N-1} y_{i}^{2 \alpha-1} e^{-y_{i}^{2}} \mathbb{1}_{\mathbb{R}_{+}}\left(y_{i}\right) \mathrm{d} \mathbf{y}}{\Gamma(\alpha)^{N-1}} \tag{6.67}
\end{equation*}
$$

In [86] the authors studied this matrix ensemble in connection with the Antisymmetric Gaussian $\beta$ ensemble introduced by Dumitriu and Forrester [70] in the high temperature regime, and computed explicitly its density of states $\nu_{L_{\alpha}}(x)$, defined as

$$
\begin{equation*}
\frac{1}{N} \sum_{j=1}^{N} \delta_{\operatorname{Im}\left(\lambda_{j}\right)} \xrightarrow{N \rightarrow \infty} \nu_{L_{\alpha}}(x), \tag{6.68}
\end{equation*}
$$

where $\lambda_{j}$ are the eigenvalues of $L_{\alpha}$. Since the matrix $L_{\alpha}$ is antisymmetric with real entries, its eigenvalues are purely imaginary numbers.

Theorem 6.3.2. [86] The density of states of the random matrix $L_{\alpha}$ in (6.65), is explicitly given by

$$
\begin{equation*}
\nu_{L_{\alpha}}(x)=\partial_{\alpha}\left(\alpha \theta_{\alpha}(x)\right) \mathrm{d} x \tag{6.69}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{\alpha}(x)=\left|\Gamma(\alpha) W_{-\alpha+1 / 2,0}(-y)\right|^{-2}, \tag{6.70}
\end{equation*}
$$

here $W_{k, \mu}(z)$ is the Whittaker function [5].
We notice that performing the change of coordinates $a_{j}=x_{j}^{2}$, the Gibbs ensemble (6.63) reads:

$$
\begin{equation*}
\mu_{\mathrm{Volt}}(\mathbf{x})=\frac{\prod_{j=1}^{N} x_{j}^{2 \eta-1} e^{-\beta \sum_{j=1}^{N} x_{j}^{2}} \mathbb{1}_{\mathbb{R}_{+}}\left(x_{j}\right) \mathrm{d} \mathbf{x}}{Z_{N}^{\operatorname{Volt}}(\beta, \eta)} \tag{6.71}
\end{equation*}
$$

which, up to a rescaling $x_{j} \rightarrow x_{j} / \sqrt{\beta}$ and for the extra term $x_{N}$ in the probability distribution, is exactly the distribution (6.67) of the matrix $L_{\alpha}$. Furthermore, the matrix $L_{3}$ is a 2 rank perturbation of the matrix $L_{\alpha}$. Therefore, by a corollary of [16, Theorem A.41] and Theorem 6.3.2, we obtain the following.

Corollary 6.3.3. Consider the matrix $L_{3}$ in (6.62) endowed with the Gibbs measure $\mu_{\text {Volt }}$ (6.63). Then, the density of states of the matrix $L_{3}$ is explicitly given by

$$
\begin{equation*}
\nu_{V o l t}(x)=\sqrt{\beta} \partial_{\eta}\left(\eta \theta_{\eta}(\sqrt{\beta} x)\right) \mathrm{d} x, \tag{6.72}
\end{equation*}
$$

where $\theta_{\alpha}(x)$ is given in (6.70).

## Parameter Limit

As for the case of Exponential Toda (6.29), in this section we consider the low-temperature regime of the Volterra lattice, namely the limit $\eta, \beta \rightarrow \infty$, in such a way that $\eta=\beta \widetilde{\eta}$, with $\widetilde{\eta}$ in a compact set of $\mathbb{R}_{+}$, and we compute the density of states of the matrix $L_{3}(6.61)$ in this regime.

Applying the same techniques of Section 6.2, we conclude that the density of states of the matrix $L_{3}$ in the low-temperature limit coincides with the one of the matrix $L_{\infty}$, where

$$
L_{\infty}=\left(\begin{array}{ccccc}
0 & \sqrt{\widetilde{\eta}} & & & -\sqrt{\widetilde{\eta}}  \tag{6.73}\\
-\sqrt{\widetilde{\eta}} & 0 & \sqrt{\widetilde{\eta}} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & \sqrt{\widetilde{\eta}} \\
\sqrt{\widetilde{\eta}} & & & -\sqrt{\widetilde{\eta}} & 0
\end{array}\right)
$$

Since the matrix $L_{\infty}$ is circulant, we can readily compute its eigenvalues as

$$
\begin{equation*}
\lambda_{j}=2 i \sqrt{\widetilde{\eta}} \sin \left(2 \pi \frac{j}{N}\right), \quad j=1, \ldots, N . \tag{6.74}
\end{equation*}
$$

From this explicit formula, it follows that the density of states of the matrix $L_{\infty}$ reads

$$
\begin{equation*}
\nu_{L_{\infty}}=\frac{1}{2 \pi} \frac{1}{\sqrt{4 \widetilde{\eta}-x^{2}}} \mathbb{1}_{(-2 \sqrt{\tilde{\eta}}, 2 \sqrt{\widetilde{\eta}})}(x) \mathrm{d} x . \tag{6.75}
\end{equation*}
$$

Such measure coincides with the measure $\nu_{L^{\alpha}}$ in the low-temperature limit. Thus, we just proved the following.

Proposition 6.3.4. Consider the Gibbs ensemble $\mu_{V o l t}$ of the Volterra lattice (6.63), in the lowtemperature limit, i.e. $\beta, \eta \rightarrow \infty$, in such a way that $\eta=\widetilde{\eta} \beta$, where $\widetilde{\eta}$ is in a compact subset of $\mathbb{R}_{+}$. Then, the density of states $\nu_{\text {Volt }}$ of the Lax matrix $L_{3}$ in (6.61) converges, in this regime, to an arcsine distribution, namely

$$
\begin{equation*}
\nu_{\text {Volt }}=\frac{1}{2 \pi} \frac{1}{\sqrt{4 \widetilde{\eta}-x^{2}}} \mathbb{1}_{(-2 \sqrt{\tilde{\eta}}, 2 \sqrt{\tilde{\eta}})}(x) \mathrm{d} x . \tag{6.76}
\end{equation*}
$$

## Chapter 7

## Non-Hermitian Lax systems

In this chapter we continue our pursuit in the description of Hamiltonian integrable systems with random initial data sampled according to the associated generalized Gibbs measure. We consider: generalizations of the Volterra lattice to short range interactions[32], Section 7.1, the focusing Ablowitz-Ladik lattice[2, 3], Section 7.2, and the focusing Schur flow, Section 7.3. In these cases the corresponding random Lax matrices are not symmetric nor self-adjoint and we derive numerically their density of states that has support in the complex plane. Interesting patterns of the density of states emerge as we vary the parameters of the system. For all the systems under analysis we are still able to compute the density of states in the low-temperature limit, namely in the ground state. The background material is in Section 6.1.

### 7.1 Generalization of the Volterra lattice: the INB $k$-lattices

The Volterra lattice (6.53) can be generalized in a variety of ways. The most natural ones are two families of lattices described in [32] (see also [31, 116, 145] ) which include short range interactions,

$$
\begin{array}{ll}
\dot{a}_{i}=a_{i}\left(\sum_{j=1}^{k} a_{i+j}-\sum_{j=1}^{k} a_{i-j}\right), \quad i=1, \ldots, N, \\
\dot{a}_{i}=a_{i}\left(\prod_{j=1}^{k} a_{i+j}-\prod_{j=1}^{k} a_{i-j}\right), \quad i=1, \ldots, N, \tag{7.2}
\end{array}
$$

where $k \in \mathbb{N}, N \geq k$, and the periodicity condition $a_{j+N}=a_{j}$ holds.
These two families are called the additive Itoh-Narita-Bogoyavleskii (INB) $k$-lattice and the multiplicative Itoh-Narita-Bogoyavleskii (INB) $k$-lattice respectively. Setting $k=1$, we recover from both lattices the Volterra one (6.53). Further generalizations of the INB lattice were recently considered in [76].

A crucial difference in the two models is that in the additive lattice (7.1) the interaction is on arbitrary number of points, but the non-linearity is still quadratic like the original Volterra lattice (6.53); on the other hand, the multiplicative lattice (7.2) admits non-linearity of arbitrary order. Moreover, both families admit the KdV equation as continuum limits, see [32].

As mentioned earlier, the additive INB $k$-lattice is an integrable system for all $k \in \mathbb{N}$ and $i \in \mathbb{Z}$,
since they all admit a Lax pair formulation (6.10). For the additive INB lattice (7.1), it reads

$$
\begin{align*}
L^{(+, k)} & =\sum_{i=1}^{N}\left(a_{i+k} E_{i+k, i}+E_{i, i+1}\right)  \tag{7.3}\\
A^{(+, k)} & =\sum_{i=1}^{N}\left(\sum_{j=0}^{k} a_{i+j}\right) E_{i, i}+E_{i, i+k+1} \tag{7.4}
\end{align*}
$$

we recall that we are always considering periodic boundary conditions, so for all $j \in \mathbb{Z}, a_{j+N}=a_{j}$ and $E_{i, j+N}=E_{i+N, j}=E_{i, j}$. The constants of motion obtained through this Lax pair are in involution with respect to the Poisson bracket

$$
\begin{equation*}
\left\{a_{j}, a_{i}\right\}_{(+, k)}=a_{j} a_{i}\left(\sum_{s=1}^{k} \delta_{j+s, i}-\sum_{s=1}^{k} \delta_{j-s, i}\right) . \tag{7.5}
\end{equation*}
$$

Then, the additive INB $k$-lattice (7.1) can be written as

$$
\begin{equation*}
\dot{a}_{i}=\left\{a_{i}, H_{1}\right\}_{(+, k)}, \tag{7.6}
\end{equation*}
$$

where the Hamiltonian function $H_{1}=\sum_{j=1}^{N} a_{j}$ is the same as in equation (6.57). In the same way, it is possible to prove that the function $H_{0}=\prod_{j=1}^{N} a_{j}$ is a first integral for the additive INB $k$-lattice (7.1) as well.

Similarly, the multiplicative INB $k$-lattices can be endowed with a Lax Pair for all $k \in \mathbb{N}$, therefore it is another example of integrable systems. Specifically, for the periodic case we presented in equation (7.2), the Lax pair reads

$$
\begin{align*}
L^{(\times, k)} & =\sum_{i=1}^{N}\left(a_{i} E_{i, i+1}+E_{i+k, i}\right),  \tag{7.7}\\
A^{(\times, k)} & =\sum_{i=1}^{N}\left(\prod_{j=0}^{k} a_{i+j}\right) E_{i, i+k+1} . \tag{7.8}
\end{align*}
$$

We notice that both $H_{1}=\sum_{j=1}^{N} a_{j}$, and $H_{0}=\prod_{j=1}^{N} a_{j}$ are constants of motion for these systems, for all $k \in \mathbb{N}$.

Remark 7.1.1. For fixed $k$, there exists a transformation that maps the multiplicative INB $k$-lattice to the additive one. Namely, consider the system (7.2) and define the new set of variables

$$
\begin{equation*}
b_{i}:=a_{i} \cdots \cdots a_{i+k-1}, \quad i=1, \ldots, N \tag{7.9}
\end{equation*}
$$

where the indices are taken modulo $N$. Then, it is immediate to see that

$$
\begin{equation*}
\dot{a}_{i}=a_{i}\left(b_{i+1}-b_{i+k-1}\right), \quad i=1, \ldots, N, \tag{7.10}
\end{equation*}
$$

which in turn, due to telescopic summations, implies

$$
\dot{b}_{i}=b_{i}\left(\sum_{j=1}^{k} b_{i+j}-\sum_{j=1}^{k} b_{i-j}\right), \quad i=1, \ldots, N,
$$

which is (7.1). The transformation (7.9) is invertible only when $k$ and $N$ are co-prime, for a more detailed discussion see [32].

## Gibbs Ensemble

We want to introduce an invariant measure for the INB lattices ((7.1)) and (7.2). Since $H_{0}=$ $\prod_{j=1}^{N} a_{j}$ and $H_{1}=\sum_{j=1}^{N} a_{j}$ are constants of motion for all the INB lattices, and both systems are divergence free, in view of (6.22) we can consider as invariant measure the same one that we used for the Volterra lattice, namely

$$
\begin{equation*}
\mu_{\mathrm{INB}}(\mathbf{a} ; \eta, \beta)=\frac{e^{-\beta H_{1}+(\eta-1) \log H_{0}} \mathrm{~d} \mathbf{a}}{\int_{\mathbb{R}_{+}^{N}} e^{-\beta H_{1}+(\eta-1) \log H_{0}} \mathrm{~d} \mathbf{a}}=\frac{\prod_{j=1}^{N} a_{j}^{\eta-1} e^{-\beta \sum_{j=1}^{N} a_{j}} \mathrm{~d} \mathbf{a}}{Z_{N}^{\mathrm{INB}}(\beta, \eta)}, \quad \beta, \eta>0, \tag{7.11}
\end{equation*}
$$

where the normalization constant $Z_{N}^{\mathrm{INB}}(\beta, \eta)$ has the value given in equation (6.64).
Unlike the Lax matrix of the Volterra lattice, the Lax matrices of these generalizations lack of a known random matrix model to compare with. For this reason, we present numerical investigations of the density of states for these random Lax matrices for several values of the parameters $k, \eta$ and $\beta$, see Figures 7.2-7.3. We notice that, for both the additive lattice and the multiplicative one, the density of states seems to possess a discrete rotational symmetry. In this spirit, we prove the following

Lemma 7.1.2. Fix $\ell \in \mathbb{N}$. Then for $N$ large enough

$$
\begin{equation*}
\operatorname{Tr}\left(\left(L^{(+, k)}\right)^{\ell}\right)=\operatorname{Tr}\left(\left(L^{(\times, k)}\right)^{\ell}\right)=0 \tag{7.12}
\end{equation*}
$$

if $\ell$ is not an integer multiple of $k+1$.
Proof. We prove the statement for the additive case, the proof in the multiplicative one is analogous.
The main idea is to relate each addendum appearing in $\operatorname{Tr}\left(\left(L^{(+, k)}\right)^{\ell}\right)$ to a specific path in the $\mathbb{Z}^{2}$ plane, and prove that such a path exists if and only if $\ell=m(k+1)$ for some $m \in \mathbb{N}$. In particular, we can focus on the first element of the diagonal of $\left(L^{(+, k)}\right)^{\ell}$, write $\left(L^{(+, k)}\right)^{\ell}(1,1)$, since all the other ones can be recovered shifting the indices. First, we write $\left(L^{(+, k)}\right)^{\ell}(1,1)$ as

$$
\begin{equation*}
\left(L^{(+, k)}\right)^{\ell}(1,1)=\sum_{i_{1}, \ldots, i_{\ell-1}=1}^{N} L^{(+, k)}\left(1, i_{1}\right) L^{(+, k)}\left(i_{1}, i_{2}\right) \cdots L^{(+, k)}\left(i_{\ell-1}, 1\right) . \tag{7.13}
\end{equation*}
$$

We notice that, due to the structure of $L^{(+, k)}$, if $L^{(+, k)}\left(1, i_{1}\right) \cdots L^{(+, k)}\left(i_{\ell-1}, 1\right)$ is not zero, then either $i_{s+1}=i_{s}+1$ or $i_{s+1}=i_{s}-k$ modulo $N$. Now, consider paths in the $\mathbb{Z}^{2}$ plane from the point $(0,0)$ to $(\ell, 0)$, such that the only permitted steps are the up step $(1,1)$ and the down step $(1,-k)$. Since these paths resemble the classical Dyck paths, we call them $(1, k)$-Dyck paths of length $\ell$. Given a non-zero element of the product in (7.13), we can construct the corresponding path in the following way. We start at $(0,0)$, then if $\left|i_{1}-1\right|=1$ we make an up step of height 1 , otherwise we make a down step of height $k$, and so on.

For each path, let $n$ be the number of up steps and $m$ the number of down steps, then

$$
\begin{equation*}
m+n=\ell, \quad n-m k=0, \tag{7.14}
\end{equation*}
$$

since there is a total of $\ell$ step, and the path has to go back to height 0 . Thus, we deduce that

$$
\begin{equation*}
m(k+1)=\ell, \tag{7.15}
\end{equation*}
$$

and the claim is proven.


Figure 7.1: Example of $(1,2)$-Dick path of length 12
Remark 7.1.3. The previous result implies that the only non-zero moments of the densities of states $\nu_{I N B,+, k}, \nu_{I N B, \times, k}$, provided they exist, are the ones which are an integer multiple of $k+1$.

Another interesting feature of these measures is that their supports seem to be exponentially localized to one dimensional contours. Specifically, it appears that the supports are the two hypotrochoids $\gamma_{+, k}, \gamma_{\times, k}$, respectively

$$
\begin{equation*}
\gamma_{+, k}(t, \eta, \beta)=e^{-i t}+\frac{\eta}{\beta} e^{i k t}, \quad \gamma_{\times, k}(t, \eta, \beta)=\frac{\eta}{\beta} e^{-i t}+e^{i k t}, \quad t \in[0 ; 2 \pi) . \tag{7.16}
\end{equation*}
$$

This feature is highlighted in Figures 7.2-7.3, where we plot the empirical density of states and the corresponding hypotrochoid. This characteristic is important since this type of curves are also related to the density of some cyclic digraph, see [6], and may serve as a link between these two topics.

All these observations lead us to formulate the following conjecture

Conjecture 1. Consider the two matrices $L^{(+, k)}, L^{(\times, k)}$ as in (7.3), (7.7) both endowed with the probability distribution $\mu_{I N B}$ (7.11). Then, the densities of states $\nu_{I N B,+, k}^{\gamma, \beta}$ and $\nu_{I N B, \times, k}^{\gamma, \beta}$ exist, and have a discrete rotational symmetry, namely

$$
\begin{equation*}
\nu_{I N B+, k}^{\gamma, \beta}(\mathrm{d} z)=\nu_{I N B+, k}^{\gamma, \beta}\left(e^{\frac{2 \pi i}{k+1}} \mathrm{~d} z\right), \quad \nu_{I N B \times, k}^{\gamma, \beta}(\mathrm{d} z)=\nu_{I N B \times, k}^{\gamma, \beta}\left(e^{\frac{2 \pi i}{k+1}} \mathrm{~d} z\right) \tag{7.17}
\end{equation*}
$$

Moreover, the densities are exponentially localized in a neighbourhood of the two hypotrochoids $\gamma_{+, k}(t, \eta, \beta)$ and $\gamma_{\times, k}(t, \eta, \beta)$ in (7.16) respectively.

## Parameter limit

As in the previous cases, although we are not able to give an explicit formula for the density of states of the INB lattices for general $\beta, \eta$, we can characterize this measure in the low-temperature

INB additive, $\beta=10, \eta=5, k=2$


$$
\text { INB additive, } \beta=2, \eta=1, k=2
$$



INB additive, $\beta=10, \eta=5, k=5$


INB additive, $\beta=2, \eta=1, k=5$


Figure 7.2: Eigenvalues of INB additive lattice for $k=2$ (left) and $k=5$ (right). $N=1000$ and 6000 trials performed, in red the corresponding hypotrochoid $\gamma_{+, k}$ defined in equation (7.16). We observe that the examples on the left panel correspond to the case $\widetilde{\eta}=\frac{\eta}{\beta}=\frac{1}{k}$ that in the limiting case $\eta, \beta \rightarrow \infty$ gives the hard edge density of states in (7.21) where the hard edges are the cusps of the hypotrochoid. This observation explains the very high peaks located at the cusps.
limit. Specifically, we consider the limit as $\beta, \eta \rightarrow \infty$ in such a way that $\eta=\widetilde{\eta} \beta$, with $\widetilde{\eta}$ in a compact set of $\mathbb{R}_{+}$, and we compute the density of states of the matrices $L^{(+, k)}, L^{(\times, k)}$, endowed with the probability inherited from $\mu_{\text {INB }}$ (7.11), in this limit.

The procedure is the same as in the case of Volterra (see Section 6.3). Indeed, following the same line, we can conclude that the densities of states $\nu_{\text {INB },+, k}^{\infty}$ and $\nu_{\text {INB }, \times, k}^{\infty}$ coincide with the densities of $\mathfrak{L}^{(+)}$and $\mathfrak{L}^{(\times)}$respectively, where

$$
\begin{equation*}
\mathfrak{L}^{(+, k)}=\sum_{i=1}^{N}\left(\widetilde{\eta} E_{i+k, i}+E_{i, i+1}\right), \quad \mathfrak{L}^{(\times, k)}=\sum_{i=1}^{N}\left(E_{i+k, i}+\widetilde{\eta} E_{i, i+1}\right) . \tag{7.18}
\end{equation*}
$$

We notice that both matrices are circulant, thus we can compute their eigenvalues explicitly as

$$
\begin{equation*}
\lambda_{j}^{(+, k)}=e^{-2 \pi i \frac{j}{N}}+\widetilde{\eta} e^{2 \pi i \frac{j k}{N}}, \quad \lambda_{j}^{(\times, k)}=\widetilde{\eta} e^{-2 \pi i \frac{j}{N}}+e^{2 \pi i \frac{j k}{N}}, \tag{7.19}
\end{equation*}
$$

here $j=1, \ldots, N$. Thus, in the large $N$ limit, we deduce that the support of the measures $\nu_{\text {INB }+, k}^{\infty}$ and $\nu_{\text {INB } \times, k}^{\infty}$ are the hypotrochoids

$$
\begin{equation*}
\gamma_{+, k}(t, \widetilde{\eta}, 1)=e^{-i t}+\widetilde{\eta} e^{i k t}, \quad \gamma_{\times, k}(t, \widetilde{\eta}, 1)=\widetilde{\eta} e^{-i t}+e^{i k t}, \quad t \in[0 ; 2 \pi), \tag{7.20}
\end{equation*}
$$



Figure 7.3: Eigenvalues of INB multiplicative lattice for $k=2$ (left) and $k=5$ (right). $N=1000$ and 6000 trials performed, in red the corresponding hypotrochoid $\gamma_{\times, k}$


Figure 7.4: Eigenvalues of INB multiplicative and additive lattice for $k=5, N=1000$ and 6000 trials performed, in red the corresponding hypotrochoid $\gamma_{\times, k}, \gamma_{+, k}$
and the limiting eigenvalue densities are

$$
\begin{array}{ll}
\nu_{\mathrm{INB}+, k}^{\infty}=\frac{|d z|}{2 \pi \sqrt{1+\tilde{\eta}^{2} k^{2}-k\left(|z|^{2}-1-\tilde{\eta}^{2}\right)}}, & z \in \gamma_{+, k}, \\
\nu_{\mathrm{INB} \times, k}^{\infty}=\frac{|d z|}{2 \pi \sqrt{\tilde{\eta}^{2}+k^{2}-k\left(|z|^{2}-1-\tilde{\eta}^{2}\right)}}, & z \in \gamma_{\times, k} . \tag{7.21}
\end{array}
$$

We summarize these results in the following Proposition.
Proposition 7.1.4. The densities of states of the Lax matrices $L^{(+, k)}$ and $L^{(\times, k)}$ in (7.3) and (7.7) endowed with the Gibbs measure $\mu_{\text {INB }}$ in (7.11), in the low temperature limit, i.e. when $\eta, \beta \rightarrow \infty$, in such a way that $\eta=\widetilde{\eta} \beta$, with $\widetilde{\eta}$ in a compact set of $\mathbb{R}_{+}$, are given respectively by $\nu_{I N B+, k}^{\infty}$ and $\nu_{I N B \times, k}^{\infty}$ in (7.21).

Remark 7.1.5. When the parameters satisfy the relation $\widetilde{\eta} k<1$, the curve $\gamma_{+, k}(t, \widetilde{\eta}, 1)$ is not self-intersecting, while for $\widetilde{\eta} k>1$ the curve is self-intersecting. For $\widetilde{\eta} k=1$ it has cusp singularities [60]. The limiting shape of the support as $\widetilde{\eta} \rightarrow 0$ is a circle.
The same considerations are true for the curve $\gamma_{\times, k}(t, \widetilde{\eta})$ upon substitution $\widetilde{\eta} \mapsto 1 / \widetilde{\eta}$. We also observe that the density of states $\nu_{I N B+, k}^{\infty}\left(\nu_{I N B \times, k}^{\infty}\right)$ in equation (7.21) is a hard-edge distribution for $\widetilde{\eta}=\frac{1}{k}(\widetilde{\eta}=k)$ and the hard edges correspond to the cusps of the curve $\gamma_{+, k}(t, \widetilde{\eta})\left(\gamma_{\times, k}(t, \widetilde{\eta})\right)$.

### 7.2 The focusing Ablowitz-Ladik lattice

The focusing Ablowitz-Ladik lattice is the following system of spatial discrete differential equations

$$
\begin{equation*}
i \ddot{a}_{j}+a_{j+1}+a_{j-1}-2 a_{j}+\left|a_{j}\right|^{2}\left(a_{j-1}+a_{j+1}\right)=0 \tag{7.22}
\end{equation*}
$$

where $a_{j} \in \mathbb{C}, j=1, \ldots, N, N \geq 3$, and we consider periodic boundary conditions $a_{j+N}=a_{j}$ for all $j \in \mathbb{Z}$. This equation was introduced by Ablowitz and Ladik [2, 3], by searching integrable spatial discretization of the cubic non-linear Schrödinger Equation (NLS) for the complex function $\psi(x, t), x \in \mathbb{R}, t \in \mathbb{R}^{+}$

$$
\begin{equation*}
i \partial_{t} \psi(x, t)+\partial_{x}^{2} \psi(x, t)+2|\psi(x, t)|^{2} \psi(x, t)=0 \tag{7.23}
\end{equation*}
$$

In contrast with what happens in the defocusing case, the particles $\left(a_{1}, \ldots, a_{N}\right)$ are free to explore the whole $\mathbb{C}^{N}$, which is the phase space of the system.

On the space $\mathcal{C}^{\infty}\left(\mathbb{C}^{N}\right)$ we consider the Poisson bracket [74, 88]

$$
\begin{equation*}
\{f, g\}=i \sum_{j=1}^{N} \rho_{j}^{2}\left(\frac{\partial f}{\partial \bar{a}_{j}} \frac{\partial g}{\partial a_{j}}-\frac{\partial f}{\partial a_{j}} \frac{\partial g}{\partial \bar{a}_{j}}\right), \quad f, g \in \mathcal{C}^{\infty}\left(\mathbb{C}^{N}\right) \tag{7.24}
\end{equation*}
$$

We notice that the phase shift $a_{j}(t) \rightarrow e^{-2 i t} a_{j}(t)$ transforms the AL lattice (7.22) into the equation

$$
\begin{equation*}
\dot{a}_{j}=i \rho_{j}^{2}\left(a_{j+1}+a_{j-1}\right), \quad \rho_{j}=\sqrt{1+\left|a_{j}\right|^{2}}, \tag{7.25}
\end{equation*}
$$

which we call the reduced $A L$ equation. We remark that the quantity $H_{0}=2 \ln \left(\prod_{j=1}^{N} \rho_{j}^{2}\right)$ is the generator of the shift $a_{j}(t) \rightarrow e^{-2 i t} a_{j}(t)$, while $H_{1}=-K^{(1)}-\overline{K^{(1)}}$ with

$$
\begin{equation*}
K^{(1)}:=\sum_{j=1}^{N} a_{j} \bar{a}_{j+1}, \tag{7.26}
\end{equation*}
$$

generates the flow (7.25). Therefore, we can rewrite the AL equation as

$$
\begin{equation*}
\dot{a}_{j}=\left\{a_{j}, H_{A L}\right\}, \quad H_{A L}=H_{0}+H_{1} \tag{7.27}
\end{equation*}
$$

Moreover, it is straightforward to verify that $\left\{H_{0}, H_{1}\right\}=0$. The Poisson bracket induces the symplectic form

$$
\begin{equation*}
\omega=i \sum_{j=1}^{N} \frac{1}{\rho_{j}^{2}} \mathrm{~d} a_{j} \wedge \mathrm{~d} \bar{a}_{j}, \quad \rho_{j}=\sqrt{1+\left|a_{j}\right|^{2}} \tag{7.28}
\end{equation*}
$$

that is invariant under the evolution generated by the Hamiltonians $H_{0}$ and $H_{1}$. Therefore, the volume form

$$
\omega^{N}=\omega \wedge \cdots \wedge \omega
$$

is also invariant. In view of these properties, we can define the Gibbs ensemble for the focusing Ablowitz-Ladik lattice on the phase space $\mathbb{C}^{N}$ as

$$
\begin{equation*}
\mu_{A L}=\frac{1}{Z_{N}^{A L}(\beta)} e^{\frac{\beta}{2} H_{0}} \omega^{N}=\frac{1}{Z_{N}^{A L}(\beta)} \prod_{j=1}^{N}\left(1+\left|a_{j}\right|^{2}\right)^{-\beta-1} \mathrm{~d}^{2} \mathbf{a}, \quad \beta>0 \tag{7.29}
\end{equation*}
$$

where $\mathbf{a}=\left(a_{1}, \ldots, a_{N}\right), \mathrm{d}^{2} \mathbf{a}=\prod_{j=1}^{N}\left(i \mathrm{~d} a_{j} \wedge \mathrm{~d} \bar{a}_{j}\right)$ and $Z_{N}^{A L}(\beta)$ is the normalization constant of the system. We notice that according to this measure, all the variables are i.i.d.

Remark 7.2.1. The measure with density $\exp \left(-\beta H_{A L}\right)$ and $\beta>0$ is not bounded nor normalizable on the whole phase space. For this reason, we have defined the Gibbs ensemble as in (7.29). Furthemore, we observe that the measure (7.29) has a finite number of moments, which implies that the corresponding density of states of the Lax matrix (see below), if it exists, would have a finite number of moments.

The focusing AL lattice is a complete integrable system. Indeed it admits a Lax representation, first obtained by Ablowitz and Ladik from the discretization of the Zakharov-Shabat Lax pair for the focusing non-linear Schrödinger equation [168]. Gesztesy, Holden, Michor, and Teschl [89] found a different Lax pair for the infinite case of focusing AL lattice, and for its general hierarchy. To adapt their construction, we double the size of the lattice according to the periodic boundary conditions, thus we consider a chain of $2 N$ particles $a_{1}, \ldots, a_{2 N}$ such that $a_{j}=a_{j+N}$ for $j=1, \ldots, N$. Define the $2 \times 2$ matrix $\Xi_{j}$

$$
\Xi_{j}=\left(\begin{array}{cc}
-a_{j} & \rho_{j}  \tag{7.30}\\
\rho_{j} & -\overline{a_{j}}
\end{array}\right), \quad j=1, \ldots, 2 N
$$

and the $2 N \times 2 N$ matrices

$$
\mathcal{M}=\left(\begin{array}{cccccc}
-\overline{a_{2 N}} & & & & & \rho_{2 N}  \tag{7.31}\\
& \Xi_{2} & & & & \\
& & \Xi_{4} & & & \\
& & & \ddots & & \\
& & & & \Xi_{2 N-2} & \\
\rho_{2 N} & & & & & \\
& & & & \\
& a_{2 N}
\end{array}\right), \quad \mathcal{L}=\left(\begin{array}{llll}
\Xi_{1} & & & \\
& \Xi_{3} & & \\
& & \ddots & \\
& & & \Xi_{2 N-1}
\end{array}\right)
$$

Now let us define the Lax matrix

$$
\begin{equation*}
\mathcal{E}=\mathcal{L} \mathcal{M} \tag{7.32}
\end{equation*}
$$

that has the structure of a 5 -band diagonal matrix

$$
\left(\begin{array}{cccccccccc}
* & * & * & & & & & & & \\
* & * & * & & & & & & & \\
& * & * & * & * & & & & & \\
& * & * & * & * & & & & & \\
& & & & & \ddots . & \ddots & & & \\
& & & & & & & * & * & * \\
& & & & & & * & * \\
& & & & & & * & * & * & * \\
* & & & & & & & * & * & * \\
* & & & & & & & * & * & *
\end{array}\right)
$$

The $N$-periodic equation (7.25) is equivalent to the following Lax equation for the matrix $\mathcal{E}$,

$$
\begin{equation*}
\dot{\mathcal{E}}=[\mathcal{A}, \mathcal{E}], \tag{7.33}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}=\frac{i}{2}\left(\mathcal{E}_{+}-\mathcal{E}_{-}-\mathcal{E}_{+}^{-1}+\mathcal{E}_{-}^{-1}\right), \tag{7.34}
\end{equation*}
$$

where the two projections $M_{+}, M_{-}$are defined for a $2 N \times 2 N$ matrix as

$$
M_{+}=\left\{\begin{array}{l}
M_{\ell, j}, \quad \ell<j \leq \ell+N  \tag{7.35}\\
M_{\ell, j}, \quad \ell>j+N \\
0 \quad \text { otherwise }
\end{array} \quad, \quad M_{-}=\left\{\begin{array}{l}
M_{\ell, j}, \quad j<\ell \leq j+N \\
M_{\ell, j}, \quad j>\ell+N \\
0 \quad \text { otherwise }
\end{array} .\right.\right.
$$

We notice that the Lax matrix $\mathcal{E}$ has a similar structure to the one of the defocusing AL lattice obtained by Nenciu, and Simon [146, 155]. The crucial difference is that while for the defocusing AL lattice the blocks $\Xi_{j}$ are unitary matrices, for the focusing lattice this is not the case since $\Xi_{j} \Xi_{j}^{\dagger} \neq I_{2}$ where $I_{2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ and ${ }^{\dagger}$ stands for hermitian conjugate.

The measure $\mu_{A L}$ induces a probability distribution on the entries of the matrix $\mathcal{E}$, thus it becomes a random matrix. As in the previous cases, one would like to connect the density of states for this random matrix to the density of states of some $\beta$-ensemble in the high temperature regime, but, as in the case of the INB lattices, we lack of a matrix representation of some $\beta$-ensemble with eigenvalues supported on the plane.

We make the following observations. The matrix $\Xi_{j}(7.30)$ is complex symmetric, and it can be factorized in the form

$$
\Xi_{j}=U_{j}\left(\begin{array}{cc}
\frac{\overline{a_{j}}}{\left|a_{j}\right|\left(\left|a_{j}\right|+\sqrt{1+\left|a_{j}\right|^{2}}\right)} & 0  \tag{7.36}\\
0 & -\frac{a_{j}}{\left|a_{j}\right|}\left(\left|a_{j}\right|+\sqrt{1+\left|a_{j}\right|^{2}}\right)
\end{array}\right) U_{j}
$$

where the matrices $U_{j}=\left(\begin{array}{cc}\frac{a_{j}}{\sqrt{2}\left|a_{j}\right|} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{a_{j}}{\sqrt{2}\left|a_{j}\right|}\end{array}\right)$ are unitary, $U_{j}^{-1}=U_{j}^{\dagger}$. Thus defining the matrices

$$
\widetilde{\mathcal{M}}=\left(\begin{array}{cccccc}
-\frac{\overline{a_{2 N}}}{\sqrt{2}\left|a_{2 N}\right|} & & & & & \frac{1}{\sqrt{2}}  \tag{7.37}\\
& U_{2} & & & & \\
& & U_{4} & & & \\
& & & \ddots & & \\
\frac{1}{\sqrt{2}} & & & & U_{2 N-2} & \\
& & & & \frac{a_{2 N}}{\sqrt{2}\left|a_{2 N}\right|}
\end{array}\right), \quad \widetilde{\mathcal{L}}=\left(\begin{array}{llll}
U_{1} & & & \\
& U_{3} & & \\
& & \ddots & \\
& & & U_{2 N-1}
\end{array}\right)
$$

we can rewrite the Lax matrix $\mathcal{E}$ (7.32) as

$$
\begin{equation*}
\mathcal{E}=\widetilde{\mathcal{L}} \Lambda_{\text {odd }} \widetilde{\mathcal{L}} \widetilde{\mathcal{M}} \Lambda_{\mathrm{even}} \widetilde{\mathcal{M}} \tag{7.38}
\end{equation*}
$$

where, defining $c_{j}:=\frac{\overline{a_{j}}}{\left|a_{j}\right|\left(\left|a_{j}\right|+\sqrt{1+\left|a_{j}\right|^{2}}\right)}$, the matrices $\Lambda_{\text {odd }}$ and $\Lambda_{\text {even }}$ are given by

$$
\begin{align*}
& \Lambda_{\text {odd }}=\operatorname{diag}\left(c_{1},-\frac{1}{c_{1}}, c_{3},-\frac{1}{c_{3}}, \ldots, c_{2 N-1},-\frac{1}{c_{2 N-1}}\right)  \tag{7.39}\\
& \Lambda_{\text {even }}=\operatorname{diag}\left(-\frac{1}{c_{2 N}}, c_{2},-\frac{1}{c_{2}}, \ldots, c_{2 N}\right) .
\end{align*}
$$

Since we are interested in the distribution of the eigenvalues of $\mathcal{E}$, it follows from the factorization (7.38) that we can also consider the matrix $\Lambda_{\text {odd }} \widetilde{\mathcal{E}} \Lambda_{\text {even }} \widetilde{\mathcal{E}}^{\top}$, where $\widetilde{\mathcal{E}}=\widetilde{\mathcal{L}} \widetilde{\mathcal{M}}$. The eigenvalues of $\Lambda_{\text {even }}, \Lambda_{\text {odd }}$ come in pairs, such that if $\lambda$ is an eigenvalue, then also $-\lambda^{-1}$ is an eigenvalue. The matrix $\widetilde{\mathcal{E}}$ is a periodic CMV matrix [44], thus its eigenvalues are on the unit circle.

Thus, we are in a similar setting considered in [105, 162, 163]. Indeed in [162] the authors derived the eigenvalues distribution of $U \sqrt{D}$ where $U$ is a Haar distributed unitary matrix and $D$ is a fixed diagonal matrix with positive eigenvalues. They show that the density of states is rotational invariant and it is supported on a single ring whose radii $r_{1}<r_{2}$ satisfy the constraint $d_{\min }<r_{1}<r_{2}<d_{\max }$, where $d_{\min }$ and $d_{\max }$ are the minimum and maximum eigenvalues of $D$. In [105], the authors considered a similar problem, namely the characterization of the density of states for a matrix of the form $U T V$, where $U, V$ are independent unitary matrices Haar distributed, and $T$ is a real diagonal matrix independent of $U, V$. They proved, under some mild conditions, that the density of states of the matrix $U T V$ is radially symmetric and it is supported on a ring.

It is therefore reasonable to expect that the density of states of the random Lax matrix of the Ablowitz-Ladik lattice is rotational invariant, but with unbounded support, indeed the eigenvalues of $\Lambda_{\text {even }}, \Lambda_{\text {odd }}$ could grow to infinity.

To confirm our expectations, we perform several numerical investigations of the eigenvalues of the random Lax matrix of the Ablowitz-Ladik lattice for various values of $\beta$ (see Figures 7.5-7.6). In Figure 7.5 the eigenvalue density is shown. As expected, the density seems to be rotational invariant, and concentrated on a ring, exactly as in [105, 162, 163]. For this reason, we investigate the behaviour of the modulus of the eigenvalues, see Figure 7.6. They seem to be concentrated in a small region, but, in view of Remark 7.2.1, we expect that the tails should decay just polynomially fast.

## Parameter Limit

Despite not being able to explicitly compute the density of states for general values of $\beta$, we can perform such an analysis in the low-temperature limit, namely when $\beta \rightarrow \infty$.


Figure 7.5: Empirical densities for the focusing Ablowitz-Ladik lattice for $\beta=5,10,20,10000$ trials per picture.


Figure 7.6: Empirical density for the eigenvalues' modulus for the focusing Ablowitz-Ladik lattice for $\beta=5,10,20,10000$ trials per picture.

We notice that, according to (7.29), all the $a_{j}$ are independent. Hence, in order to obtain the density of states in the low-temperature limit, we have to compute the weak limit of the density

$$
\begin{equation*}
\mu_{\beta}=\frac{\left(1+|z|^{2}\right)^{-\beta-1} \mathrm{~d} z}{\int_{\mathbb{D}}\left(1+|z|^{2}\right)^{-\beta-1} \mathrm{~d} z} . \tag{7.40}
\end{equation*}
$$

Proceeding as in the previous cases, it follows that the following limit holds for all bounded and continuous $f: \overline{\mathbb{D}} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \int_{\mathbb{D}} f(z) \mu_{\beta}=f(0) \tag{7.41}
\end{equation*}
$$

The previous limit implies that the density of states of the Ablowitz-Ladik lattice in the low temperature limit is equal to the one of $\widehat{\mathcal{E}}=\widehat{\mathcal{L}} \widehat{\mathcal{M}}$, where $\widehat{\mathcal{L}}, \widehat{\mathcal{M}}$ are $2 N \times 2 N$ matrices

$$
\widehat{\mathcal{M}}=\left(\begin{array}{llllll}
0 & & & & & 1  \tag{7.42}\\
& \widetilde{\Xi} & & & & \\
& & \widetilde{\Xi} & & & \\
& & & \ddots & & \\
& & & & \widetilde{\Xi} & \\
1 & & & & & 0
\end{array}\right), \quad \widehat{\mathcal{L}}=\left(\begin{array}{cccc}
\widetilde{\Xi} & & & \\
& \widetilde{\Xi} & & \\
& & \ddots & \\
& & & \widetilde{\Xi}
\end{array}\right),
$$

and $\widehat{\Xi}$ is defined as the unitary matrix

$$
\widehat{\Xi}=\left(\begin{array}{ll}
0 & 1  \tag{7.43}\\
1 & 0
\end{array}\right) .
$$

To compute the density of states for the matrix $\mathcal{E}$, we notice that both $\widehat{\mathcal{M}}$, and $\widehat{\mathcal{L}}$ are permutation matrices. Specifically, we identify them with the following permutations

$$
\begin{align*}
& \widehat{\mathcal{M}} \longleftrightarrow(2 N, 1)(2,3)(4,5) \ldots(2 N-2,2 N-1), \\
& \widehat{\mathcal{L}} \longleftrightarrow(1,2)(3,4)(5,6) \ldots(2 N-1,2 N) . \tag{7.44}
\end{align*}
$$

As a consequence, the matrix $\widehat{\mathcal{E}}$ itself corresponds to the permutation

$$
\begin{equation*}
\widehat{\mathcal{E}} \longleftrightarrow(1,3,5, \ldots, 2 N-1)(2,4,6, \ldots, 2 N) . \tag{7.45}
\end{equation*}
$$

This implies that the eigenvalues of $\widehat{\mathcal{E}}$ are all double, and given by

$$
\lambda_{j}=e^{2 \pi i \frac{j}{N}}, \quad j=1, \ldots, 2 N .
$$

From this explicit expression of the eigenvalues, it is straightforward to prove that

$$
\begin{equation*}
\nu_{A L}=\frac{\mathrm{d} \theta}{2 \pi}, \quad \theta \in[0,2 \pi) . \tag{7.46}
\end{equation*}
$$

Thus, we have proved the following

Proposition 7.2.2. Consider the Gibbs ensemble $\mu_{A L}$ (7.29) of the focusing Ablowitz-Ladik lattice in the low-temperature limit, i.e. $\beta \rightarrow \infty$. Then, the density of states $\nu_{A L}$ of the Lax matrix $\mathcal{E}$ (7.32) is given by

$$
\begin{equation*}
\nu_{A L}=\frac{\mathrm{d} \theta}{2 \pi}, \quad \theta \in[0,2 \pi) . \tag{7.47}
\end{equation*}
$$

### 7.3 Schur flow

The focusing Schur flow, also known as discrete $m K d V$, is an integrable system deeply related to the Ablowitz-Ladik lattice. Its equations of motion are

$$
\begin{equation*}
\dot{a}_{j}=\rho_{j}^{2}\left(a_{j+1}-a_{j-1}\right), \quad \rho_{j}=\sqrt{1+\left|a_{j}\right|^{2}}, \tag{7.48}
\end{equation*}
$$

here we consider periodic boundary conditions, $a_{j}=a_{j+N}$ for all $j \in \mathbb{Z}$. Notice that if $a_{j}(0) \in \mathbb{R}$ for all $j=1, \ldots, N$, then $a_{j}(t) \in \mathbb{R}$ for all times, implying that $\mathbb{R}^{N}$ is an invariant subspace for the dynamics.

Recalling the definition (7.26) for $K^{(1)}=\sum_{j=1}^{N} a_{j} \bar{a}_{j+1}$ and introducing the Poisson bracket

$$
\begin{equation*}
\{f, g\}=\sum_{j=1}^{N} \rho_{j}^{2}\left(\frac{\partial f}{\partial \bar{a}_{j}} \frac{\partial g}{\partial a_{j}}-\frac{\partial f}{\partial a_{j}} \frac{\partial g}{\partial \bar{a}_{j}}\right), \quad f, g \in \mathcal{C}^{\infty}\left(\mathbb{C}^{N}\right), \tag{7.49}
\end{equation*}
$$

we can rewrite the equations of motion (7.48) as

$$
\begin{equation*}
\dot{a}_{j}=\left\{a_{j}, H_{S}\right\}, \quad H_{S}=K^{(1)}-\overline{K^{(1)}} . \tag{7.50}
\end{equation*}
$$

Notice that the quantity $H_{0}=-2 \ln \left(\prod_{j=1}^{N} \rho_{j}^{2}\right)$ is a global first integral for the system. Moreover, one can deduce immediately from the equations of motion that $\mathbb{R}^{N}$ is invariant for the dynamics. Thus, in view of the Hamiltonian representation and this invariance, we define the Gibbs measure for the Schur flow as

$$
\begin{equation*}
\mu_{S}=\frac{1}{Z_{N}^{S}(\beta)} \prod_{j=1}^{N}\left(1+a_{j}^{2}\right)^{-\beta-1} \mathrm{~d} \mathbf{a}, \quad a_{j} \in \mathbb{R} \tag{7.51}
\end{equation*}
$$

where $Z_{N}^{S}(\beta)$ is the normalization constant of the system,

$$
\begin{equation*}
Z_{N}^{S}(\beta)=\int_{\mathbb{R}^{N}} \prod_{j=1}^{N}\left(1+a_{j}^{2}\right)^{-\beta-1} \mathrm{~d} \mathbf{a} \tag{7.52}
\end{equation*}
$$

Remark 7.3.1. Similarly to the focusing AL case, the classical Gibbs ensemble is not well-defined on the whole phase space. Indeed, the measure with density $e^{-\beta H_{S}}, \beta>0$ cannot be normalized on $\mathbb{R}^{N}$.

The Schur flow is a completely integrable system since it admits a Lax formulation. Namely, define the $2 \times 2$ matrix $\Xi_{j}$

$$
\Xi_{j}=\left(\begin{array}{cc}
-a_{j} & \rho_{j}  \tag{7.53}\\
\rho_{j} & -\overline{a_{j}}
\end{array}\right), \quad j=1, \ldots, 2 N
$$

and, similarly to the Ablowitz-Ladik case, the $2 N \times 2 N$ matrices

$$
\mathcal{M}=\left(\begin{array}{cccccc}
-\overline{a_{2 N}} & & & & & \rho_{2 N}  \tag{7.54}\\
& \Xi_{2} & & & & \\
& & \Xi_{4} & & & \\
& & & \ddots & & \\
& & & & \Xi_{2 N-2} & \\
\rho_{2 N} & & & & & -a_{2 N}
\end{array}\right), \quad \mathcal{L}=\left(\begin{array}{llll}
\Xi_{1} & & & \\
& \Xi_{3} & & \\
& & \ddots & \\
& & & \Xi_{2 N-1}
\end{array}\right)
$$

and as in (7.32) the Lax matrix

$$
\begin{equation*}
\mathcal{E}=\mathcal{L} \mathcal{M} . \tag{7.55}
\end{equation*}
$$

Then, the $N$-periodic equation (7.48) is equivalent to the following Lax equation for the matrix $\mathcal{E}$ :

$$
\begin{equation*}
\dot{\mathcal{E}}=[\mathcal{A}, \mathcal{E}] \tag{7.56}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}=\frac{1}{2}\left(\mathcal{E}_{+}+\mathcal{E}_{+}^{-1}-\mathcal{E}_{-}-\mathcal{E}_{-}^{-1}\right), \tag{7.57}
\end{equation*}
$$

where the two projection,+- are defined in (7.35).
Carrying on with the approach of this article, we study the density of states $\nu_{S}$ for the matrix $\mathcal{E}$ when the entries are distributed according to the measure (7.51). First, we notice that Remark 7.2 .1 is valid also in the case of the focusing Schur flow. Moreover, since the variables $a_{j}$ are real, we can factorize the matrices $\Xi_{j}$ in the following way:

$$
\Xi_{j}=U_{0} \operatorname{diag}\left(\sqrt{1+a_{j}^{2}}-a_{j},-\frac{1}{\sqrt{1+a_{j}^{2}}-a_{j}}\right) U_{0}, \quad U_{0}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{7.58}\\
1 & -1
\end{array}\right)
$$

where we note that $U_{0}^{-1}=U_{0}$, so that the above is a similarity transformation. Thus, defining

$$
\widetilde{\mathcal{M}}=\left(\begin{array}{cccccc}
-\frac{1}{\sqrt{2}} & & & & & \frac{1}{\sqrt{2}}  \tag{7.59}\\
& U_{0} & & & & \\
& & U_{0} & & & \\
& & & \ddots & & \\
\frac{1}{\sqrt{2}} & & & & U_{0} & \\
& & & & \frac{1}{\sqrt{2}}
\end{array}\right), \quad \widetilde{\mathcal{L}}=\left(\begin{array}{llll}
U_{0} & & & \\
& U_{0} & & \\
& & \ddots & \\
& & & U_{0}
\end{array}\right)
$$

we can rewrite the Lax matrix of the Schur flow $\mathcal{E}$ as

$$
\begin{equation*}
\mathcal{E}=\widetilde{\mathcal{L}} \Lambda_{\text {odd }} \widetilde{\mathcal{L}} \widetilde{\mathcal{M}} \Lambda_{\text {even }} \widetilde{\mathcal{M}} \tag{7.60}
\end{equation*}
$$

where

$$
\begin{align*}
& \Lambda_{\mathrm{odd}}=\operatorname{diag}\left(\sqrt{1+a_{1}^{2}}-a_{1},-\frac{1}{\sqrt{1+a_{1}^{2}}-a_{1}}, \sqrt{1+a_{3}^{2}}-a_{3}, \ldots\right) \\
& \Lambda_{\mathrm{even}}=\operatorname{diag}\left(-\frac{1}{\sqrt{1+a_{2 N}^{2}}-a_{2 N}}, \sqrt{1+a_{2}^{2}}-a_{2}, \ldots, \sqrt{1+a_{2 N}^{2}}-a_{2 N}\right) . \tag{7.61}
\end{align*}
$$

As in the case of the Ablowitz-Ladik lattice, since we are interested in just the distribution of the eigenvalues of $\mathcal{E}$, we can consider the matrix $\Lambda_{\text {odd }} \widetilde{\mathcal{E}} \Lambda_{\text {even }} \widetilde{\mathcal{E}}^{\top}$, where

$$
\begin{equation*}
\widetilde{\mathcal{E}}=\widetilde{\mathcal{L}} \widetilde{\mathcal{M}} \tag{7.62}
\end{equation*}
$$

As in the AL case, the eigenvalues of $\Lambda_{\text {even }}, \Lambda_{\text {odd }}$ come in pairs, such that if $\lambda$ is an eigenvalue, then also $-\lambda^{-1}$ is an eigenvalue. The main difference with the case of the focusing AL lattice is that in this case the matrix $\widetilde{\mathcal{E}}$ is deterministic. Thus, one can be led to think that the eigenvalue distribution of the Schur flow would be similar to the one of the AL lattice, but it is not the case. Indeed, we perform several numerical investigations, reported in Figure 7.7, which shows that the behaviour of the eigenvalues is different in the two situations.

We notice that a consistent part of the eigenvalues tend to stay close to the real axis, see Figure 7.7. This behaviour is also typical of the orthogonal Ginibre ensemble [72]. The main reason is that the eigenvalues of $\widetilde{\mathcal{E}}$ are not evenly spaced on the unit circle, but they are constrained to the left semicircle, and are more dense nearby $\pm i$ (see Figure 7.8). Indeed we can give an accurate description of the spectrum of this matrix.

More precisely, we have the following.

Proposition 7.3.2. Let $\widetilde{\mathcal{E}}$ be the $2 N \times 2 N$ matrix defined in (7.62). Its eigenvalues are the solutions of the quadratic equations

$$
\begin{equation*}
\lambda+\frac{1}{\lambda}+1=\cos \left(\frac{2 \pi j}{N}\right), \quad j=0,1, \ldots, N-1, \tag{7.63}
\end{equation*}
$$

counting the multiplicity.


Figure 7.7: Schur flow eigenvalue density for $\beta=5,10,20,10000$ trials.

Proof. Recall that the matrix $\widetilde{\mathcal{E}}$ is defined as $\widetilde{\mathcal{E}}=\widetilde{\mathcal{L} \mathcal{M}}$ where $\widetilde{\mathcal{L}}$ and $\widetilde{\mathcal{M}}$ are as in (7.59). It is a block circulant matrix, indeed we can write

$$
\widetilde{\mathcal{E}}=\frac{1}{2}\left(\begin{array}{ccccc}
E_{0} & E_{1} & & & E_{-1}  \tag{7.64}\\
E_{-1} & E_{0} & E_{1} & & \\
& \ddots & \ddots & \ddots & \\
& & \ddots & \ddots & E_{1} \\
E_{1} & & & E_{-1} & E_{0}
\end{array}\right),
$$

with

$$
E_{0}=\left(\begin{array}{cc}
-1 & 1  \tag{7.65}\\
-1 & -1
\end{array}\right), \quad E_{-1}=\left(\begin{array}{cc}
0 & 1 \\
0 & 1
\end{array}\right), \quad E_{1}=\left(\begin{array}{cc}
1 & 0 \\
-1 & 0
\end{array}\right)
$$

One can immediately check that $\lambda= \pm i$ are eigenvalues for $\widetilde{\mathcal{E}}$ with eigenvectors

$$
\begin{equation*}
v_{ \pm i}=(\mp i, 1, \mp i, 1, \ldots, \mp i, 1)^{\top} \tag{7.66}
\end{equation*}
$$

We now claim that, for fixed $N$, the remaining eigenvalues have multiplicity 2 and are the $(N-1)$ solutions to $\Omega(\lambda)^{N}=I_{2}$, where we defined

$$
\Omega(\lambda)=\left(\begin{array}{cc}
\lambda & -\lambda-1  \tag{7.67}\\
-\lambda-1 & \frac{\lambda^{2}+2 \lambda+2}{\lambda}
\end{array}\right)
$$

Such solutions are obtained by solving the equation

$$
\begin{equation*}
\lambda+\frac{1}{\lambda}+1=\cos \left(\frac{2 \pi j}{N}\right) \quad \text { for } j=0, \ldots,\left\lfloor\frac{N}{2}\right\rfloor . \tag{7.68}
\end{equation*}
$$

For $j=0$ the solutions to (7.68) are $\pm i$ which we already treated separately. Indeed $\Omega( \pm i)$ is not diagonalizable and $\Omega( \pm i)^{N} \neq I_{2}$ for every $N$ greater than 0 . For any other $j \in\left\{1, \ldots,\left\lfloor\frac{N}{2}\right\rfloor\right\}$, the solutions to (7.68) are

$$
\begin{equation*}
\lambda_{1,2}=\frac{\cos \left(\frac{2 \pi j}{N}\right)-1}{2} \pm i \frac{\sqrt{3+2 \cos \left(\frac{2 \pi j}{N}\right)-\cos ^{2}\left(\frac{2 \pi j}{N}\right)}}{2} . \tag{7.69}
\end{equation*}
$$

Since both the real and imaginary part are monotone functions of $j$, different $j^{\prime} s$ will correspond to different solutions. Hence, if $N$ is odd, we will have a total of $N-1$ solutions coming from (7.69); if $N$ is even one has $N-2$ distinct solutions coming from the equation in (7.68) plus the double solution $\lambda=-1$ obtained for $j=N / 2$.

For a given eigenvalue $\lambda$, the corresponding independent eigenvectors are

$$
\begin{align*}
& v_{1}=\left((1,0) \Omega(\lambda), \ldots,(1,0) \Omega(\lambda)^{N-1}, 1,0\right)^{\top}  \tag{7.70}\\
& v_{2}=\left((0,1) \Omega(\lambda), \ldots,(0,1) \Omega(\lambda)^{N-1}, 0,1\right)^{\top} \tag{7.71}
\end{align*}
$$

Let us check the correctness of the claim. Write $\widetilde{\mathcal{E}} v_{1}:=\left(w_{1}, \ldots, w_{N}\right)^{\top}$, where $w_{j}$ are two-dimensional row vectors, then using the fact that $\Omega(\lambda)^{N}=I_{2}$, one can compute for any $k=1, \ldots, N$,

$$
\begin{align*}
w_{k}^{\top} & =\frac{1}{2}\left(E_{-1} \Omega(\lambda)^{-1}+E_{0}+E_{1} \Omega(\lambda)\right) \Omega(\lambda)^{k}\binom{1}{0}  \tag{7.72}\\
& =\frac{1}{2}\left(\left(\begin{array}{ll}
\lambda+1 & \lambda \\
\lambda+1 & \lambda
\end{array}\right)+\left(\begin{array}{cc}
-1 & 1 \\
-1 & -1
\end{array}\right)+\left(\begin{array}{cc}
\lambda & -\lambda-1 \\
-\lambda & \lambda+1
\end{array}\right)\right) \Omega(\lambda)^{k}\binom{1}{0}  \tag{7.73}\\
& =\lambda \cdot \Omega(\lambda)^{k}\binom{1}{0}, \tag{7.74}
\end{align*}
$$

which shows that $v_{1}$ is an eigenvector with eigenvalue $\lambda$. The same proof clearly applies to the other eigenvector $v_{2}$.

Remark 7.3.3. From equation (7.63) we can infer the limiting distributions of the eigenvalues of $\widetilde{\mathcal{E}}$. We already know all of its eigenvalues lie in the unit circle, hence we can write $\lambda=e^{i \varphi}$ for some $\varphi \in[-\pi, \pi)$. Equation (7.63) thus becomes

$$
\begin{equation*}
e^{i \varphi}+e^{-i \varphi}+1=\cos \left(\frac{2 \pi j}{N}\right) \Longleftrightarrow \varphi=\arccos \left(\frac{1}{2} \cos \left(\frac{2 \pi j}{N}\right)-\frac{1}{2}\right) . \tag{7.75}
\end{equation*}
$$

Passing to the limit $N \rightarrow \infty$, by standard methods, we can compute the limiting density of the argument $\varphi$ of the eigenvalues as

$$
\begin{equation*}
\mu(\varphi) \mathrm{d} \varphi=\left(\mathbb{1}_{\left[\frac{\pi}{2}, \pi\right]}(\varphi)-\mathbb{1}_{\left[-\pi,-\frac{\pi}{2}\right]}(\varphi)\right) \frac{\sin \varphi \mathrm{d} \varphi}{\pi \sqrt{1-(1+2 \cos \varphi)^{2}}} \tag{7.76}
\end{equation*}
$$

This behaviour is shown in Figure 7.8.


Figure 7.8: Distribution of the eigenvalues arguments for the $\widetilde{\mathcal{E}}(7.62), N=5000$.

## Parameter Limit

Since the Lax matrix $\mathcal{E}$ for the Schur flow coincides with the one of the AL lattice, cf. equations (7.32) and (7.55), the parameter limit analysis coincides with the one performed at the end of Section 7.2. In particular, as in the case of the AL lattice, for large $\beta$ the eigenvalues tend to accumulate on the unit circle, see Figure 7.7. In a completely similar way as done for the focusing AL lattice we conclude that the density of states of the random Lax matrix $\mathcal{E}$ with probability distribution entries given by the Gibbs measure $\mu_{S}$ in (7.51), converges in the limit $\beta \rightarrow \infty$ to the uniform measure on the unit circle, analogously to (7.46).

## Appendix A

## Numerical Tables

## A. 1 Tables of some weighted strictly monotone double Hurwitz numbers

We display below tables for the multiparametric Hurwitz numbers

$$
\begin{equation*}
H_{g}^{>}(\mu ; s):=\frac{z_{\mu}}{|\mu|!} \sum_{\nu \text { of length } s} h_{g}^{>}(\mu ; \nu) . \tag{A.1}
\end{equation*}
$$

To obtain them, we first use Theorem 3.2.5 to compute the correlator $\left\langle\operatorname{tr} X^{\mu}\right\rangle$, hence we expand in series and following Theorem 4.2.2 we extract the corresponding coefficients in the variable $N$, keeping track of the genus, and in $c$, keeping track of $s=\ell(n u)$.


| $\mu=(4,4)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 16 | 616 | 3304 | 1104 |
| $s=2$ | 264 | 4636 | 8132 | 0 |
| $s=3$ | 1200 | 8496 | 3304 | 0 |
| $s=4$ | 1940 | 4636 | 0 | 0 |
| $s=5$ | 1200 | 616 | 0 | 0 |
| $s=6$ | 264 | 0 | 0 | 0 |
| $s=7$ | 16 | 0 | 0 | 0 |


| $\mu=(6,3)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 18 | 1428 | 16002 | 22872 |
| $s=2$ | 414 | 15120 | 70938 | 22872 |
| $s=3$ | 2598 | 43680 | 70938 | 0 |
| $s=4$ | 6210 | 43680 | 16002 | 0 |
| $s=5$ | 6210 | 15120 | 0 | 0 |
| $s=6$ | 2598 | 1428 | 0 | 0 |
| $s=7$ | 414 | 0 | 0 | 0 |
| $s=8$ | 18 | 0 | 0 | 0 |


| $\mu=(2,1,1)$ | $g=0$ |
| :---: | :---: |
| $s=1$ | 6 |
| $s=2$ | 6 |


| $\mu=(2,2,1)$ | $g=0$ | $g=1$ |
| :---: | :---: | :---: |
| $s=1$ | 16 | 8 |
| $s=2$ | 40 | 0 |
| $s=3$ | 16 | 0 |


| $\mu=(2,2,2)$ | $g=0$ | $g=1$ |
| :---: | :---: | :---: |
| $s=1$ | 40 | 80 |
| $s=2$ | 176 | 80 |
| $s=3$ | 176 | 0 |
| $s=4$ | 40 | 0 |


| $\mu=(4,3,2,1)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 1728 | 54432 | 235872 | 70848 |
| $s=2$ | 26136 | 379512 | 570672 | 0 |
| $s=3$ | 111024 | 680832 | 235872 | 0 |
| $s=4$ | 175824 | 379512 | 0 | 0 |
| $s=5$ | 111024 | 54432 | 0 | 0 |
| $s=6$ | 26136 | 0 | 0 | 0 |
| $s=7$ | 1728 | 0 | 0 | 0 |


| $\mu=(2,2,2,2)$ | $g=0$ | $g=1$ | $g=2$ |
| :---: | :---: | :---: | :---: |
| $s=1$ | 672 | 3360 | 1008 |
| $s=2$ | 4464 | 8016 | 0 |
| $s=3$ | 7872 | 3360 | 0 |
| $s=4$ | 4464 | 0 | 0 |
| $s=5$ | 672 | 0 | 0 |


| $\mu=(4,4,4)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 704 | 89760 | 2631552 | 18161440 | 19033344 |
| $s=2$ | 21312 | 1568640 | 24587904 | 75241920 | 19033344 |
| $s=3$ | 204480 | 8507520 | 66562944 | 75241920 | 0 |
| $s=4$ | 843648 | 18934080 | 66562944 | 18161440 | 0 |
| $s=5$ | 1673856 | 18934080 | 24587904 | 0 | 0 |
| $s=6$ | 1673856 | 8507520 | 2631552 | 0 | 0 |
| $s=7$ | 843648 | 1568640 | 0 | 0 | 0 |
| $s=8$ | 204480 | 89760 | 0 | 0 | 0 |
| $s=9$ | 21312 | 0 | 0 | 0 | 0 |
| $s=10$ | 704 | 0 | 0 | 0 | 0 |


| $\mu=(5,4,4,2)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ | $g=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 29120 | 7047040 | 444924480 | 8434666240 | 42317475200 | 35974149120 |
| $s=2$ | 1212800 | 180513600 | 6829912320 | 71893480000 | 168041817600 | 35974149120 |
| $s=3$ | 16616960 | 1529449920 | 33913376640 | 186374568640 | 168041817600 | 0 |
| $s=4$ | 103248000 | 5796138240 | 72317482560 | 186374568640 | 42317475200 | 0 |
| $s=5$ | 331189440 | 11030467200 | 72317482560 | 71893480000 | 0 | 0 |
| $s=6$ | 584935680 | 11030467200 | 33913376640 | 8434666240 | 0 | 0 |
| $s=7$ | 584935680 | 5796138240 | 6829912320 | 0 | 0 | 0 |
| $s=8$ | 331189440 | 1529449920 | 444924480 | 0 | 0 | 0 |
| $s=9$ | 103248000 | 180513600 | 0 | 0 | 0 | 0 |
| $s=10$ | 16616960 | 7047040 | 0 | 0 | 0 | 0 |
| $s=11$ | 1212800 | 0 | 0 | 0 | 0 | 0 |
| $s=12$ | 29120 | 0 | 0 | 0 | 0 | 0 |


| $\mu=(2,2,2,1,1)$ | $g=0$ | $g=1$ |
| :---: | :---: | :---: |
| $s=1$ | 1680 | 3360 |
| $s=2$ | 7392 | 3360 |
| $s=3$ | 7392 | 0 |
| $s=4$ | 1680 | 0 |


| $\mu=(3,3,2,2,2)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ |
| :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 71280 | 2661120 | 18461520 | 18722880 |
| $s=2$ | 1206144 | 23973840 | 75182256 | 18722880 |
| $s=3$ | 6314976 | 63697968 | 75182256 | 0 |
| $s=4$ | 13791600 | 63697968 | 18461520 | 0 |
| $s=5$ | 13791600 | 23973840 | 0 | 0 |
| $s=6$ | 6314976 | 2661120 | 0 | 0 |
| $s=7$ | 1206144 | 0 | 0 | 0 |
| $s=8$ | 71280 | 0 | 0 | 0 |

## A. 2 Tables of some weighted weakly monotone double Hurwitz numbers

We display below tables for the multiparametric Hurwitz numbers

$$
\begin{equation*}
H_{g}^{>}(\mu ; s):=\frac{z_{\mu}}{|\mu|!} \sum_{\nu \text { of length } s} h_{g}^{>}(\mu ; \nu) \tag{A.2}
\end{equation*}
$$

The computation are performed as explained in the previous section. Notice that, in general, $H_{g}^{\geq}(\mu ; s) \neq 0$ for every $s \leq|\mu|$ and $g \geq 0$. We calculate $H_{g}^{\geq}(\mu ; s)$ for the first few values of $g$.

| $\mu=(3,1)$ | $g=0$ | $g=1$ | $g=2$ |
| :---: | :---: | :---: | :---: |
| $s=1$ | 3 | 45 | 483 |
| $s=2$ | 18 | 255 | 2688 |
| $s=3$ | 30 | 420 | 4410 |
| $s=4$ | 15 | 210 | 2205 |


| $\mu=(3,2)$ | $g=0$ | $g=1$ | $g=2$ |
| :---: | :---: | :---: | :---: |
| $s=1$ | 6 | 168 | 3402 |
| $s=2$ | 54 | 1464 | 29058 |
| $s=3$ | 156 | 4176 | 82212 |
| $s=4$ | 180 | 4800 | 94260 |
| $s=5$ | 72 | 1920 | 37704 |


| $\mu=(3,3)$ | $g=0$ | $g=1$ | $g=2$ |
| :---: | :---: | :---: | :---: |
| $s=1$ | 9 | 462 | 16443 |
| $s=2$ | 117 | 5742 | 197559 |
| $s=3$ | 516 | 24660 | 833472 |
| $s=4$ | 1008 | 47580 | 1594836 |
| $s=5$ | 900 | 42300 | 1413720 |
| $s=6$ | 300 | 14100 | 471240 |



| $\mu=(5,3,2)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ | $g=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 330 | 98670 | 17117100 | 2288397540 | 262779844470 | 27370788935490 |
| $s=2$ | 11790 | 3139530 | 508126980 | 64989626220 | 7244914364850 | 739256601861510 |
| $s=3$ | 151140 | 37555800 | 5814501240 | 722008428240 | 78865374260700 | 7932095991173640 |
| $s=4$ | 973200 | 231506100 | 34809669720 | 4236585517200 | 456285210221400 | 45429895491347220 |
| $s=5$ | 3600180 | 832748640 | 122812524600 | 14745786668160 | 1572851081541420 | 155505293985110400 |
| $s=6$ | 8126700 | 1846504080 | 268910866680 | 31999520486160 | 3391243294051140 | 333707416656660000 |
| $s=7$ | 11380320 | 2557716000 | 369587047200 | 43733298023520 | 4615886297332800 | 452853891923025600 |
| $s=8$ | 9649080 | 2155587000 | 310123401000 | 36581098895880 | 3852087017209200 | 377274782175656400 |
| $s=9$ | 4536000 | 1010772000 | 145151092800 | 17098516260000 | 1798743628584000 | 176040872796600000 |
| $s=10$ | 907200 | 202154400 | 29030218560 | 3419703252000 | 359748725716800 | 35208174559320000 |


| $\mu=(1,1,1,1)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ | $g=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 30 | 420 | 4410 | 42240 | 390390 | 3554460 |
| $s=2$ | 174 | 2364 | 24498 | 233328 | 2151222 | 19565892 |
| $s=3$ | 288 | 3888 | 40176 | 382176 | 3521664 | 32022864 |
| $s=4$ | 144 | 1944 | 20088 | 191088 | 1760832 | 16011432 |


| $\mu=(2,2,1,1)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ | $g=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 224 | 11760 | 417648 | 12652640 | 353825472 | 9465041040 |
| $s=2$ | 2936 | 145560 | 5001792 | 148676240 | 4111488168 | 109250057640 |
| $s=3$ | 12912 | 623088 | 21061152 | 619916064 | 17042443920 | 451231651728 |
| $s=4$ | 25176 | 1200264 | 40262736 | 1179630192 | 32339018280 | 854769872184 |
| $s=5$ | 22464 | 1066464 | 35678592 | 1043606592 | 28581355584 | 754984855584 |
| $s=6$ | 7488 | 355488 | 11892864 | 347868864 | 9527118528 | 251661618528 |


| $\mu=(3,2,2,1)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ | $g=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 1080 | 142560 | 11891880 | 808030080 | 49030839000 | 2777130588960 |
| $s=2$ | 24408 | 2975688 | 236613384 | 15604156944 | 928759785048 | 51934912866648 |
| $s=3$ | 195696 | 22833936 | 1764985248 | 114273524448 | 6718979907216 | 372620872120176 |
| $s=4$ | 764208 | 86946408 | 6607836864 | 423012867984 | 24682857466608 | 1361716707058488 |
| $s=5$ | 1622160 | 181944000 | 13692581280 | 870735528000 | 50576815946160 | 2781487931040000 |
| $s=6$ | 1911600 | 212829120 | 15934474080 | 1009718844480 | 58506896866320 | 3212163320083200 |
| $s=7$ | 1175040 | 130440960 | 9745954560 | 616691715840 | 35698249900800 | 1958572008345600 |
| $s=8$ | 293760 | 32610240 | 2436488640 | 154172928960 | 8924562475200 | 489643002086400 |


| $\mu=(3,3,3,3)$ | $g=0$ | $g=1$ | $g=2$ | $g=3$ | $g=4$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $s=1$ | 14742 | 6781320 | 1863064476 | 397980044280 | 73027276324002 |
| $s=2$ | 684774 | 286543656 | 73938326364 | 15124478632344 | 2690423275640562 |
| $s=3$ | 11927088 | 4700315952 | 1162209509712 | 230530176869328 | 40089332784598560 |
| $s=4$ | 108506304 | 41049414576 | 9847619855856 | 1910059732782864 | 326635075616752080 |
| $s=5$ | 591049872 | 217264375440 | 50997568912848 | 9730568084094000 | 1643434518194147520 |
| $s=6$ | 2065978224 | 744104821680 | 171941934622896 | 32417467690208400 | 5425295582074933440 |
| $s=7$ | 4798180800 | 1703613513600 | 389301061256640 | 72772493528332800 | 12099023079466665600 |
| $s=8$ | 7485955200 | 2632114958400 | 596891523260160 | 110918372096491200 | 18356651181359395200 |
| $s=9$ | 7754940000 | 2709582840000 | 611410862412000 | 113177279163888000 | 18674140608815688000 |
| $s=10$ | 5114988000 | 1780691688000 | 400648862930400 | 73995902520393600 | 12187705122917006400 |
| $s=11$ | 1944000000 | 675695520000 | 151836376608000 | 28014789102336000 | 4610660182447564800 |
| $s=12$ | 324000000 | 112615920000 | 25306062768000 | 4669131517056000 | 768443363741260800 |

## Bibliography

[1] M. J. Ablowitz and P. A. Clarkson, Solitons, Nonlinear Evolution Equations and Inverse Scattering, London Mathematical Society Lecture Note Series, Cambridge University Press, 1991.
[2] M. J. Ablowitz and J. F. Ladik, Nonlinear differential-difference equations, J. Math. Phys., 16 (1974), pp. 598-603.
[3] __, Nonlinear differential-difference equations and Fourier analysis, J. Math. Phys., 17 (1975), pp. 1011-1018.
[4] M. J. Ablowitz and H. Segur, Solitons and the Inverse Scattering Transform, Society for Industrial and Applied Mathematics, Philadelphia, 1981.
[5] M. Abramowitz and I. A. Stegun, Handbook of mathematical functions with formulas, graphs, and mathematical tables, National Bureau of Standards Applied Mathematics Series, No. 55, U. S. Government Printing Office, Washington, D.C., 1964. For sale by the Superintendent of Documents.
[6] P. V. Aceituno, T. Rogers, and H. Schomerus, Universal hypotrochoidic law for random matrices with cyclic correlations, Phys. Rev. E, 100 (2019), p. 010302.
[7] M. Adler and P. van Moerbeke, Matrix integrals, Toda symmetries, Virasoro constraints and orthogonal polynomials, Duke Math. J, 80 (1995), pp. 863-911.
[8] A. Alexandrov, KP integrability of triple Hodge integrals I. From Givental group to hierarchy symmetries, Commun. Number Theory Phys., 15 (2021), pp. 615-650.
[9] __, KP integrability of triple Hodge integrals. II. Generalized Kontsevich matrix model, Anal. Math. Phys., 11 (2021), pp. 1-82.
[10] A. Alexandrov, D. Lewański, and S. Shadrin, Ramifications of Hurwitz theory, KP integrability and quantum curves, J. High Energy Phys, 124 (2016), p. 30.
[11] R. Allez, J. P. Bouchaud, and A. Guionnet, Invariant beta ensembles and the Gauss-Wigner crossover, Phys. Rev. Lett., 109 (2012), pp. 1-5.
[12] V. I. Arnol'd, Dynamical Systems III, vol. 3 of Encyclopaedia of Mathematical Sciences, SpringerVerlag, Berlin, 1987.
[13] ——, Mathematical Methods of Classical Mechanics, vol. 60 of Graduate Texts in Mathematics, Springer-Verlag, Berlin, 2nd ed., 1997.
[14] W. V. Assche, J. S. Geronimo, and A. B. Kuillaars, Riemann-Hilbert problems for multiple orthogonal polynomials, in Special functions 2000: current perspective and future directions, Springer, 2001, pp. 23-59.
[15] O. Babelon, D. Bernard, and M. Talon, Introduction to classical integrable systems, Cambridge Monographs on Mathematical Physics, Cambridge University Press, Cambridge, 2003.
[16] Z. Bai and J. W. Silverstein, Spectral analysis of large dimensional random matrices, Springer Series in Statistics, Springer, New York, second ed., 2010.
[17] J. Baik, T. Kriecherbauer, K. D.-R. McLaughlin, and P. D. Miller, Discrete Orthogonal Polynomials: Asymptotics and Applications, vol. 164, Princeton University Press, 2007.
[18] M. Bergère, G. Borot, and B. Eynard, Rational differential systems, loop equations and application to the $q$-th reduction of KP, Ann. Henri Poincaré, 16 (2015), pp. 2713-2782.
[19] M. Bergère and B. Eynard, Determinantal formulae and loop equations, arXiv preprint arXiv:0901.3273, (2009).
[20] D. Bernstein, The computational complexity of rules for the character table of Sn, Journal of Symbolic Computation, 37 (2004), pp. 727-748.
[21] M. Bertola and M. Cafasso, The Kontsevich matrix integral: convergence to the Painlevé hierarchy and Stokes' phenomenon, Comm. Math. Phys, 352 (2017), pp. 585-619.
[22] M. Bertola, B. Dubrovin, and D. Yang, Correlation functions of the KdV hierarchy and applications to intersection numbers over $\overline{\mathcal{M}}_{g, n}$, Phys. D, 327 (2016), pp. 30-57.
[23] _—, Simple Lie algebras and topological ODEs, Int. Math. Res. Not. IMRN, (2018), pp. 1368-1410.
[24] M. Bertola, B. Eynard, and J. Harnad, Semiclassical orthogonal polynomials, matrix models and isomonodromic tau functions, Comm. Math. Phys, 263 (2006), pp. 401-437.
[25] M. Bertola and J. Harnad, Rationally weighted Hurwitz numbers, Meijer $G$-functions and matrix integrals, J. Math. Phys., 60 (2019), p. 103504.
[26] M. Bertola, J. Harnad, and B. Runov, Generating weighted Hurwitz numbers, J. Math. Phys, 61 (2020), p. 16.
[27] M. Bertola and G. Ruzza, The Kontsevich-Penner matrix integral, isomonodromic tau functions and open intersection numbers, Ann. Henri Poincaré, 20 (2019), pp. 393-443.
[28] D. Bessis, C. Itzykson, and J. B. Zuber, Quantum field theory techniques in graphical enumeration, Adv. in Appl. Math, 1 (1980), pp. 109-157.
[29] G. D. Birkhoff, Dynamical systems, vol. 9, American Mathematical Soc., 1927.
[30] S. Bochner, Über Sturm-Liouvillesche polynomsysteme, Math. Z., 29 (1929), pp. 730-736.
[31] O. I. Bogoyavlensky, Integrable discretizations of the KdV equation, Phys. Lett. A, 134 (1988), pp. 34-38.
[32] , Algebraic constructions of integrable dynamical systems-extensions of the Volterra system, Russ. Math Surveys, 46 (1991), pp. 1-64.
[33] V. Bonzom, G. Chapuy, and M. DoŁega, b-monotone Hurwitz numbers: Virasoro constraints, BKP hierarchy, and $O(N)-B G W$ integral, arXiv preprint arXiv:2109.01499, (2021).
[34] A. Borodin, Biorthogonal ensembles, Nuclear Phys. B, 536 (1998), pp. 704-732.
[35] ——, Riemann-Hilbert problem and the discrete Bessel kernel, Int. Math. Res. Not. IMRN, 2000 (2000), pp. 467-494.
[36] G. Borot, S. Charbonnier, E. Garcia-Fallde, F. Leid, and S. Shadrin, Analytic theory of higher order free cumulants, arXiv preprint arXiv:2112.12184, (2021).
[37] G. Borot, N. Do, M. Karev, D. Lewański, and E. Moskovsky, Double hurwitz numbers: polynomiality, topological recursion and intersection theory, Math. Ann., (2022), pp. 1-65.
[38] G. Borot, B. Eynard, M. Mulase, and B. Safnuk, A matrix model for simple Hurwitz numbers, and topological recursion, J. Geom. Phys., 61 (2011), pp. 522-540.
[39] G. Borot and E. Garcia-Failde, Simple maps, Hurwitz numbers, and topological recursion, Comm. Math. Phys., 380 (2020), pp. 581-654.
[40] G. Borot and A. Guionnet, Asymptotic expansion of $\beta$ matrix models in the one-cut regime, Comm. Math. Phys, 317 (2013), pp. 447-483.
[41] G. Borot, R. Kramer, D. Lewanski, A. Popolitov, and S. Shadrin, Special cases of the orbifold version of zvonkine's r-elsv formula, Michigan Math. J., 70 (2021), pp. 369-402.
[42] E. Brezin, C. Itzykson, G. Parisi, and J. Zuber, Planar diagrams, Commun. Math. Phys.;(Germany, Federal Republic of), 59 (1978).
[43] W. Burnside, Theory of groups of finite order, The University Press, 1911.
[44] M. J. Cantero, L. Moral, and L. Velázquez, Minimal representations of unitary operators and orthogonal polynomials on the unit circle, Linear Algebra Appl., 408 (2005), pp. 40-65.
[45] G. Chapuy and M. DoŁega, Non-orientable branched coverings, b-Hurwitz numbers, and positivity for multiparametric Jack expansions, arXiv preprint arXiv:2004.07824, (2020).
[46] L. Chekhov and B. Eynard, Hermitian matrix model free energy: Feynman graph technique for all genera, J. High Energy Phys, 14 (2006), p. 18.
[47] N. Chidambaram, E. Garcia-Failde, and A. Giacchetto, Relations on $\bar{M}_{g, n}$ and the negative $r$-spin Witten conjecture, Preprint, arXiv:2205.15621, (2021).
[48] T. S. Chihara, An introduction to orthogonal polynomials, Courier Corporation, 2011.
[49] T. Claeys, T. Grava, and K. D. T.-R. McLaughlin, Asymptotics for the partition function in two-cut random matrix models, Comm. Math. Phys, 339 (2015), pp. 513-587.
[50] B. Collins, S. Matsumoto, and N. Saad, Integration of invariant matrices and moments of inverses of Ginibre and Wishart matrices, J. Multivariate Anal., 126 (2014), pp. 1-13.
[51] F. D. Cunden, A. Dahlqvist, and N. O'Connell, Integer moments of complex Wishart matrices and Hurwitz numbers, Ann. Inst. Henri Poincaré D, 8 (2021), pp. 243-268.
[52] F. D. Cunden, F. Mezzadri, N. O’Connell, and N. Simm, Moments of random matrices and hypergeometric orthogonal polynomials, Comm. Math. Phys, 369 (2019), pp. 1091-1145.
[53] F. D. Cunden, F. Mezzadri, N. Simm, and P. Vivo, Large-N expansion for the time-delay matrix of ballistic chaotic cavities, J. Math. Phys., 57 (2016), p. 111901.
[54] F. D. Cunden, F. Mezzadri, and P. Vivo, A unified fluctuation formula for one-cut $\beta$-ensembles of random matrices, J. Phys. A, 48 (2015), p. 23.
[55] E. Daems and A. B. KuiJlaars, A Christoffel-Darboux formula for multiple orthogonal polynomials, J. Approx. Theory, 130 (2004), pp. 190-202.
[56] P. Deift, Orthogonal polynomials and random matrices: a Riemann-Hilbert approach, Courant Lecture Notes in Mathematics, 3. New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society, Providence, RI, 1999.
[57] P. Deift and D. Gioev, Random matrix theory: invariant ensembles and universality, vol. 18 of Courant Lecture Notes in Mathematics, Courant Institute of Mathematical Sciences, New York, American Mathematical Society, Providence, RI, 2009.
[58] NIST Digital Library of Mathematical Functions. http://dlmf.nist.gov/, Release 1.1.0 of 2020-12-15. F. W. J. Olver, A. B. Olde Daalhuis, D. W. Lozier, B. I. Schneider, R. F. Boisvert, C. W. Clark, B. R. Miller, B. V. Saunders, H. S. Cohl, and M. A. McClain, eds.
[59] N. Do and D. Lewański, On the goulden-jackson-vakil conjecture for double hurwitz numbers, Adv. Math., 403 (2022), p. 108339.
[60] M. P. do Carmo, Differential Geometry of Curves and Surfaces: Revised and Updated Second Edition, Dover Books on Mathematics, Dover Publications, 2016.
[61] A. Dubbs and A. Edelman, The Beta-MANOVA ensemble with general covariance, Random Matrices Theory Appl., 3 (2014), p. 1450002.
[62] B. Dubrovin, S. Q. Liu, D. Yang, and Y. Zhang, Hodge-GUE correspondence and the discrete KdV equation, Comm. Math. Phys, 379 (2020), pp. 461-490.
[63] B. Dubrovin and D. Yang, Generating series for GUE correlators, Lett. Math. Phys, 107 (2017), pp. 1971-2012.
[64] B. Dubrovin, D. Yang, and D. Zagier, Classical Hurwitz numbers and related combinatorics, Mosc. Math. J, 17 (2017), pp. 601-633.
[65] B. Dubrovin, D. Yang, and D. Zagier, Gromov-Witten invariants of the Riemann sphere, Pure Appl. Math. Q, 16 (2020), pp. 153-190.
[66] B. Dubrovin and Y. Zhang, Normal forms of hierarchies of integrable pdes, frobenius manifolds and gromov-witten invariants, arXiv preprint math/0108160, (2001).
[67] J. J. Duistermant and G. J. Heckman, On the variation in the cohomology of the symplectic form of the reduced phase space, Invent. Math., 69 (1982), pp. 259-268.
[68] I. Dumitriu and A. Edelman, Matrix models for beta ensembles, J. Math. Phys., 43 (2002), pp. 58305847.
[69] I. Dumitriu and A. Edelman, Matrix models for beta ensembles, J. Math. Phys., 43 (2002), pp. 58305847.
[70] I. Dumitriu and P. J. Forrester, Tridiagonal realization of the antisymmetric Gaussian $\beta$ ensemble, J. Math. Phys., 51 (2010), pp. 093302, 25.
[71] P. Dunin-Barkowski, R. Kramer, A. Popolitov, and S. Shadrin, Loop equations and a proof of zvonkine's qr-elsv formula, arXiv preprint arXiv:1905.04524, (2019).
[72] A. Edelman, The probability that a random real Gaussian matrix has $k$ real eigenvalues, related distributions, and the circular law, J. Multivariate Anal., 60 (1997), pp. 203-232.
[73] T. Ekedahl, S. Lando, M. Shapiro, and A. Vainshtein, Hurwitz numbers and intersections on moduli spaces of curves, Invent. Math, 146 (2001), pp. 297-327.
[74] N. M. Ercolani and G. Lozano, A bi-Hamiltonian structure for the integrable, discrete non-linear Schrödinger system, Physica D, 218 (2006), pp. 105-121.
[75] N. M. Ercolani and K. D. T.-R. McLaughlin, Asymptotics of the partition function for random matrices via Riemann-Hilbert techniques and applications to graphical enumeration, Int. Math. Res. Not, (2003), pp. 755-820.
[76] C. A. Evripidou, P. Kassotakis, and P. Vanhaecke, Integrable deformations of the Bogoyavlenskij-Itoh Lotka-Volterra systems, Regul. Chaotic Dyn., 22 (2017), pp. 721-739.
[77] B. Eynard, R. Belliard, and O. Marchal, Loop equations from differential systems, arXiv preprint arXiv:1602.01715, (2016).
[78] B. Eynard, T. Kimura, and S. Ribault, Random matrices, arXiv preprint arXiv:1510.04430, (2015).
[79] B. Eynard and N. Orantin, Invariants of algebraic curves and topological expansion, Commun. Number Theory Phys, 1 (2007), pp. 347-452.
[80] B. Fantechi and R. Pandharipande, Stable maps and branch divisors, Compos. Math., 130 (2002), pp. 345-364.
[81] J. Favard, Sur les polynomes de Tchebicheff., C. R. Acad. Sci., Paris, 200 (1935), pp. 2052-2053.
[82] H. Flaschka, On the Toda lattice. I. Existence of integrals, Phys. Rev. B (3), 9 (1974), pp. 1924-1925.
[83] __, On the Toda lattice. II. Inverse-scattering solution, Progr. Theoret. Phys., 51 (1974), pp. 703716.
[84] P. Forrester and S. Warnaar, The importance of the Selberg integral, Bull. Am. Math. Soc., 45 (2008), pp. 489-534.
[85] P. J. Forrester, Log-gases and random matrices, vol. 34 of London Mathematical Society Monographs Series, Princeton University Press, Princeton, NJ, 2010.
[86] P. J. Forrester and G. Mazzuca, The classical $\beta$-ensembles with $\beta$ proportional to $1 / N$ : from loop equations to Dyson's disordered chain, J. Math. Phys., 62 (2021), pp. Paper No. 073505, 22.
[87] P. J. Forrester, A. A. Rahman, and N. S. Witte, Large $N$ expansions for the Laguerre and Jacobi $\beta$-ensembles from the loop equations, J. Math. Phys, 58 (2017), p. 25.
[88] M. Gekhtman and I. Nenciu, Multi-Hamiltonian structure for the finite defocusing Ablowitz-Ladik equation, Comm. Pure Appl. Math., 62 (2009), pp. 147-182.
[89] F. Gesztesy, H. Holden, J. Michor, and G. Teschl, Local conservation laws and the Hamiltonian formalism for the Ablowitz-Ladik hierarchy, Stud. Appl. Math., 120 (2008), pp. 361-423.
[90] A. Giacchetto, R. Kramer, and D. Lewański, A new spin on Hurwitz theory and ELSV via theta characteristics, arXiv preprint arXiv:2104.05697, (2021).
[91] M. Gisonni, T. Grava, G. Gubbiotti, and G. Mazzuca, Discrete integrable systems and random Lax matrices, arXiv preprint arXiv:2206.15371, (2022).
[92] M. Gisonni, T. Grava, and G. Ruzza, Laguerre ensemble: Correlators, Hurwitz numbers and Hodge integrals, Ann. Henri Poincaré, 21 (2020), pp. 3285-3339.
[93] M. Gisonni, T. Grava, and G. Ruzza, Jacobi ensemble, Hurwitz numbers and Wilson polynomials, Lett. Math. Phys., 111 (2021), pp. 1-38.
[94] I. Goulden and D. Jackson, Transitive factorisations into transpositions and holomorphic mappings on the sphere, Proc. Amer. Math. Soc., 125 (1997), pp. 51-60.
[95] I. Goulden, D. M. Jackson, and R. Vakil, The Gromov-Witten potential of a point, Hurwitz numbers, and Hodge integrals, Proc. Lond. Math. Soc., 83 (2001), pp. 563-581.
[96] I. P. Goulden, M. Guay-Paquet, and J. Novak, Monotone Hurwitz numbers and the HCIZ integral II, arXiv preprint arXiv:1107.1001, (2011).
[97] I. P. Goulden, M. Guay-Paquet, and J. Novak, Monotone Hurwitz numbers and the HCIZ integral, Ann. Math. Blaise Pascal, 21 (2014), pp. 71-89.
[98] I. P. Goulden and D. M. Jackson, A proof of a conjecture for the number of ramified coverings of the sphere by the torus, J. Combin. Theory Ser. A, 88 (1999), pp. 246-258.
[99] I. P. Goulden, D. M. Jackson, and R. Vakil, Towards the geometry of double hurwitz numbers, Adv. Math., 198 (2005), pp. 43-92.
[100] T. Graber and R. Vakil, Hodge integrals and Hurwitz numbers via virtual localization, Compos. Math., 135 (2003), pp. 25-36.
[101] P. Graczyk, G. Letac, and H. Massam, The complex Wishart distribution and the symmetric group, Ann. Statist., 31 (2003), pp. 287-309.
[102] T. Grava and G. Mazzuca, Generalized gibbs ensemble of the Ablowitz-Ladik lattice, Circular $\beta$ ensemble and double confluent Heun equation, arXiv preprint: 2107.02303, (2021).
[103] R. M. Gray, Toeplitz and circulant matrices: A review, Found. Trends Commun. Inf. Theory, 2 (2006), pp. 155-239.
[104] M. Guay-Paquet and J. Harnad, 2D Toda $\tau$-functions as combinatorial generating functions, Lett. Math. Phys, 105 (2015), pp. 827-852.
[105] A. Guionnet, M. Krishnapur, and O. Zeitouni, The single ring theorem, Ann. of Math. (2), 174 (2011), pp. 1189-1217.
[106] A. Guionnet and B. Zegarlinski, Lectures on Logarithmic Sobolev Inequalities, Séminaire de probabilités de Strasbourg, 36 (2002), pp. 1-134.
[107] U. Haagerup and S. T. Rnsen, Random matrices with complex Gaussian entries, Expo. Math, 21 (2003), pp. 293-337.
[108] L. Haine and E. Horozov, Toda orbits of Laguerre polynomials and representations of the Virasoro algebra, Bull. Sci. Math, 117 (1993), pp. 485-518.
[109] P. J. Hanlon, R. P. Stanley, and J. R. Stembridge, Some combinatorial aspects of the spectra of normally distributed random matrices, Contemp. Math, 138 (1992), pp. 151-174.
[110] J. Harer and D. Zagier, The Euler characteristic of the moduli space of curves., Invent. Math., 85 (1986), pp. 457-485.
[111] Harish-Chandra, Differential operators on a semisimple Lie algebra, Amer. J. Math., (1957), pp. 87120.
[112] J. Harnad and A. Y. Orlov, Hypergeometric $\tau$-functions, Hurwitz numbers and enumeration of paths, Comm. Math. Phys, 338 (2015), pp. 267-284.
[113] R. Hirota, Exact solution of the Korteweg-de Vries equation for multiple collisions of solitons, Phys. Rev. Lett., 27 (1971), p. 1192.
[114] A. Hurwitz, Ueber die anzahl der Riemann'schen flächen mit gegebenen verzwei-gungspunkten, Math. Ann, 55 (1901), pp. 53-66.
[115] M. E. H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, vol. 98 of Encyclopedia of Mathematics and its Applications, Cambridge University Press, Cambridge, 2009.
[116] Y. Iтон, An H-theorem for a system of competing species, Proc. Japan Acad., 51 (1975), pp. 374-379.
[117] A. R. Its, A. V. Kitaev, and A. S. Fokas, An isomonodromy approach to the theory of twodimensional quantum gravity, Russian Math. Surveys, 45 (1990), pp. 155-157.
[118] C. Itzykson and J.-B. Zuber, The planar approximation. II, J. Math. Phys., 21 (1980), pp. 411-421.
[119] P. Johnson, R. Pandharipande, and H.-H. Tseng, Abelian Hurwitz-Hodge integrals, Michigan Math. J., 60 (2011), pp. 171-198.
[120] B. Jonnadula, J. P. Keating, and F. Mezzadri, Symmetric function theory and unitary invariant ensembles, J. Math. Phys, 62 (2021), p. 34.
[121] A.-A. A. Jucys, Symmetric polynomials and the center of the symmetric group ring, Rep. Mathematical Phys, 5 (1974), pp. 107-112.
[122] M. Kac and P. Van Moerbeke, Some probabilistic aspects of scattering theory, in Proceedings of the Conference on functional integration and its applications, Cumberland lodge (London), 1974, pp. 1627-1629.
[123] M. Kac and P. van Moerbeke, On an explicitly soluble system of nonlinear differential equations related to certain Toda lattices, Adv. Math., 16 (1975), pp. 160-169.
[124] M. Kazarian, KP hierarchy for Hodge integrals, Adv. Math., 221 (2009), pp. 1-21.
[125] M. Kazarian and S. Lando, An algebro-geometric proof of Witten's conjecture, J. Amer. Math. Soc., 20 (2007), pp. 1079-1089.
[126] A. I. Khinchin, Mathematical Foundations of Statistical Mechanics, Dover Publications, Inc., New York, N.Y., 1949. Translated by G. Gamow.
[127] Y. Kodama and K. T.-R. McLaughlin, Explicit integration of the full symmetric Toda hierarchy and the sorting property, Lett. Math. Phys, 37 (1996), pp. 37-47.
[128] R. Koekoek and R. F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials and its $q$-analogue, Delft University of Technology, Faculty of Technical Mathematics and Informatics, Report no. 94-05, 1994.
[129] M. Kontsevich, Intersection theory on the moduli space of curves and the matrix Airy function, Comm. Math. Phys, 147 (1992), pp. 1-23.
[130] P. D. Lax, Integrals of nonlinear equations of evolution and solitary waves, Comm. Pure Appl. Math., 21 (1968), pp. 467-490.
[131] I. G. Macdonald, Symmetric functions and Hall polynomials. Second edition, The Clarendon Press, Oxford University Press, New York, 2015.
[132] S. V. Manakov, Complete integrability and stochastization of discrete dynamical systems, Ž. Èksper. Teoret. Fiz., 67 (1974), pp. 543-555.
[133] E. J. Martinec, On the origin of integrability in matrix models, Comm. Math. Phys., 138 (1991), pp. 437-449.
[134] A. Martinez-Finkelshtein and W. Van Assche, What is... a multiple orthogonal polynomial, arXiv preprint arXiv:1707.09511, (2016).
[135] G. Mazzuca, On the mean density of states of some matrices related to the beta ensembles and an application to the Toda lattice, arXiv preprint: 2008.04604, (2021).
[136] G. Mazzuca and R. Memin, Large deviations for Ablowitz-Ladik lattice, and the Schur flow, arXiv preprint: 2201.03429, (2022).
[137] M. L. Mehta, Random matrices, Elsevier, 2004.
[138] P. D. Miller, Applied asymptotic analysis, vol. 75 of Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 2006.
[139] R. Miranda, Algebraic curves and Riemann surfaces, vol. 5, American Mathematical Soc., 1995.
[140] A. Morozov and S. Shakirov, Exact 2-point function in Hermitian matrix model, J. High Energy Phys., 2009 (2009), p. 003.
[141] J. Moser, Three integrable Hamiltonian systems connected with isospectral deformations, Adv. Math., 16 (1975), pp. 197-220.
[142] R. J. Muirhead, Aspects of multivariate statistical theory, John Wiley \& Sons, 2009.
[143] F. D. Murnaghan, The characters of the symmetric group, Amer. J. Math., 59 (1937), pp. 739-753.
[144] G. E. Murphy, A new construction of Young's seminormal representation of the symmetric group, J. Algebra, 69 (1981), pp. 287-297.
[145] K. Narita, Soliton solution to extended Volterra equation, J. Phys. Soc. Japan, 51 (1982), pp. 16821685.
[146] I. Nenciu, Lax pairs for the Ablowitz-Ladik system via orthogonal polynomials on the unit circle, Int. Math. Res. Not., 2005 (2005), pp. 647-686.
[147] P. Norbury, A new cohomology class on the moduli space of curves, arXiv preprint arXiv:1712.03662, (2017).
[148] _, Gromov-Witten invariants of $\mathbb{P}^{1}$ coupled to a KdV tau function, Adv. Math., 399 (2022), p. 108227.
[149] J. Novak, On the complex asymptotics of the HCIZ and BGW integrals, arXiv preprint arXiv:2006.04304, (2020).
[150] A. Okounkov, Toda equations for Hurwitz numbers, Math. Res. Lett, 7 (2000), pp. 447-453.
[151] P. J. Olver, Applications of Lie Groups to Differential Equations, Springer-Verlag, Berlin, 2nd ed., 1993.
[152] B. Riemann, Theorie der Abel'schen Functionen, Walter de Gruyter, Berlin/New York Berlin, New York, (1857).
[153] G. Ruzza, Tau functions: theory and applications to matrix models and enumerative geometry, IRISSISSA digital library, (2019).
[154] J.-P. Serre, Linear representations of finite groups, vol. 42, Graduate Texts in Mathematics, SpringerVerlag, New York-Heidelberg, 1977.
[155] B. Simon, Orthogonal Polynomials on the Unit Circle, vol. 54.1 of Colloquium Publications, American Mathematical Society, Providence, Rhode Island, 2005.
[156] H. Spohn, Generalized Gibbs ensembles of the classical Toda chain, J. Stat. Phys., 180 (2020), pp. 422.
[157] R. P. Stanley, Enumerative Combinatorics: Volume 2, Cambridge University Press, first ed., 2001.
[158] G. 'т Hooft, A planar diagram theory for strong interactions, in The Large N Expansion In Quantum Field Theory And Statistical Physics: From Spin Systems to 2-Dimensional Gravity, World Scientific, 1993, pp. 80-92.
[159] M. Toda, Vibration of a chain with nonlinear interaction, J. Phys. Soc. Japan, 22 (1967), pp. 431-436.
[160] K. Ueno and K. Takasaki, Toda lattice hierarchy, Adv. Stud. Pure Math, 4 (1984).
[161] W. Van Assche and E. Coussement, Some classical multiple orthogonal polynomials, arXiv preprint math/0103131, (2001).
[162] Y. Wei and Y. V. Fyodorov, On the mean density of complex eigenvalues for an ensemble of random matrices with prescribed singular values, J. Phys. A, 41 (2008), pp. 502001, 9.
[163] Y. Wei, B. A. Khoruzhenko, and Y. V. Fyodorov, Integral formulae for the eigenvalue density of complex random matrices, J. Phys. A, 42 (2009), pp. 462002, 10.
[164] E. P. Wigner, Characteristic vectors of bordered matrices with infinite dimensions I, in The Collected Works of Eugene Paul Wigner, Springer, 1993, pp. 524-540.
[165] J. Wishart, The generalised product moment distribution in samples from a normal multivariate population, Biometrika, (1928), pp. 32-52.
[166] E. Witten, Two-dimensional gravity and intersection theory on moduli space, Surv. Differ. Geom., 1 (1990), pp. 243-310.
[167] D. Yang, On tau-functions for the Toda lattice hierarchy, Lett. Math. Phys, 110 (2020), pp. 555-583.
[168] V. E. Zakharov and A. B. Shabat, Exact theory of two-dimensional self-focusing and onedimensional self-modulation of waves in nonlinear media, Ž. Èksper. Teoret. Fiz., 61 (1971), pp. 118134.
[169] J. ZHOU, Emergent geometry of matrix models with even couplings, arXiv preprint arXiv:1903.10767, (2019).
[170] D. Zvonkine, A preliminary text on the r-elsv formula, preprint, (2006), pp. 95616-8633.
[171] _, An introduction to moduli spaces of curves and their intersection theory, Handbook of Teichmüller Theory, Volume III, (2012), pp. 667-716.


[^0]:    ${ }^{1}$ Here we choose the branch of the logarithm for the potential $V_{\alpha}(x ; \mathbf{t}):=\alpha \log x-x+\sum_{k>0} t_{x} x^{k}$ analytic for $x \in \mathbb{C} \backslash[0, \infty)$ satisfying $\lim _{\epsilon \rightarrow 0_{+}} \log (x+\mathrm{i} \epsilon) \in \mathbb{R}$; to be consistent we shall identify $V_{\alpha}(x ; \mathbf{t})$, without further mention, with $V_{\alpha,+}(x ; \mathbf{t})=\lim _{\epsilon \rightarrow 0_{+}} V_{\alpha}(x+\mathrm{i} \epsilon ; \mathbf{t})$ whenever $x>0$.

[^1]:    ${ }^{1}$ Often $L-A$ pair in the Russian literature.

