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Abstract 
 

Time is the most elusive dimension of everyday experience; we cannot touch nor see 

time nevertheless time is embedded in any sensory experience of the world and we can 

surely perceive it. How time is extracted from sensory inputs, how it is processed and 

represented in the human brain is far from clear. During my PhD I have tried to 

understand how temporal information in the millisecond range is extracted from visual 

inputs; i.e. how it is encoded/read-out and perceived. Specifically, I have asked 

“when”, at which stage of temporal information processing (i.e., from sensory drive 

integration to duration recognition) visual and premotor areas, brain regions known to 

play a role in temporal computations, are engaged. Focusing on the chronometry of 

these areas in duration encoding,  I tried to better understand the functional role of 

these areas and at the same time, using stimuli with different sensory load and different 

durations ranges I have tried to gain insight on the mechanisms underlying duration 

perception. 

To test the chronometry of different areas in duration encoding I used Transcranial 

Magnetic Stimulation (TMS), that I have applied over visual and premotor areas at 

different timings from the onset (to the offset) of visual stimuli that had to be judged 

in duration.  In other words, I assumed that TMS applied at different timings after 

visual stimulus onset would affect duration judgments differently depending on the 

involvement over time of the target area during the processing of temporal 

information. 

The combination of high temporal resolution (paired-pulse) TMS and duration 

discrimination tasks allowed me to test:  A. the chronometry of primary visual cortex 

(V1) and extrastriate area V5/MT during the encoding of visual stimuli with different 

sensory load i.e., empty intervals and filled durations (chapter 2). B. the chronometry 

of V1 and Supplementary Motor Area (SMA) in duration encoding and reading out of 

visual temporal information (chapter 4) and C. to test the existence of a topographic 

representation of time in SMA (chapter 5). Finally, the experimental data of chapters 

2 and 4 were modeled using a recently developed leaky integration model (Toso et al., 
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2021). This model sees duration perception as a result of the leaking integration of a 

sensory drive from primary sensory cortex (in Chapter 3 a description of the model 

with the modelling of chapter 2’s data and in Chapter 4, experimental data and 

modelling).  
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CHAPTER 1: INTRODUCTION 
 

Time is embedded in many aspects of our sensory experience; sensory events unfold 

in time and often acquire particular meaning because of their specific temporal 

structure. The speed of a moving object, the words pronounced by a speaker and the 

tactile exploration of a texture, are all examples of temporally structured sensory 

experiences.  

Despite the ubiquitousness of the temporal dimension of our sensory experience, the 

understanding of the neural mechanisms underlying the temporal representation of 

sensory events, that is the capacity to estimate duration in milliseconds/seconds range, 

remains a controversial and complex issue.  

The controversy relates to the effective involvement of sensory-specific brain regions 

in the processing of temporal information. The complexity arises from the 

neurophysiological mechanisms underlying the representation of time in these areas 

and the functional interplay between sensory-specific and amodal temporal 

mechanisms (Harrington et al., 2011). 

With my PhD work I have tried to shed light into the complexity of the neural 

mechanisms of duration perception by investigating the involvement of sensory 

specific and amodal brain regions at different stages of duration processing i.e., from 

duration encoding to duration recognition/reading out, while using different types of 

sensory input (empty intervals versus filled durations) and different duration ranges 

(from 0.2 to 1.5 s).  

In this chapter I will first provide a brief theoretical background of the cognitive 

neuroscience of time, then I will summarize the goals of my PhD work and finally I 

will introduce the experimental approach used throughout my work. 
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1.1  State-of-the-art of the neuroscience of time  

 

Time is a fundamental dimension common among sensory modalities. As such, time 

computation is likely supported by brain structures that are independent of specific 

sensory modalities. It is well known indeed that many cortical (parietal, premotor, 

prefrontal and insular cortices) and subcortical (basal ganglia and cerebellum) brain 

structures have been implicated in the processing of temporal information 

independently from the sensory modality of the stimuli (Spencer et al., 2003; Coull et 

al., 2004; Wiener et al., 2010). 

In accord with these empirical observations the ‘internal clock model’ (Treisman, 

1963; Meck et al., 2008), the most influential among ‘centralized time models’, 

hypothesizes the existence of a single ‘universal’ ‘centralized’ and ‘amodal’ clock (i.e., 

a neural oscillator and a counter); a temporal mechanism accessible through various 

sensory modalities, and that is independent from the length of the temporal interval 

and from the context in which temporal information is used.  

Recently, many of empirical observations have challenged the ‘internal clock model’ 

by showing that temporal mechanisms are not always modality-independent but can 

be modality-specific too and that, for example, the representation of temporal 

properties of visual and auditory environment can be encoded in respectively primary 

visual and auditory cortices (Bueti et al., 2008a; Bueti et al., 2008b; Bueti et al., 2008c; 

Bueti & Macaluso, 2010; Bueti et al., 2010; Salvioni et al., 2013).  

The results of these studies, which have been supported by other neurophysiological 

data both in humans (Bosco et al., 2008; Bolognini et al., 2009; Kanai et al., 2011) and 

animals (Shuler & Bear, 2006; Chubykin et al., 2013), have challenged the  ‘internal 

clock’ model and prompted a lively debate (Ivry & Schlerf, 2008; Bueti, 2011) 

Our understanding of the functional architecture of temporal mechanisms, i.e., how 

the brain actually discriminates simple intervals or generate timed responses remains 

unclear. A few interesting theoretical hypotheses have been advanced. ‘Intrinsic’ 

timing models for example, describe time as a general and inherent property of neural 

information processing. A corollary of this assumption is that any area of the brain is 



8 
 

in principle able to encode time i.e., time is distributed in the brain and does not require 

structures dedicated to its computation (Durstewitz, 2003; Buonomano & Maass, 

2009). 

Temporal computations according to these models rely on inherent temporal properties 

of neural networks like short-term synaptic plasticity (i.e. State-Dependent networks 

model-SDNs (Buonomano & Maass, 2009), or arise either from the overall magnitude 

of neural activity (Eagleman, 2008) or from the linear ramping of neuronal firing rate 

(Durstewitz, 2003; Reutimann et al., 2004). 

An opposite view is that of ‘centralized’ time models that assume the existence of a 

‘dedicated’, ‘centralized’ and ‘amodal’ temporal mechanism (Treisman et al., 1990; 

Meck et al., 2008) 

The ‘internal clock model’, the most representative of ‘centralized’ time models, 

hypothesizes the existence of a pacemaker and an accumulator and assumes that any 

temporal interval is the result of the integrated activity of these two elements. The 

pacemaker oscillates at constant frequency and the beats produced are counted by the 

accumulator. The neural mechanism responsible for temporal coding in both ‘intrinsic’ 

and ‘centralized’ models is far from clear. Whether time is encoded through neural 

oscillators (Meck et al., 2008), ramping activity (Durstewitz, 2003), or state 

dependent-networks (Buonomano & Maass, 2009) is still an open question. 

To summarize from the idea of a single ‘universal’ and ‘amodal’ mechanism the field 

has now moved into that of multiple ‘distributed’, ‘modality-specific’ and ‘modality-

independent’ temporal mechanisms. The challenge is now to understand the functional 

architecture of these different mechanisms (i.e., “how time is represented in these brain 

regions”) and to disclose the functional relationship and the temporal hierarchies 

between ‘modality-specific’ and ‘amodal’ temporal mechanisms (i.e., “what” type of 

information is processed in these regions and “when” these putative time regions come 

into play). 
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1.2 The goal of my PhD work 

 

A way to better understand the functional contribution of sensory specific and amodal 

putative time areas is to understand:  

a) when, at which processing stage during duration judgments are these areas 

engaged? 

b) what type of duration judgment do these areas support? Are these areas 

differentially engaged when the sensory load of the duration stimulus change 

(filled durations versus empty intervals) or when the duration range varies 

(durations above or below the second)?   

In my PhD work I have tried to address the above issues by running a series of 

Transcranial Magnetic Stimulation (TMS) studies on healthy individuals while 

they were asked to discriminate the duration of visual stimuli (Chapters 2,4,5). 

Moreover, thanks to the collaboration with Dr. Alessandro Toso, a former SISSA 

PhD student and former member of the Tactile Perception and Learning Lab led 

by Prof. Mathew Diamond, I used a leaky integration model (Toso et al., 2021), a 

model that sees duration perception as a result of the leaking integration of a 

sensory drive from primary sensory cortex, to fit my experimental data. By fitting 

my data with this model, I was able to suggest that a) the encoding of duration 

from a visual input happens through an integration process whose sensory drive 

comes from visual areas; b) a distinct contribution of V1 and SMA in providing 

the sensory drive versus reading out duration information.    

In Chapter 2. I investigated the role of primary visual cortex (V1) and extrastriate area 

V5/MT during the duration encoding of different types of stimuli i.e., empty intervals 

and filled durations. Specifically, we ran 2 distinct experiments in which we stimulated 

these two areas and the Vertex (as control area) at different timings from stimulus 

onset (30%, 60% and 90% of the total stimulus’s duration) while we asked participants 

to discriminate the duration of visual stimuli. In experiment 1 (Exp.1) we used empty 

intervals (time intervals defined by two brief flashes), in experiment 2 we used filled 

durations (flashes displayed on the screen for a given amount of time). In Exp.1 TMS 



10 
 

worsened the discrimination thresholds when applied over the two areas at 60% and 

90% of the of the total interval’s duration. This effect was only present for intervals in 

the range of 0.2 s but not for longer intervals. In Exp.2 the same effects were observed 

but only when TMS was applied at 30% and 60% of the total stimulus duration. The 

effects of TMS were present across a wider range of durations (from 0.2 to 0.6 s) 

Overall, these data show that the chronometry of V1 and V5/MT in duration encoding 

is stimulus dependent: the stimulus offset is more critical for empty rather than filled 

stimuli. Moreover, visual cortices seem engaged in temporal processing across a wider 

range of durations only with filled durations. When filled durations are used, the TMS 

effects support the idea that V1 and V5/MT encode time via integration/accumulation 

of sensory input. 

In Chapter 3 I describe a leaky integrator model that was recently developed by Toso 

and colleagues (Toso et al., 2021). This model is used to explain how the sensory input 

from rats’ barrel cortex is integrated over time to lead to duration perception. We used 

an adapted version of this model to fit the TMS data of chapter 2 (Experiment 2). The 

model not only fits well the data but allows to predict a different chronometry between 

an early visual area (V1) and an amodal premotor region like the supplementary motor 

area (SMA).  

In Chapter 4 I tested the hypothesis of a functional distinct role of SMA and V1 in 

duration encoding. In a single experiment I stimulated V1, SMA and the Vertex at 

different timings from stimulus onset (0%, 60%, 90% and 100% of the total stimulus’s 

duration). Specifically, I predicted that the area where sensory drive comes from i.e., 

V1, should be maximally affected by TMS stimulation during the stimulus 

presentation, while an area that simply reads this information should be affected at 

stimulus offset only. The results confirmed the prediction and also here, the leaking 

integrator model, compared to other models, best fitted the data. 

Finally, in Chapter 5 to better characterize the functional contribution of SMA during 

the reading-out of time, in a single experiment I tested the hypothesis that anterior and 

posterior portions of SMA are preferentially engaged in the representation/reading-out 

of different durations. Specifically, the anterior portion should prefer the shorter and 

the posterior part the longer durations of the tested range. In different blocks of trials 
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TMS was applied over the anterior and posterior SMA while subjects were 

discriminating visual stimuli of different durations (spanning from 0.2 s to 1.5 s). The 

results partially confirmed the prediction. The TMS stimulation of the anterior SMA, 

impaired duration discrimination performance in all tested range, this effect was 

nevertheless stronger for the shorter durations of the range (0.2-0.4s).    

   

1.3 Methodological approach 

 

1.3.1 The task 

To evaluate participants capacity of judging temporal information in milliseconds 

range I used temporal discrimination tasks in which subjects are asked to compare 

stimuli of two different durations: a ‘standard’ and a ‘comparison’. Each stimulus can 

be defined as an empty interval or a filled duration, presented in the visual modality. 

In filled durations, the visual stimulus is displayed on the screen for a certain amount 

of time. In empty intervals instead is the time between the onsets of each flash that 

determines the interval of the stimulus. The duration of the standard stimulus is a fixed 

value (T) whereas the comparison can be either longer or shorter than the standard (± 

ΔT). The subject’s task is to decide, by pressing one of two response keys, which one 

of the two stimuli was the longest. A critical component of temporal discrimination 

tasks relates to how the difference between the standard and comparison duration (ΔT) 

changes throughout the task. In an adaptive (“up-down”) procedure this value is 

adjusted based on the subject’s performance (therefore different subjects experience 

different values and ranges of comparison intervals). In the method of constant stimuli 

ΔT is randomly selected from a fixed set of values at each trial; therefore, all subjects 

experience the same set of comparison values. Using the adaptive procedure, ΔT is 

varied in step-wise method that should ultimately converge to a psychophysical 

threshold (Levitt, 1971), whereas in the method of constant stimuli the percent of 

correct responses at each value of ΔT is used to fit a psychometric function and 

calculate the discrimination threshold (difference limen or just-noticeable difference; 

(Lapid et al., 2008). This threshold is often expressed as half of the value in 



12 
 

milliseconds that spans the range in which subjects get between 25% and 75% of 

correct responses. In each trial of all experiments there is the sequential presentation 

of both a comparison and standard stimulus (i.e., 2-AFC two intervals).   

 

1.3.2 Transcranial magnetic stimulation  

TMS is widely used in cognitive neuroscience as a non-invasive technique to stimulate 

the brain and thus modulate neural activity associated with cognitive processes. TMS 

is based on Faraday’s electromagnetic induction principle which states that an 

electrical current will be induced in a conductor located nearby a changing magnetic 

field. In the case of TMS, an electrical current flowing through the coil will induce a 

magnetic field that will in turn cause a change in the polarization of brain tissue laying 

underneath it. If the polarization change is fast and substantial enough, it will generate 

an action potential in neurons of the stimulated brain region and it will therefore 

interfere with their normal activation pattern. Three main ways of delivering TMS are 

used depending on desired effects. A single pulse (spTMS) protocol is used for 

stimulation with high temporal and spatial resolution as is the paired-pulse TMS 

(ppTMS). When two pulses of TMS are delivered within few milliseconds from each 

other, they summate and increase the effect on the studied cognitive process, ppTMS 

takes advantage of this property. Repetitive TMS (rTMS) consists in delivering a train 

of pulses in the target area. With this technique, the effects obtained last longer than 

the ones observed after sp- and ppTMS but the temporal resolution is lost. 

The effects of TMS depend on various factors such as:  

• The thickness of the scalp and deepness of the target point (strength of 

magnetic field rapidly decreases with distance from the coil); 

•  The cytoarchitectonic organization of the stimulated tissue (magnetic field has 

to be perpendicular to cell membrane in order to have a maximal depolarizing 

effect on neurons); 

• The intensity of stimulation. 
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The shape and size of the coil also affects how focal the stimulation is. Two different 

shapes are mostly used: a circular coil that generates a more distributed magnetic field 

and a figure of eight coil, that allows for more focal stimulation. 

Safety and ethics of this method are well describe in the literature (Rossi et al., 2009). 

The most important safety issue is the possible triggering of epileptic seizures, other 

relatively minor and preventable concerns have to do with tissue heating (estimated to 

be less than 0.1º C with spTMS) and magnetic forces affecting ferromagnetic and non-

ferromagnetic objects (some implants may be moved due to these forces). 

By altering a targeted area, TMS allows to unveil a causal implication between that 

region and a specific cognitive function. Furthermore, spTMS and ppTMS can be used 

to investigate neural dynamics of cognitive functions by revealing the time at which 

an area plays a role in a specific process. 

Two main approaches try to explain the neural basis underlying the effects of TMS on 

cognition. The first one is the “virtual lesion” concept that describes the TMS effects 

as transient and reversible lesion caused by the neural noise TMS induces in a neuronal 

network (Walsh et al., 1998a; Walsh et al., 1998b; Pascual-Leone et al., 2000) 

The second and more recent approach takes into account more subtle behavioral 

changes induced by TMS. This framework described by Silvanto and colleagues 

(2008) is based on the fact that TMS has differential effects depending on the initial 

activation state of a neural population at the time of stimulation and depending on the 

time point relative to the cognitive process at which TMS is applied. Several studies 

have shown, for example, that TMS can have not only disruptive and inhibitory effects 

as predicted by the virtual lesion idea (Vincent Walsh & Cowey, 1998; Pascual-Leone 

et al., 1999) but it can also facilitate cognition (Töpper et al., 1998). 

The simple explanation for these dual effects was demonstrated in a study by (Silvanto 

et al., 2007) where the authors showed that phosphenes solicited after visual adaptation 

to a color took on the appearance of that color. This discovery means that TMS 

preferentially facilitates neuronal networks that are less active at time of stimulation. 

The disruptive effects on TMS observed when applied during cognitive task, are thus 

explained by the preferential facilitation of the neuronal populations that are not 
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engaged in the task and are therefore at a baseline level of activation. This activation 

decreases the signal-to-noise ratio inducing a general decrease in the behavioral 

outcome. On the other hand, when TMS is applied shortly before a cognitive process, 

all neural populations are at baseline levels of activation and they are therefore all 

equally facilitated by TMS. Of the stimulated populations, the ones solicited during 

the cognitive process will show a greater sensitivity in comparison to their previous 

state. Recent developments in the use of neurostimulation approaches are reviewed in 

(Romei, Thut, & Silvanto, 2016). 
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CHAPTER 2: THE CHRONOMETRY 

OF TIME PROCESSING IN VISUAL 

CORTICES 
 

Abstract 

• A few transcranial magnetic stimulation (TMS) studies have shown that 

primary visual cortex (V1) and extrastriate area V5/MT are necessary to the 

temporal encoding of visual intervals (Bueti at al., 2008a, Salvioni et al., 2013). 

However, how duration information is encoded in these brain regions remains 

unclear. 

• Here we test the chronometry of right V1 and right V5/MT in duration 

processing. Specifically, we asked “when”, at which stage of temporal 

information processing (i.e., from sensory drive integration to duration 

recognition) these areas are engaged.   

• We ran 2 different experiments in which we used paired-pulse TMS (ppTMS) 

to stimulate the right V1, the right V5/MT and the Vertex (as control area) at 

different timings from stimulus onset (30%, 60% and 90% of the total interval’s 

duration) while we asked participants to discriminate the duration of different 

visual durations. 

• In different experiments we used stimuli with different sensory load and 

different duration range (from 0.2 to 0.6 s). In experiment 1 we used empty 

intervals (i.e., empty time between two brief visual flashes), in experiment 2 

we used filled durations (i.e., flashes displayed on the screen for a given 

amount of time). 

• The results showed different chronometries for filled durations and empty 

intervals, but no differences between V1 and V5/MT stimulation. In both areas 
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the most effective stimulation timings compared to Vertex were: a) closer to 

stimulus offset (60% and 90% of the total stimulus duration) for the empty 

intervals, b) either early or closer to the middle of the stimulus (30% and 60%) 

for filled durations. c) For empty intervals the TMS effects were present for 

intervals in the 0.2 s range only. For filled durations the effects were equally 

present across the different range of tested durations.  

The results of the two experiments suggest the existence of a different 

engagement of visual cortices in duration encoding depending on the type of 

stimulus used (filled versus empty). When a stimulus is constantly presented 

on screen its duration can be estimated via integration of a sensory drive. The 

features of this integration model are better characterized in chapter 3 where 

the modelling of experiment 2 data is also presented. 

 

2.1 Introduction 
 

Time is embedded in many aspects of our sensory experience; sensory events unfold 

in time and often acquire particular meaning because of their specific temporal 

structure. The speed of a moving object, the words pronounced by a speaker and the 

tactile exploration of a texture, are all examples of temporally structured sensory 

experiences. Despite the ubiquitousness of the temporal dimension of our sensory 

experience, the understanding of the neural mechanisms underlying the temporal 

representation of sensory events, that is the capacity to estimate duration in 

milliseconds/seconds range, remains unclear. 

Over the years, two main framework has been proposed to explain how our brain is 

able to perceive time: the first hypothesizes the existence of  a central and amodal 

clock capable of timing any type of stimulus (Gibbon et al., 1984), the second posits 

the existence of a series of distributed clocks, each of them in charge of the encoding 

of the temporal features of a stimulus early in the stream of processing, namely the 
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primary sensory cortices, and within the same modality of the presented stimulus. 

(Merchant et al., 2013a).  

More generally, the metaphor of distributed clocks implies the idea that the processing 

of temporal information can take place thanks to a distributed network whose 

involvement depends on the sensory modality of the stimuli to be timed and on the 

requirements of the task at hand (Wiener et al., 2010). Central to these models is 

therefore the possibility that time encoding can already take place in the primary 

sensory areas.  

More specifically to the visual domain, neurophysiological and behavioral studies 

carried out in the past years have supported the idea that visual areas are involved in 

the encoding of temporal information. Shuler and Bear, for example, showed that the 

firing rate of V1 in rats is modulated by the prediction of the expected time of a reward 

(Shuler & Bear, 2006); Moreover, selectivity to temporal frequency has been described 

in monkey and cat visual cortices (Movshon et al., 1978; Foster et al., 1985; Hawken 

et al., 1996).  

Furthermore, behavioral studies have highlighted the link between specific sensory 

features of the stimuli and alterations in perceived duration (Brown, 1995; Kanai et al., 

2006; Benton & Redfern, 2016). For example, the perceived duration of a visual  

stimulus can be compressed when it is presented shortly before or after a saccade 

(Morrone et al., 2005). This compression happens only when the stimulus is visual not 

when it is auditory. These studies, taken together, highlight the importance of visual 

areas in duration perception at least in the sub-second scale. 

In support of this second framework, also TMS evidence over the years has supported 

the idea of a specific involvement of visual cortices in visual time perception (Bosco 

et al., 2008, Bueti et al., 2008a, Kanai et al., 2011). Specifically, both the primary 

visual area (V1) and extrastriate visual area V5/MT have been found to be causally 

involved in temporal discrimination of visual stimuli.  

Although these latest studies have causally demonstrated the role of visual areas in the 

perception of time, they do not clarify which temporal computation these areas carry 

out, nor the temporal dynamics of these computation within and between visual 
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regions. To date, one study tried to shed light over the mechanism that our brain uses 

to encode time of visual information (Salvioni et al., 2013). In this study, the authors 

used paired-pulse TMS (ppTMS) over V1 and V5/MT during the encoding of empty 

temporal intervals. They applied ppTMS at different timings after stimulus onset and 

found that the most effective stimulation timing was the one closest to the offset (155 

ms, first pulse delivered at 60% of the stimulus duration). According to their view, the 

most effective stimulation was the one closest to the offset because it has been shown 

that neurons in early visual areas shows an activity that increase monotonically over 

time, and this increase has been linked to time perception (Ghose & Maunsell, 2002, 

Shuler & Bear, 2006, Bueti et al., 2010). By disrupting visual activity at later stages of 

time encoding, the process is influenced when the areas are more involved. It is also 

worth to notice that their earliest timing of stimulation (50ms, 25% of the 200ms 

stimulus) was not effective. 

What the study by Salvioni et al. left unclear is: whether the most effective TMS 

stimulation timing depends on a) the length of the temporal interval at hand (Salvioni 

et al used a single range around 0.2 s) or b) the type of stimulus duration used (i.e., an 

empty interval where stimulus’ duration critically depends on the offset). Moreover, 

Salvioni and colleagues did not find any difference in chronometry between V1 and 

V5/MT, and this  lack of difference  might  be due to the poor  temporal resolution of 

the paired-pulse protocol used  (inter-pulse interval was 35ms).   

To address the issues outlined above we conducted two separate experiments in which, 

compared to Salvioni and colleagues, we used a) not only empty intervals but also 

filled durations, b) a wider range of TMS stimulation timings (30%, 60%, 90% of total 

stimulus duration) c) a wider range of durations (from 0.2 to 0.4 s) and d) a temporally 

more precise ppTMS protocol (with inter-pulse interval of 12ms).  

Before heading into that materials and methods of the first two experiments, I will 

outline the crucial characteristics of TMS to then clarify some aspects of the 

methodological approach used. 

 

 



19 
 

2.1.1 Transcranial Magnetic Stimulation 

Transcranial magnetic stimulation is based on Faraday’s principles of electromagnetic 

induction. A magnetic stimulator consists of a capacitor discharge system to which an 

external coil is connected. The capacitor generates a pulse of current within the coil 

and thus a pulse of magnetic field (Barker, 1999). When the coil is placed close to the 

scalp it induces electrical activity within the superficial layers of the cortex under the 

coil. The induced pulse can cause a depolarization of a population of neurons and the 

generation of action potentials when the pulse is of a suitable size, duration, and 

location (Miniussi et al., 2012) and possibly causing observable effects on behavior. 

This method has been used to test a causal relation between some of the 

aforementioned regions and time perception and time production. TMS effects in 

temporal tasks have been found in the cerebellum (Théoret et al., 2001, Koch et al., 

2007, Del Olmo et al., 2007), the DLPFC (Jones et al., 2004, Méndez et al., 2017), 

SMA (Méndez et al., 2017), and visual cortices (Bueti et al., 2008a, Salvioni et al., 

2013). Differences in results may come from variations of duration ranges (e.g. sub- 

vs suprasecond durations), tasks (e.g. time perception vs production), and TMS 

protocols (e.g. differences in stimulation parameters and coils).  

 

2.1.2 Paired-pulse TMS and short-interval cortical inhibition 

The behavioral effects that follow the stimulation of TMS depend on the task context 

and the method of stimulation (Wiener, 2014). Most paradigms investigating the role 

of different areas in time perception used repetitive TMS (rTMS) which delivers TMS 

pulses at a certain frequency over a certain period of time. Other approaches to TMS 

include single pulse TMS and paired pulse TMS (respectively spTMS and ppTMS): 

these paradigms allow for greater temporal resolution. Specifically, during ppTMS 

stimulation consists of TMS pulses divided by a short inter-pulse interval (IPI). Paired-

pulse TMS (ppTMS) has a larger effect than single-pulse and still allows a reasonable 

temporal resolution defined by the temporal distance between the two pulses (Pascual-

Leone & Walsh, 2001; Silvanto et al., 2005). Historically spTMS and ppTMS have 

been applied to study the motor system through the stimulation of motor areas to 
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produce a motor-evoked response (MEP) that can measured through 

electromyography (Farzan, 2014). The TMS intensity to elicit a response depends on 

each person’s cortical excitability and is called the resting motor threshold (RMT). 

More specifically, the RTM is defined as the minimum intensity sufficient to be able 

to observe 7 MEPs over 10 stimulations. Using ppTMS, the RMT can be suppressed 

or facilitated relative to a spTMS, depending on the interstimulus interval (ISI), i.e. the 

duration between the two pulses, and the intensity of each pulse (Kujirai et al., 1993; 

Di Lazzaro et al., 2006).  

The mechanisms underlying the facilitation or suppression of neural activity following 

ppTMS are known as short interval intracortical inhibition (SICI) and short interval 

intracortical facilitation (SICF). 

Inside the motor domain, the motor evoked potential represents a unique opportunity 

for those who want to use TMS having a relatively handy feedback to get information 

on the effects that the TMS is causing. Since TMS effects strongly depend on many 

stimulation parameters (such as intensity and interstimulus interval) and other factors 

(such as cortical target, TMS coil geometry and pulse waveform), the motor evoked 

potential can be used to get insights about what effect the TMS will have on behavior 

and therefore it represents a reliable outcome measure. Other elements that naturally 

influence the effect of TMS is the intensity, which is commonly defined as a 

percentage of stimulator's maximum output. In the motor domain, normally the 

researcher would manipulate stimulation intensity according to the individual RMT, 

because a sub-threshold intensity for one subject could be suprathreshold for another. 

Outside the motor domain and over occipital cortex, one protocol to assess cortical 

excitability consists of using TMS to induce phosphenes in the participants. 

Consequently, in this case the threshold is defined as the minimum TMS intensity that 

leads to a report of perception of phosphenes from the participant. A detailed and 

rigorous procedure of this method based on a Bayesian adaptive staircase approach 

has been given by Abrahamyan and colleagues (2011). 

Despite this, our aim was not to find the phosphenes threshold, but to be sure that the 

low-level processing of our participants was not impaired and, therefore, we did not 
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want them to experience any phosphenes at all. With this goal in mind, we can make 

a comparison between the motor and the visual domain. In the motor domain it has 

been shown that to elicit a short-interval cortical inhibition, the optimal ISI is 1-6ms 

(Reis et al., 2008) and the optimal intensity of the first pulse would be subthreshold 

(for example 80% of the RMT) followed by a suprathreshold (for example 120% of 

the RMT) second pulse. In the visual domain the parameters to successfully obtain a 

SICI are different: it has been shown that cortical inhibition already happens after 

ppTMS delivered with an intensity of 50% of stimulator's maximum output (Moliadze 

at al., 2003), and that the switch from enhancement of intracortical inhibition at short 

ISIs (2–5ms, SICI) to intracortical facilitation at longer ISIs (7–30ms), as 

demonstrated for human motor cortex, was not evident (Moliadze et al., 2005). It 

seems therefore that in the visual domain the intensity of stimulation is critical to 

obtain either facilitation or inhibition, with little involvement of the ISI. 

Therefore, we concluded that a stimulation intensity of 55% of the maximum 

stimulator output was high enough to cause SICI, but not high enough to induce 

phosphenes. This intensity was sufficiently low to prevent phosphene detection or 

other kind of visual interferences caused by TMS pulses (Kamitani & Shimojo, 1999, 

Cowey & Walsh, 2000). 
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2.2 Materials and methods 

 

2.2.1 Subjects 

A total of 25 participants took part in the two experiments (15 and 10 for Exp.1 and 

Exp.2, respectively), 6 of them participated in both. They were healthy individuals 

with normal or corrected-to-normal vision (experiment 1: mean age was 24.3, range 

was 20-30; 4 men, 11 females. Experiment 2: mean age was 23.4, range was 20-30. 3 

men, 7 female). All participants gave written informed consent, approved by Ethics 

Committee of SISSA. 

 

2.2.2 Stimuli and procedure 

Both experiments involved a temporal discrimination task (Figure 2.1, Panel A). In 

both experiments subjects sat in front of a computer (resolution 1920x1080, 144 Hz 

refreshing rate) and were asked to make a duration discrimination judgment. A white 

fixation cross was continuously displayed for the entire duration of the trial at the 

center of the screen (size: 16 px, subtending 0.43° of visual angle at a 60cm viewing 

distance). Each trial consisted of the sequential presentation of two visual stimuli 

(“standard duration, S1” and “comparison duration, S2”), separated by the 

interstimulus interval (ISI), a random value taken from a uniform distribution ranging 

from 0.9 to 1.2 s (Salvioni et al., 2013).  

The duration of the standard duration (S1) in each block was fixed (200, 400 or 

600ms). In every trial the standard duration was paired with a comparison duration 

(S2, Figure 2.1, Panel A). The comparison duration was the standard duration (S1) +/- 

a ΔS value .  For the  200ms S1, S2 was equal to 140, 160, 180, 220, 240, 260ms; for 

the  400ms S1, S2 was equal to 280, 320, 360, 440, 480, 520ms; for the 600ms S1, S2 

was equal to 420, 480, 540, 660, 720, 780ms. In experiment 1 we tested S1 equal to 

200 and 400ms. In experiment 2 we tested S1 equal to 200, 400 and 600ms.  



23 
 

In Experiment 1 we used empty intervals. Participants were shown two sequential 

brief (7ms) visual flashes. The flashes were light blue disks (rgb: [65 105 225], 

diameter: 112 px) subtending 3° of visual angle at a 60cm viewing distance and were 

presented at the center of the screen. A temporal interval was defined as the empty 

interval between these two successive flashes, and in every trial 2 empty intervals were 

presented in sequence. Participants had to decide by pressing one of two response keys 

on the keyboard which one of the two intervals lasted longer.   

In each experimental block the 6 possible pairs of S1 and S2 durations were presented 

24 times for a total of 144 trials per block.  Each block was split in 2 halves of 72 trials 

each.  In 83% of the trials S1 was presented first (120 trials), in 17% of the trials S2 

was presented first (24 trials).  The two S1 standards (200 and 400 ms) were tested in 

Figure 2.1. A) Schematic representation of the experimental paradigm. After a brief inter trial interval 
(ITI) lasting between 1.8 and 2.5 seconds, the first stimulus/interval is presented at the centre of the 
screen. Paired Pulse stimulation is delivered at this stage, in different blocks at different timings. After 
the first stimulus and after a brief inter stimulus interval (ISI) lasting between 0.9 and 1.2s, the second 
stimulus/interval is presented. After the end of the second stimulus/interval, the subject responded using 
the keyboard. In experiment 1 the first stimulus is always the standard duration (S1). In experiment 2 it 
can be either the standard (S1) or the comparison duration (S2). B) ppTMS was delivered at different 
timings from S1 onset. Unlike Salvioni et al., (2013), in different block we stimulated different S1. The 
timings of stimulations have therefore been called T30, T60, T90, which corresponds to 30%, 60% and 
90% of each S1. 
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separate blocks of trials. In this experiment for the 200ms S1 standard we tested only 

2 timings (60 and 90% of the total duration of the stimulus) for 400 ms we tested 

instead 3 timings (30, 60 and 90% of the total duration of the stimulus). We decided 

not to stimulate the 200ms empty interval at 30% of its total duration because Salvioni 

et al. (2013) for the same duration did not find any effect at this timing. 

The combinations of 3 stimulation sites (V1, V5/MT and Vertex), 2 S1 standards (200 

and 400 ms) and 2/3 stimulation timings (T60 and T90 for S1; T30, T60 and T90 for 

S2) lead to a total 15 blocks, performed in 2 experimental sessions in different days.  

In Experiment 2 we used filled durations. The stimuli were identical to those of 

experiment 1 (light blue disks). The main difference is that in this experiment they 

remained on the screen for an entire duration (filled duration). So in Experiment 2 we 

had the sequential presentation of 2 disks (i.e., S1 - the standard and S2 - the 

comparison duration). In 50% of the trials S1 was the first stimulus of the pair, and in 

the other 50% it was the second.  

In this experiment we had an unbalanced number of repetitions of the 6 S1-S2 pairs. 

Specifically, we had 15, 25 and 20 repetitions, for respectively the easiest (Weber 

fraction 0.3), the intermediate (Weber fraction 0.2) and the most difficult pair to 

discriminate (Weber fraction 0.1). The total number of trials in a block was 120 trials. 

Each block was split in 2 halves of 60 trials each. The combination of 3 stimulation 

sites (V1, V5/MT and Vertex), 3 S1 standards (200, 400, 600 ms) and 3 stimulation 

timings (30, 60 and 90% of the total length of the stimulus) lead to 27 blocks performed 

in  3 experimental sessions in different days. 

 

2.2.3 Areas localization 

The Vertex was localized by measuring half of the distance between the nasion and 

the inion and the half the distance between the left and the right ear’s tragus. Right V1 

and right V5/MT were instead localized through neuronavigation software (Freesurfer 

to analyze structural MRI scans and BrainSight to locate the areas on the scalp of the 

subjects). In order to find the region correspondent to the fovea in right V1, we used 
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the algebraical method developed by Benson (Benson et al., 2012) which allows to 

infer the retinotopic organization of the visual cortex from the structural images of the 

subject (Figure 2.2). 

For all subjects right V5/MT was located using average coordinates in Talairach space 

determined by Dumoulin (Dumoulin et al., 2000). 

  

2.2.4 TMS protocol 

In both experiments we used a Magstim stimulator (Magstim Super Rapid2 Plus).  

Paired-pulse TMS was applied in different blocks over right V1, right V5/MT and on 

the Vertex as a control area; the order of the blocks was randomized across subjects. 

We used a 70mm figure-of-eight shaped coil over the Vertex, and a 50mm figure-of-

eight shaped coil over right V1 and right V5/MT. Paired-pulse TMS (ppTMS) has a 

larger effect than single-pulse and still allows a reasonable temporal resolution defined 

by the temporal distance between the two pulses (Pascual-Leone & Walsh, 2001; 

Silvanto et al., 2005). 

Figure 2.2. Coronal (on the left) view of right V1 (yellow patch) and the target (red dot) as seen with Freeview. 
Sagittal (on the right) views of right V5/MT (yellow patch) and the target (blue dot) as seen with Freeview. The 
template displayed is the “Fsaverage” (an “average” brain constructed of MRI scans of 40 subjects). 
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For right V1, we placed the wings of the coil parallel to the midline with the current 

flowing lateral-medial leftwards (handle on the right). For right V5/MT, we placed the 

coil with the handle on the left, with the current flowing posterior to anterior. 

Relatively to the visual domain, ppTMS has been shown to lower visual cortex 

excitability as measured by phosphene threshold when applied using an interpulse 

interval (IPI) ranging from 2 to 100ms (Ray et al., 1998, Gerwig et al., 2005, Kammer 

& Baumann, 2010). Since one of the challenges of these experiments is to maximize 

the temporal resolution of our stimulation, we decided to use the lowest IPI possible 

given the stimulator namely 12.5ms. 

The intensity of TMS was set to 55% of the maximum stimulator output for both 

pulses.  

Moreover, other studies have successfully used ppTMS to disrupt visual information 

processing with the two pulses at the same intensity. Silvanto et al. (2005) used ppTMS 

to disrupt visual motion detection when they applied TMS over V1 and V5/MT at 60% 

of the maximum stimulator output with an interpulse interval of 20ms. Salvioni et al. 

(2013) have successfully used ppTMS at 55% of the maximum stimulator output with 

an interpulse interval of 35ms to disrupt time encoding of visual stimuli when applied 

over V1 and V5/MT. 

When choosing the parameter of the TMS stimulation, it is worth to stress that our aim 

was to disrupt the normal function of  right V1 and right V5/MT by increasing neural 

noise (Walsh and Pascual-Leone, 2003). 

One way to describe the functional impact of TMS is in fact that it introduces random 

noise in neural processing shifting the brain activity from its optimal functioning. For 

example if a target area is accumulating information regarding a stimulus that has to 

be timed, the TMS may induce neural activity uncorrelated with the task at hand 

(Harris et al., 2008). It is worth mentioning that feeding noise to an integrator decreases 

its performance for the duration of the noise (Miller & Wang, 2006). 

In each trial ppTMS was applied during the presentation of the first stimulus of the 

pair, in order to impair purely the encoding process. Applying TMS during the 
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presentation of the second stimulus would mean interfering also with working memory 

and decision processes. The pulses were applied at different delays from stimulus onset 

(30%, 60% and 90% of the total stimulus’s duration; these timings of stimulation are 

named T30, T60 and T90; Figure 2.1, Panel B). For example, for the standard duration 

of 200ms we stimulated in one block at 60-82ms (30%, T30), 120-132ms (60%, T60) 

and 180-192 (80%, T90) ms from interval onset (offset of the first flash). A 

microsecond-precision trigger-box allowed for an accurate delivery of the TMS 

stimulation. 

In experiment 1 we stimulated at T60 and T90 for the 200ms S1 and at T30, T60 and 

T90 for the 400ms S1 empty interval. In experiment 2 we stimulated all standard 

durations (200, 400 and 600ms) at T30, T60 and T90, because nobody had ever applied 

ppTMS at different timings in an experiment involving filled durations. It is also 

important to stress here that in this experiment, since in 50% of the trials the order of 

S1 and S2 presentation was reversed, in half of the trials the TMS was applied on the 

comparison duration. 

 

2.2.5 Block design and additional information 

In summary, there were 15 blocks in experiment 1. Three sites (right V1, right V5/MT 

and the Vertex) by two different standard durations (200ms and 400ms); one standard 

duration (200ms) by two different timings of stimulation (T60, T90), the other standard 

duration (400ms) by three different timings of stimulation (T30, T60, T90). 

In experiment 2, we had 27 blocks. Three sites (right V1, right V5/MT, and the Vertex) 

by three different standard duration (200ms, 400ms and 600ms) by three different 

timing of stimulation (T30, T60, T90). It should be noted that in our design the vertex 

stimulation is not the only control condition. In fact, the comparison between TMS 

blocks on the same area but at different timings allowed us to be sure of the specificity 

of the effects found and to exclude unspecific TMS artifacts. 

Finally, a potential bias for the duration perception in our experiment was given by the 

acoustic noise produced by the TMS apparatus during pulses delivery. In fact, it has 
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been shown that playing an acoustic stimulus regularly before the presentation of a 

visual cue, can bias the perceived duration of a visual stimulus (Treisman et al., 1990). 

In order to prevent this effect, we recorded the TMS sound and played it through 

headphones that the participants were wearing, during both the first and the second 

interval. The timings of the fake TMS pulses were synchronized with the TMS delays. 

 

2.2.6 Data analysis 

In this context, the subject performance can be described by two main parameters, bias 

(the “point of subject equality”, PSE) and sensitivity (the “just noticeable difference”, 

JND).  

For each block of all participants, we fitted the psychometric curves using the 

MATLAB function FitPsycheCurveLogit, which uses general linear model with a logit 

link function (Experiment 1=Figure 2.3 Panel A; Experiment 2=Figure 2.3 Panel B). 

The JND was calculated as the difference between 25% and 75% correct “longer” 

answers divided by two, while the PSE was calculated as the duration value that was 

associated with 50% of performance. 

As for the study of Salvioni and colleagues (2013), we expected the TMS to have an 

effect on the JND rather than the PSE.  

For both experiments the JND and the PSE were obtained for every block. To make 

the different durations comparable the individual JND and PSE values were 

normalized to the appropriate S1 duration (e.g., PSE200 /200 ms). 

In both experiments we first conducted a repeated-measures analysis of variance 

(ANOVA) on both the JND and the PSE, with area, timing, and duration as within-

subject factor. Once the ANOVA revealed a significant difference between visual 

areas (V1/V5) and the Vertex, then we proceeded to normalize the individual JND and 

PSE obtained in each V1 and V5/MT blocks to the Vertex stimulation (site-

vertex)/vertex. We performed ANOVA also on these normalized data to the vertex. T-

tests were then used for post-hoc comparisons. Alpha level was set to 0.05.  
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Additionally, as for Salvioni et al. (2013), we decided to control if the effect that TMS 

may have caused are correlated between V1 and V5/MT. 

Finally, participants whose JNDs exceeded 2 or more interquartile ranges in any TMS 

conditions were marked as outliers and removed from the dataset. In experiment 1 

three subjects were excluded using this method, whereas in experiment 2 one subject 

was excluded. 
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2.3 Results 

 

In experiments 1 and 2, healthy participants have been asked to discriminate the 

duration of two visual stimuli S1 and S2 while we applied TMS over V1, V5/MT and 

the Vertex (as control site) at different timings from the onset of the first stimulus (I 

stimulated at T30, T60 and T90 of the total stimulus’s duration). In experiment 1 we 

used empty intervals (time intervals defined by two brief flashes), in experiment 2 

filled durations (flashes displayed on the screen for a given amount of time).  

Experiment 1. A repeated-measures analysis of variance (ANOVA) was performed 

on the JND with area (V1, V5/MT, Vertex), timing (T60, T90) and duration (200ms, 

400ms) as a within-subject factor.  

The ANOVA revealed a significant interaction between Area and Duration (F(2, 22) 

= 7.963, p=0.003). Specifically, compared with vertex stimulation, discrimination 

thresholds were significantly higher following TMS in both V1 (t(23)=3.2, p= 0.0037) 

and V5/MT (t(23)=5.4, p<0.0001), but only when the S1 involved was 200ms. The 

ANOVA did not show a main effect of timing (F(1, 11) = 3.532, p=0.087), nor a main 

effect of area (F(2, 22) = 2.392, p=0.114). 

The ANOVA conducted on the normalized data with the same factors confirmed that 

the effect of TMS on the JND was significantly higher when S1 was 200ms when 

compared to the JND of 400ms (Main effect of Duration, (F(1,11)=17,797, p=0.001). 

Experiment 2. A repeated-measures analysis of variance (ANOVA) was conducted 

on the JND with area (V1, V5/MT, Vertex), timing (T30, T60, T90) and duration 

(200ms, 400ms, 600ms) as a within-subject factor. 

The ANOVA revealed a significant main effect of the Area (F(2,16)=5.469, p=0.015). 

T-tests revealed that, compared to vertex stimulation, the JNDs were significantly 

higher when we stimulated V1 (t(80)=-3.5, p<0.001) and V5/MT (t(80)=4.9, p<0.001).  
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Figure 2.3. A) Exp 1: Psychometric curves (average) of the group of participants (N=12) in experiment 1. On 
the x axis the duration of S2, while on the y axis is the % of time the S2 has been judged longer than S1. The red 
line is V1 performance, the blue line V5/MT performance, the green line is the vertex performance. The curves 
are coupled (V1 and the Vertex, V5/MT and the Vertex). In the upper part there is the condition with S1=0.2s 
and in the lower part the conditions S2=0.4s. On the horizontal plane, the plots are organized according to the 
three timing of stimulation. It can be noted that the upper left plots are missing since we have decided not to test 
the T30 condition with S1 = 0.2s. B) Exp 2: Psychometric curves (average) of the group of participants (N=9) in 
experiment 2. The organization of the plots is similar to experiment 1. On the vertical plane the plots are organized 
according to the three different S1 (0.2, 0.4 and 0.6s), while on the horizontal plane they are organized according 
to the three timing of stimulation (T30, T60 and T90). 
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Figure 2.4. A) Exp 1: JND (group average) of V1 and V5/MT normalized to the Vertex for experiment 1. 
We normalized these JND as follows: (site-vertex)/vertex. By doing this, now the data can be seen as a 
percentage difference from the vertex. Therefore, in these plots the 0 is the vertex. Plus symbols represent the 
results of the one-sample t tests significant at + p < 0.05 and ++ p < 0.01; in this dataset a one-sample t test 
highlights a difference with the significant with the vertex. In the vertical plane plots are again organized 
according to the S1 involved, while on the horizontal plane, the plots are organized according to the two 
timing of stimulation. B) Exp 2: JND (group average) of V1 and V5/MT normalized to the Vertex for 
experiment 2. The organization of the plots is again similar to that of experiment 1. 
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This time, the ANOVA showed also a significant main effect of timing (F(2, 

16)=13.281, p<0.001) and a significant interaction between timing and area 

(F(4,32)=7.159, p<0.001). Specifically, t-tests revealed higher JND when stimulating 

T30 and T60 compared to T90 (T30vsT90, t(80)=3.0, p=0.0038. T60vsT90, t(80)=4.0, 

p<0.001), showing that the TMS at T30 and T60 is more effective. This finding is 

confirmed by the significant interaction of timing and area: the t-tests show that the 

effect of TMS is significantly higher when stimulating V1 and V5/MT compared to 

the vertex stimulation, but only when stimulating at T30 and T60 (Table 2.1). 

The repeated-measures analysis of variance performed on the normalized data with the 

same factors showed a significant main effect of timing (F(2, 16)=32.217, p<0.001), 

and – again – the pattern of results is similar to the one described above. In fact, t-tests 

showed higher JND when stimulating at T30 and T60 compared to T90 (T30vsT60, 

t(53)=-5.0, p<0.001. T30vsT90, t(53)=5.0, p<0.001; T60vsT90, t(53)=7.1, p<0.001).  

PSE. Unexpectedly, a repeated-measures analysis of variance (ANOVA) conducted 

on the PSE with area (V1, V5/MT, Vertex), timing (T30, T60, T90) and duration 

(200ms, 400ms, 600ms) as a within-subject factor, showed a significant main effect of 

timing in experiment 2 (F(2,16)= 14,932, p<0.001). T-tests revealed that, regardless 

of the area stimulated, the PSE were significantly lower when we stimulated at T90 if 

compared to T30 (t(80)=5.2, p<0.001) and T60 (t(80)=3.6, p<0.001) (Figure 2.5). 

 Paired t-test 

 T30    T60    T90  

V1 V5 VX  V1 V5 VX  V1 V5 VX 

V1 - 0.78 <0.001***  - 0.15 <0.001***  - 0.17 0.13 

V5 0.78 - <0.001***  0.15 - <0.001***  0.17 - 0.87 

Table 2.1. T values of and two-sample t test computed on JNDs normalized to the vertex stimulation for 
experiment 2. Asterisks symbols represent the results of the two-sample t tests significant at *** p < 0.001. 
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Figure 2.5. Group average of the PSE values across V1, V5/MT and vertex  
(average of the group e distribution) plotted for the 3 timings of stimulations 
in experiment 2. The PSE are averaged across the stimulation sites since there 
is no difference between them. Asterisks symbols represent the results of the 
two-sample t tests significant at *** p < 0.001.  
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2.4 Discussion 
 

With this experiment, we aimed to investigate the chronometry of time encoding in 

visual cortices.  

For both experiment 1 and 2, the initial ANOVAs on the non-normalized JND data 

showed that the TMS stimulation had a significant effect when applied to the right V1 

and the right V5/MT compared to the Vertex stimulation. This result is compatible 

with previous studies, showing the involvement of visual areas in time encoding. 

However, when empty intervals are involved, this does not appear to be true for 

durations greater than 200ms. In the 400ms condition, there was no significant 

difference between TMS stimulation of V1 and V5/MT. 

On the other hand, when filled durations were involved, the critical difference between 

V1,V5/MT and the Vertex was not present when we stimulated at T90.  

If in experiment 1 seems that the duration is critical for finding TMS effects 

(significant effects only with short durations, 200ms), in experiment 2 the timing 

seems to be critical (significant effects only with early stimulation, T30 and T60). 

This initial consideration confirms one of our initial ideas. The effect of TMS strictly 

depends on which stimulus the brain is encoding. 

The subsequent analysis carried out on the normalized data in experiment 1 confirms 

that the effects are isolated to the shortest duration irrespectively of the stimulated area 

(V1 or V5/MT) or timing (T60 or T90). We replicated the results of Salvioni and 

colleagues at T60 and we introduced the finding that also T90 is an effective timing of 

stimulation – as we had hypothesized – but the two timings of stimulation essentially 

are not different. Also, regarding the areas, we hoped to find different chronometry, 

but this was not the case.  

On the contrary, in the second experiment the TMS was effective when applied over 

V1 and V5/MT in all tested durations (therefore up to 600ms) if compared with the 

Vertex performance, but only when we were stimulating at T30 and T60. 
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This is confirmed from the analysis carried out on the normalized data. In this case, 

the ANOVA highlighted only a significant main effect of timing. In other words it 

does not matter if we stimulate V1 or V5/MT, the crucial aspect is that the stimulation 

is critical at T30 and T60, but not at T90. 

Overall, the results of the 1° experiment support some of our initial hypothesis. As 

suggested by Salvioni and colleagues (2013), a timing of stimulation closest to the 

offset was indeed effective, but not significantly more effective if compared with the 

timing of stimulation closest to the middle of the stimulus. What is interesting is that 

all effects disappear when a longer stimulus was involved. This is particularly 

interesting because it is linked to one of our initial hypotheses. We hypothesized that 

the effectiveness of a stimulation timing depended on the duration of the stimulus at 

hand. In our specific case, the stimulation at T60 of V1 and V5/MT during the stimulus 

of 200ms is in absolute terms comparable with the stimulation at T30 during the 

stimulus of 400ms, since in both cases the stimulation was delivered after 120ms. 

Therefore, the fact that the two conditions have a different effect confirms the idea that 

when it comes to time, the stimulation timing must be linked to the duration of the 

stimulus at hand. 

This is especially true of the second experiment. The stimulation is effective when 

delivered at T30 and T60 regardless of the duration of the stimulus. It is important to 

note, for example, that for a 400ms stimulus, T90 is 360ms, while for a 600ms 

stimulus, 360ms is equivalent to a T60 stimulation. That said, although the absolute 
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timing is the same, in the case of a stimulus of 600ms the stimulation is effective, while 

in the case of a stimulus of 300ms - being at T90 - it is not. 

Regarding the PSE, we found that the PSE at T90 shows significantly lower values 

than at T30 and T60. Since this effect does not depend on the stimulated area, our 

interpretation is that it depends on some factor related to the TMS per se. Although we 

tried to control the presence of the TMS sound by applying a similar sound on the 

second stimulus, we could not control the tactile sensation that a TMS pulse produces.  

 

2.4.1 Conclusions 

The results of the first two experiment suggests that our brain encode time information 

from empty and filled stimuli using probably different mechanisms (Figure 2.6). 

Regarding the 1° experiment, our results are compatible with our initial hypothesis, 

even if only when short stimuli are involved (<400 ms). The offset seems to be critical, 

and the effects are duration dependent. 

Regarding the 2° experiment, it seems that the onset/middle of the stimulus is more 

critical, and that the effects seem to be duration independent (at least up to 600ms). 

Figure 2.6. Figure depicting the summary of our results. For empty intervals, stimulations were found 
to be effective when delivered at T60 and T90, but only in the condition with the shortest stimulus 
(200ms). We can then hypothesize that effective stimulations could be delivered in a time window 
between T60 and T90. For filled durations, stimulations were effective when delivered at T30 and T60 
in all tested durations. We can then hypothesize that effective stimulations could be delivered in a time 
window between T30 and T60. 
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For filled durations the T90 stimulation is less effective than the T60.  

If we think that the activity of visual areas represents the drive of an accumulator, we 

can try to speculate on the reasons leading to the observed TMS effects.  

Previously we said that if we inject noise into a system that is integrating sensory 

inputs, the performance of the system will be lower the longer the period in which the 

noise is injected. With this in mind, we can therefore imagine that at T90 the induced 

noise of the TMS stimulation had not enough time to be accumulated to cause a drop 

in performance. On the other hand, a stimulation given at the core of the process would 

lead to a greater decrease in performance because there is more time for this noise to 

be accumulated (Figure 2.7). 

In the next chapter I will try to prove this idea by using a leaky integrator model of 

duration perception (Toso et al. 2021) to simulate our empirical data. 

  

Figure 2.7. Figure depicting our hypothesis. In green is the time window that we believe can 
be effective if a TMS stimulus is given. In red the time window that we believe is not critical 
if a TMS stimulus is given. This is true only for the filled durations of experiment 2. 
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CHAPTER 3: A LEAKY 

INTEGRATOR MODEL OF VISUAL 

DURATION ENCODING 

 

Abstract 

• In the previous chapter, we showed that the stimulation of V1 and V5/MT in 

the right hemisphere, impaired the duration discrimination of visual filled 

durations when applied early after stimulus onset or right in the middle of the 

duration to be timed (30% and 60% of the total stimulus’s duration). This result 

seems to suggest that the duration of a visual sensory event can be estimated 

via integration/accumulation of a sensory drive. If this integration over time is 

perturbated because the sensory drive or the integration process itself is 

perturbated by TMS then the perception becomes noisier (less precise).   

• This possibility is tested by fitting the V1 and V5/MT TMS data of Experiment 

2 of the previous chapter with a leaky integrator model (Toso, et al., 2021). 

This model was originally used to explain how the sensory input from rats’ 

barrel cortex is integrated over time to lead to duration perception. We adapt 

the original leaky integrator model to the TMS data. TMS was modeled as a 

parameter increasing the noise of the sensory drive (i.e., the standard deviation 

of the neural noise). According to our model an area that provides the sensory 

drive, like V1, should be greatly affected by the TMS noise only if this noise 

is applied early after stimulus onset and at middle trial time.   

• The leaky integrator model fits well the experimental data.   
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3.1 Introduction 

 

In the past years, brain stimulation studies have shown that the primary visual cortex 

(V1) and the extrastriate visual area V5/MT are causally engaged in the duration 

discrimination of visual stimuli (Bosco et al., 2008, Bueti et al., 2008a, Kanai et al., 

2011, Salvioni et al., 2013). However, these studies fail to clarify the kind of 

computations the visual areas perform during time encoding and the temporal 

unfolding of these computations within each region. 

By acquiring information on the time course of visual encoding of time information 

we tried to understand what kind of computations these areas are implementing. To do 

so, we stimulated right V1, right V5/MT and the Vertex (as control area) at different 

timings from stimulus onset (30%, 60% and 90% of the total stimulus’s duration) while 

we asked participants to discriminate the duration of visual stimuli. Our results showed 

that the most effective timing of stimulation to impair participants’ performance when 

stimuli were filled durations were 30% and 60% of the total stimulus’s duration. 

This result seems to suggest that duration encoding takes place as an accumulation 

process that can be greatly affected in its unfolding but not at its end. The role visual 

areas play in this process is difficult to access with the original experiment. One 

possibility is that visual cortices, specifically V1 and V5/MT, represent the sensory 

drive of an integration process that may take place in the visual cortex itself or 

elsewhere in the brain. The possibility that a sensory area provides the sensory drive 

to an integration process leading to duration perception has been recently proposed by 

Toso and colleagues (2021). In this work the authors combine human and rat 

psychophysics with sensory cortical neuronal firing to construct a computational 

model of the perception of time embedded within sense of touch. In this work, subjects 

are asked to judge the duration of a vibration applied to the fingertip (human) or 

whiskers (rat), while the duration and the intensity of the stimulation was 

simultaneously varied. Increasing stimulus intensity led to increasing perceived 

duration. Symmetrically, increasing vibration duration led to increasing perceived 

intensity. The authors modelled the real spike trains recorded from vibrissae 
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somatosensory cortex as input to dual leaky integrators–an intensity integrator with 

short time constant and a duration integrator with long time constant–generating 

neuromeric functions that replicated the actual psychophysical functions of rats. These 

results highlight the role of accumulation of sensory drive from sensory cortex as 

possible mechanism for duration perception.  

I collaborated with Dr. Alessandro Toso, a former SISSA PhD student, a former 

member of the Tactile Perception and Learning Lab led by Prof. Mathew Diamond 

and the first author of the aforementioned paper. In this chapter we used a modified 

version of the leaky integrator model formalized in Toso and colleagues (2021) to 

model the data of experiment 2 of the previous chapter. This modelling would allow 

us to strengthen the interpretation of the role of visual cortices in duration perception.   

 

3.2 Methods 

 

Following Toso and colleagues (2021), we tried to model our data on the assumption 

that time encoding is mediated by visual areas and that these areas provide the drive 

to an integrator that nonlinearly accumulate sensory signal over time during the 

encoding of the stimulus. 

The leaky integration is a model of accumulation of perceptual information (Usher & 

McClelland, 2001).If the accumulation would not be leaky, the process of information 

accumulation would proceed indefinitely without loss or decay of information. In this 

case, the accuracy would increase without bound: as long as there is any difference 

among the stimuli, accuracy will be perfect. But this does not reflect one of the 

fundamental properties of the just noticeable difference (JND). We know that the 

smallest the difference between two stimuli, the poorer the performance; moreover, 

The JND is proportional to the initial stimulus duration. 

As in the original model by Toso and colleagues, we posit that the duration perception 

of a visual event results from the accumulation of sensory signal over time (Toso et 

al., 2021). Leaky integration of sensory input can be formulated as: 
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𝐶𝐶
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= −𝜆𝜆𝑑𝑑 + 𝑓𝑓(𝐿𝐿𝑡𝑡 , 𝑑𝑑) (1) 

 

where ϒ is the percept, 𝑓𝑓(𝐿𝐿𝑡𝑡, 𝑑𝑑) is the external drive to the integrator, 𝜆𝜆 is the leak rate 

and 𝐶𝐶
𝜆𝜆

= 𝜏𝜏 specifies a time constant of integration. 

We assume that the external drive to the integrator is made up of the visual input L 

plus  noise. We further assume the sensory signal follows a power law with luminance 

input raised to exponent 𝛼𝛼. Furthermore, we assume additive normally distributed 

noise, 𝜉𝜉, that is independent from the stimulus and might even originate through a 

different sensory modality. Thus, external drive can be specified as: 

 

𝑓𝑓(𝐿𝐿𝑡𝑡 , 𝑑𝑑) = 𝐿𝐿𝑡𝑡𝛼𝛼 + 𝜉𝜉 (2) 

 

Based on previous TMS results on duration discrimination tasks (results of Salvioni et 

al., (2013) and of experiment 2 in chapter 2, where TMS affected sensitivity rather 

than inducing a systematic bias, we posit that the TMS may increase the variance of 

the noise at the level of the input.  Feeding noise into an integrator causes a decrease 

in performance proportional to the duration of noise (Miller & Wang, 2006). 

The model assumes that the TMS stimulation is affecting the variance 𝜎𝜎𝑏𝑏2 of the 

normally distributed noise 𝜉𝜉 in Equation 2. More specifically, TMS activation is 

increasing 𝜎𝜎𝑏𝑏2 by a multiplicative free parameter 𝑘𝑘, that was called Gain. Based on 

previous literature on the physiological consequences of ppTMS on visual cortex, we 

assumed that the duration of the TMS effect is 150 ms (Moliadze et al., 2003). 

Alternatively, if the TMS had an effect on the bias (PSE), we would have had a change 

in the noise mean. We will explore the possibility of different competing models in 

Chapter 4. 
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The behavior of the accumulator under no TMS and with the TMS delivered at T30, 

T60 and T90 can be seen in figure 3.1. We obtained this graphical representation of 

the accumulator behavior by running the model on a stimulus of 300ms duration for 

500 times. At the top of the figure 3.1 it possible to appreciate the behavior of the 

model in the condition without TMS. The variance of the perceived time increases 

with increasing time, and the final variance represents an indicator of the performance 

of the accumulator. In the lower panel of the figure are shown the effects of  the TMS 

pulse at three different timings of stimulation. The accumulator accumulates the input 

with increasing noise, due to the TMS. 150 ms after TMS onset, the accumulator 

begins to "forget" the noise of the TMS, and the speed with which this occurs is 

Figure 3.1. A) Accumulation of sensory drive over time. The accumulator integrates information 
over time, but also loses some information over time. Because of that, the variance of the perceived 
duration increases with longer stimuli. The variance of the perceived duration at the offset reflects the 
sensitivity of the system and the overall accuracy. B) When TMS is delivered, the variance of the noise 
increases. For a time window of 150ms (i.e., the hypothetical duration of ppTMS in visual cortex) , the 
accumulator integrates additional noise, leading to a further increase in the variance of the response, 
therefore to a lowering of performance.  
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inversely proportional to the magnitude of τ. 

From a visual inspection it is already possible to appreciate how the model output 

mimics our results. When TMS is delivered at T30, the integrator begins to accumulate 

noise. When the effect of the TMS ends, the accumulator begins to "forget" the noise 

of the TMS. The variance of the perceived duration is greater at T60 precisely because 

the accumulator has no time to "forget" the noise of the TMS. At T90, on the other 

hand, the accumulator does not have enough time to accumulate the noise of the TMS 

for the variance of the perceived duration to be affected. 

In the duration discrimination experiment, we assume that subjects compare the 

percepts of the two stimuli, 𝑑𝑑1(𝑇𝑇1) and 𝑑𝑑2(𝑇𝑇2) respectively. The probability that 

𝑑𝑑2(𝑇𝑇2) > 𝑑𝑑1(𝑇𝑇1) can be calculated, given that both percepts are normally distributed, 

and their mean and variance are known. Thus 

 

𝑃𝑃�𝑑𝑑2(𝑇𝑇2) > 𝑑𝑑1(𝑇𝑇1)� =  � � 𝑃𝑃(𝑑𝑑2,𝑑𝑑1)d𝑑𝑑2

+∞

Υ1

d𝑑𝑑1

+∞

−∞

=  
1
2

+
1
2

erf(𝑑𝑑′) (3) 

𝑑𝑑′ =
E[𝑑𝑑2(𝑇𝑇2)]− E[𝑑𝑑1(𝑇𝑇1)]

�2(Var[𝑑𝑑2(𝑇𝑇2)] + Var[𝑑𝑑1(𝑇𝑇1)])
(4) 

 

where erf(𝑥𝑥) is the normal error function. Given that on some trials, the subject may 

lapse (that is, make a non-sensory error), we assume that the probability of reporting 

that the second percept is larger than the first is: 

 

𝑃𝑃�choice(2 > 1)� = plow + �1 − plow − phigh� � 
1
2

+
1
2

erf(𝑑𝑑′)� (5) 

 

Where phigh (plow) is the probability of making an incorrect decision due to a lapse at 

a trial with large positive (negative) mean 𝑑𝑑(𝑇𝑇) difference. 
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Each percept evolves through time following equation 1, with different parameters 

values which were fitted to the experimental data through the procedure described 

below.  

We fitted the behavioral data from each individual subject in the Vertex condition with 

4 free parameters (Table 3.1), so that the least squared difference between the observed 

fraction of choices Stimulus 2 > Stimulus1 and the model predicted choice probability 

was minimized. 

We assumed that Var[𝑑𝑑(0)] and 𝜇𝜇𝑏𝑏 are always equal to zero, the target function that 

guides the parameter fits was the least squared difference between the observed 

fraction of choices Stimulus 2 > Stimulus1 and the model predicted choice probability 

(Equation 5) for each T1 and T2 pair. 

The reported fitted parameters values were obtained by using lsqcurvefit MATLAB 

function. We then fixed the values of 𝜎𝜎𝑏𝑏2, τ, phigh and plow, and fitted the behavioral 

data from the three stimulation conditions (T30, T60 and T90) in parallel using the 

MATLAB fmincon function, with a single free parameter k. The target function that  

 

Parameter name Fitting range 

𝜏𝜏  [0, 5000]ms 

𝜎𝜎𝑏𝑏2  [0, 105] 

phigh  [0, 0.5] 

plow  [0, 0.5] 

Table 3.1. Parameters and fitting range. We fitted 
these parameters using the Vertex Condition. 
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guides the parameter fits was the least squared difference between the observed 

fraction of choices Stimulus 2 > Stimulus1 and the model predicted choice probability 

(Equation 5) for each T1 and T2 pair. 

 

Figure 3.2. A) weber Fraction from experiment 2 on the right, and on the left the weber fraction 
obtained from the model. B) Correlations across subjects between experimental weber fraction and the 
output of the model. 



47 
 

3.3 Results 

 

We posit that during time encoding the visual areas provide the sensory drive to an 

integrator accumulating sensory signal in a leaky fashion. In addition to accumulating 

sensory signal, our model also accumulates a certain amount of intrinsic signal noise. 

In our model TMS increases the variance of the noise from TMS onset until 150 ms 

after it. We fitted the parameters we needed to predict the behavior from the condition 

of the Vertex. Once we obtained the parameters, we fitted our model with k as the only 

free parameter.  

Figure 3.2A shows the results of the model fit in all TMS conditions (T30, T60, T90) 

in V1 and V5/MT. On the right the real data as observed in V1 and V5/MT (see chapter 

2, Experiment 2), on the left the fitted data averaged across subjects. The figure clearly 

shows a close similarity between fitted and real data. In both cases, the TMS 

stimulation at T90 is the closest to the Vertex baseline. According to the model at T90 

does not have enough time for the accumulator to accumulate noise. 

Moreover, the experimental weber fractions and the output of the model are positively 

correlated across subjects (r=0.56, p<0.001) (Figure 3.2, Panel B). This is an indication 

that the model mimics the real data well. 
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3.4 Limitations  

 

A great limitation of what we have done so far is not having considered alternative 

models to fit our data. We modeled the effect of TMS as an increase in the variance of 

incoming noise by a multiplicative free parameter 𝑘𝑘. There are two key assumptions 

we made in the tested model: 1) that the TMS affects the variance of the noise; 2) and 

that the TMS noise affects the level of the sensory drive. 

However there are alternative possibilities to seeing TMS as uniquely affecting the 

sensory drive. It could also be that TMS affects the final percept.  Figure 3.3, show 

possible alternative models. In Model 1 and 2 TMS have an effect respectively on the 

mean and on the variance of the sensory drive. Model 1 predicts that TMS causes a 

bias in the perception of stimulus duration, while Model 2 predicts that TMS affects 

duration sensitivity without creating a bias. Model 2 has been tested in this chapter.  

Model 3 and Model 4 instead are models in which TMS affects the final percept 

without affecting the sensory input. In both these models the change in perception is 

due to a change in integration of a fixed amount of sensory drive. Model 3 changes the 

percept mean, Model 4 changes the variance. 

The predictions of the models that sees TMS affecting the final percept are presented 

in Figure 3.4. 

Figure 3.3. Our model consists of three instances: the sensory drive, the accumulator, and the final percept. 
The 4 different models assume that the TMS affects different parts of the model. 
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As shown in Figure 3.4, the variance of the perceived duration increases during the 

time window of the TMS effect, but this induced noise does not increase over time 

since the integrator is accumulating without interference. Moreover, according to these 

models the TMS stimulation timing that best produces an effect in performance is at 

T90.  This prediction is clearly against what the TMS results showed for visual areas 

(chapter 2, experiment 2).  

Now since TMS affects visual cortex early after stimulus onset and at middle trial time, 

as model 2 predicted,  we are more inclined to believe that visual areas provide the  

drive to the integrator. We also hypothesize that a different upstream area reads out 

the output of the integrator. A possible candidate for the read-out is the supplementary 

motor area (SMA). In humans, the role of SMA in temporal perception has been 

extensively documented (Macar et al., 2002; Ferrandez et al., 2003; Macar et al., 

2006). SMA has been implicated in a variety of timing tasks (Coull et al., 2004; Bueti 

et al., 2008c; Bueti & Macaluso, 2010) with a range of durations spanning from a few 

hundreds of milliseconds to a few seconds (Morillon et al., 2009; Lewis & Miall, 2003) 

and with stimuli of different sensory modalities (Rao, 1997; Coull et al., 2008; Pastor 

et al., 2004). It is therefore likely that this area represents a high-level stage of temporal 

processing. SMA is also the area where a topographic representation of time has been 

recently described (Protopapa et al. 2019). In the next chapter I will describe a TMS 

Figure 3.4. Prediction of the effects of TMS given at different timings at the level of the final percept. 
In this case the reference model is model 4. The TMS increases the noise of the final percept, and this 
increases the variability of the response. Since the accumulator is not affected, the increase in variance does 
not increase over time. 
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experiment in which we tested the possibility that SMA reads out the output of a 

hypothetical integrator. In the same experiment we applied TMS over SMA and V1 at 

different timings from stimulus onset (T0, T60, T90, T100) while asking participants 

to discriminated visual millisecond range visual durations.  

According to the hypothesis of the different functional role of V1 and SMA in duration 

encoding, we expect the greatest impairment on duration discrimination (i.e., higher 

JND) after V1 TMS at T60 and after SMA TMS at T90 and T100.  
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CHAPTER 4: CHRONOMETRY OF 
TIME PROCESSING IN VISUAL 

AND PREMOTOR AREAS 
 

Abstract 

• The leaky integrator model presented in the previous chapter posit that the 

duration perception of a sensory event depends on the integration over time of  

a sensory drive coming from a sensory region. 

• In this chapter, I will present a TMS experiment in which I tested the hypothesis 

that left V1 and left SMA play a distinct role in visual duration encoding. 

Specifically, within the leaky integrator framework I expect V1 to feed a 

hypothetical integrator with its sensory input and the supplementary motor area 

(SMA) to read-out the integrator’s output. In the same experiment we applied 

TMS over SMA and V1 at different timings from stimulus onset (T0, T60, T90, 

T100) while asking participants to discriminate millisecond range visual 

durations. According to the hypothesis of the different functional roles of V1 

and SMA in duration encoding, I expect the greatest impairment on duration 

discrimination (i.e., higher JND) after V1 TMS at T60 and after SMA TMS at 

T90 and T100.  

• The TMS results  confirmed the predictions and the data were modeled with 4 

different versions of the leaky integrator model. The four models differed in 

the target of the TMS noise i.e., noise either at the input or at the percept level 

and affecting either the mean or the variance of the neural noise. The model 

best fitting V1 data, was again the one assuming an effect of TMS on the 

variance of the neural noise at the input level. Whereas the model best fitting 

the SMA data was the one assuming a TMS effect on the variance of the noise 

at the level of the percept. Overall these data suggest a different functional role 

of V1 and SMA in duration encoding. If the duration perception of a visual 
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event is the result of an integration processes of a sensory input, V1 provides 

the input to the integrator whereas SMA reads-out the output of the integrator.  

 

4.1 Introduction 

 

TMS evidence over the years has supported the idea of a specific involvement of visual 

cortices in time perception (Bosco et al., 2008, Bueti et al., 2008a, Kanai et al., 2011, 

Salvioni et al. 2013). In particular, it has been shown that the primary visual cortex 

(V1) and the extrastriate visual area V5/MT are causally involved in the encoding stage 

of a visual duration discrimination task. However, these studies fail to clarify the type 

of computations visual areas perform during duration encoding.   

In previous chapter (chapter 2) I have presented two experiments in which I have tried 

to find out whether the engagement of V1 and V5/MT during the encoding of visual 

durations depends on the sensory load of the stimuli (filled versus empty) and on the 

range of durations at hands (from 0.2 to 0.6 s). The two previous experiments have 

shown that chronometry of V1 and V5/MT in duration encoding is identical (no 

difference between V1 and V5/MT) and depends on the stimuli used. When the stimuli 

were empty intervals and the visual input serves as onset and the offset markers, the 

most effective timing of TMS stimulation was the one closest to the interval offset. 

Moreover, TMS disrupted the discrimination of temporal intervals in the shortest range 

only (i.e., around 0.2s). On the other hand when durations were defined with a stimulus 

continuously displayed on screen for a given amount of time, the chronometry of V1 

and V5/MT changed and the most effective timings of stimulations were those close 

to middle of the duration (i.e., 30-60% of the total stimulus duration).  Moreover, TMS 

was effective across a wider range of durations (0.2 to 0.6 s).  

These results seem to suggest the existence of different mechanisms for the encoding 

of empty intervals and filled durations. Filled duration seems to require a greater 

involvement of visual regions while the stimulus unfolds over time. Our hypothesis, 

using a model formalized and described by Toso and colleagues (2021) is that the 

duration perception of a visual event requires the leaky integration over time of a 
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sensory input. This input comes from visual cortex if the event is visual. We tested this 

hypothesis by fitting a leaky integrator model to our experimental data. By assuming 

that the TMS noise affects the variance of the neural noise at the level of the sensory 

input we were able to successfully fit the behavioral data obtain after V1 stimulation. 

Now, if V1 represents the input level of this model which brain area reads its output? 

A region that reads the output of the integrator should be affected by TMS only after 

the integration process has taken place, so towards the offset of the to be timed 

stimulus. Continuing the collaboration with Dr. Alessandro Toso, we chose as a 

candidate read-out area the supplementary motor area and we decided to stimulate in 

the same experiments V1 and SMA at different timing from stimulus onset (T0, T60, 

T90, T100) while asking participants to discriminated visual millisecond range visual 

durations (filled durations).   

In humans, the role of SMA in temporal perception has been extensively documented 

(Macar et al., 2002; Ferrandez et al., 2003; Macar et al., 2006). SMA has been 

implicated in a variety of timing tasks used (Coull et al., 2004; Bueti et al., 2008c; 

Bueti & Macaluso, 2010) with a range of durations spanning from a few hundreds of 

milliseconds to a few seconds (Morillon et al., 2009; Lewis & Miall, 2003) and with 

stimuli of different sensory modalities (Rao, 1997; Coull et al., 2008; Pastor et al., 

2004). It is therefore likely that this area represents a high-level stage of temporal 

processing. SMA is also the area where a topographic representation of time has been 

recently described (Protopapa et al. 2019). 

According to the hypothesis of the different functional role of V1 and SMA in duration 

encoding, we expected the greatest impairment on duration discrimination (i.e., higher 

JND) after V1 TMS at T60 and after SMA TMS at T90 and T100. 

 

4.1.1 SMA as possible time “read out” 

A possible candidate for the read-out role is the supplementary motor area (SMA). 

The involvement of SMA in time perception tasks have been shown extensively, in 

studies using very different neuroscientific methods, e.g. single cell recording in 
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monkeys (Mita et al., 2009; Merchant, et al., 2013b), fMRI (Ferrandez et al., 2003; 

Morillon et al., 2009; Protopapa et al., 2019) and TMS (Méndez et al., 2017). 

SMA activity has been shown to correlate with the processing of temporal information 

regardless of the task being used (Coull et al., 2004; Bueti et al., 2008c; Bueti & 

Macaluso, 2010) or the sensory modality involved (Rao, 1997; Coull et al., 2008; 

Pastor et al., 2004), and with a range of durations spanning from a few hundreds of 

milliseconds to a few seconds (Morillon et al., 2009; Lewis & Miall, 2003). 

Moreover, SMA receive temporal signals coming from different regions of the brain 

(Buonomano & Maass, 2009, Wiener et al., 2012; Salvioni et al., 2013), and it has 

been shown that SMA is the main projection site of the straito-frontal motor loop and 

is believed to recruit timing information from the basal ganglia (Alexander et al., 

1991).  

Because of this, it has been proposed that the activation of SMA in time tasks may 

reflect an active reconstruction of temporal signals coming from different regions of 

the brain (Protopapa et al., 2019). 

In a recent fMRI study, Protopapa et al. (2019), showed that in SMA neuronal units 

preferring a certain stimulus duration are organized topographically within the area. 

More specifically, the anterior portion of SMA showed a higher number of voxels that 

showed a preference for short stimuli, whereas the posterior portion showed a higher 

number of voxels that showed a preference for long stimuli. This high level of 

functional organization reflects a high level of processing, maybe close to duration 

judgments stage.  

Interestingly, chronomaps in SMA were observed at the offset, and this is consistent 

with the predictions of our model. 

These finding suggesting the centrality of SMA in time processing suggests us that 

SMA could read-out time information collected from a number of areas. 

It is therefore possible that this area constitutes an “amodal” and “high-level” core of 

a timing network in which duration is represented in an abstract form independent of 

specific sensory modality or motor behavior.  
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4.1.2 SMA and TMS 

A number of TMS studies probed the involvement of SMA in timing tasks with 

contradictory results. While some of them did show no significant change of timing 

behavior after stimulating the SMA (Jones et al., 2004; Koch et al., 2004; Giovannelli 

et al., 2014) others showed an involvement of SMA (Méndez et al., 2017) or connected 

areas (Wiener et al., 2012). Importantly, those studies used a variety of different 

protocols, including different tasks, stimuli coming from different modalities and most 

importantly different TMS setups. 

One of the previously cited studies used TMS and visual stimuli (Jones et al., 2004). 

In this study, the authors showed an effect of TMS in time reproduction after 

stimulating the dorso-lateral prefrontal cortex (DLPFC), but not SMA. More 

specifically they applied rTMS over DLPFC and SMA at the onset of a short (0.5s) 

and a long (0.2s) interval that the participants had to encode in order to successfully 

reproduced it. In this experiment, the intervals were empty intervals defined by flashes 

that lasted 100ms and the rTMS were applied four times starting from stimulus onset 

at a rate of 20 Hz. They did not find any significant effect after stimulating SMA. 

Interestingly our model predicts a significant effect of TMS with a different 

experimental design: the stimuli must be full intervals and the TMS must be given 

towards the end of the stimulus. 
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4.2 Materials and methods 

 

4.2.1 Subjects 

15 healthy participants with normal or corrected-to-normal vision (mean age was 26.7, 

range was 21-36; 6 men, 9 females) took part in the experiment. All participants gave 

written informed consent, approved by Ethics Committee of SISSA. 

 

4.2.2 Stimuli and procedure 

Participants were involved in a temporal discrimination task (Figure 4.1, Panel A).  

Subjects sat in front of a computer (resolution 1920x1080, 144 Hz refreshing rate) and 

were asked to make a duration discrimination judgment. A white fixation cross was 

continuously displayed for the entire duration of the trial at the center of the screen 

(size: 16 px, subtending 0.43° of visual angle at a 60cm viewing distance). Each trial 

consisted of the sequential presentation of two visual stimuli (“standard duration, S1” 

and “comparison duration, S2”), separated by the interstimulus interval (ISI), a random 

value taken from a uniform distribution ranging from 0.9 to 1.2 s (Salvioni et al., 2013). 

The duration of the standard duration (S1) in each block was fixed (400ms). In every 

trial the standard duration was paired with a comparison duration (S2, Figure 4.1). The 

comparison duration was the standard duration (S1) +/- a ΔS value, which was equal 

to 260, 300, 340, 460, 500 and 540ms. In half of the trials S1was the first element of 

the pair, in the other half it was the seconds.   

We used filled durations. The filled durations were light blue disks (rgb: [65 105 225], 

diameter: 80 px) subtending 2.14° of visual angle at a 60cm viewing distance and were 

presented at the center of the screen. Participants had to judge which one, S1 or S2, 

was presented for longer time and answer on the keyboard by pressing the left arrow 

if the first stimulus was longer or the right arrow if the second stimulus was judged 

longer. Subject were instructed to respond in half of the block (60 trials) with the right 
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hand and in the second half with the left hand. The left/right order of response was 

counterbalanced across subjects. 

In this experiment we had an unbalanced number of repetitions of the six S1-S2 pairs. 

Specifically, we had 15, 25 and 20 repetitions, for respectively the easiest (Weber 

fraction 0.35), the intermediate (Weber fraction 0.25) and the most difficult pair to 

discriminate (Weber fraction 0.15). The total number of trials in a block was 120 trials. 

Each block was split in 2 halves of 60 trials each. The combination of 3 stimulation 

sites (left V1, left SMA and Vertex), and 4 stimulation timings (0, 60, 90 and 100% of 

the total length of the stimulus) lead to 12 blocks performed in 2 experimental sessions 

conducted in separate days.  

 

 

 

Figure 4.1. A) Schematic representation of the experimental paradigm. After a brief inter trial interval 
(ITI) lasting between 1.8 and 2.5 seconds, the first stimulus is presented at the centre of the screen. Paired 
Pulse stimulation is delivered at this stage, in different blocks at different stimulation timings. After the first 
stimulus and after a brief inter stimulus interval (ISI) lasting between 0.9 and 1.2s, the second stimulus is 
presented. After the end of the second stimulus, the subject responds using the keyboard. the subject is 
instructed to answer half block (60 trials) with the right hand and the other half with the left hand. B) ppTMS 
was delivered during S1. The timings of stimulations for this experiment are T0, T60, T90 and T100. 
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4.2.3 TMS protocol 

ppTMS was delivered with a Magstim Bistim stimulator (Magstim BiStim²).  

Paired-pulse TMS was applied in different blocks over left V1, left SMA and on the 

Vertex as a control area; the order of the blocks was randomized and counterbalanced 

across subjects. We used a 50mm figure-of-eight shaped coil over the three areas.  

For left tV1, we placed the wings of the coil parallel to the midline with the current 

flowing lateral-medial rightwards (handle on the left). For left SMA the wings of the 

coil were parallel to the midline with the current flowing lateral-medial rightwards. 

To both areas we applied a ppTMS protocol used in the motor cortex to induce cortical 

inhibition. We delivered 2 pulses 2 ms apart, the first delivered at 80% and the second 

at 120% of the resting motor threshold (RMT, (Reis et al., 2008). We chose this 

protocol because its physiological effects have been extensively studies (Ray et al., 

1998,  Ziemann et al., 1998; Gerwig et al., 2005, Kammer & Baumann, 2010), and 

because both intensity of stimulation and inter-pulse interval were compatible with 

analogous inhibitory effects observed in the visual domain (Moliadze at al., 2003).  

All pulses were given in each trial during the presentation of the first stimulus of the 

pair, in order to impair purely the encoding process. The pulses were applied at 

different delays from stimulus onset (0%, 60%, 90% and 100% of the total stimulus’s 

duration; these timings of stimulation are named T0, T60, T90 and T100; Figure 4.1, 

Panel B). Concerning the onset stimulation (T0) we gave the first pulse concurrently 

with the first frame of the stimulus. Regarding the offset stimulation (T100), we 

anticipated the stimulation of 2ms to avoid to deliver the second pulse during the inter-

stimulus interval. Consequently, with a standard duration of 400ms, we stimulated at 

1-3ms (0%, T0), 240-242ms (60%, T60), 360-362 (90%, T90) and 398-400 (100%, 

T100). A microsecond-precision trigger-box allowed for an accurate delivery of the 

TMS stimulation. Since in 50% of the trials the S1-S2 order of the stimuli was 

reversed, in half of the trials the TMS was applied on S2. 
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4.2.4 Block design and additional information 

In summary, there were 12 blocks. Three sites (left V1, left SMA and the Vertex) by 

four different timings of stimulation (T0, T60, T90 and T100). 

Finally, a potential bias for the duration perception in our experiment was given by the 

acoustic noise produced by the TMS apparatus during pulses delivery. In fact, it has 

been shown that playing an acoustic stimulus regularly before the presentation of a 

visual cue, can bias the perceived duration of a visual stimulus (Treisman et al., 1990). 

In order to prevent this effect, we recorded the TMS sound and played it through 

headphones that the participants were wearing, during both the first and the second 

interval. The timings of the fake TMS pulses were synchronized with the TMS delays. 

 

4.2.5 Resting motor threshold  

Single-pulse TMS delivered over the primary motor cortex (M1) elicits a muscle 

response. The excitability of the stimulated area can be measured with the motor 

evoked potential (MEP) which is recorded with electromyography (EMG) and used to 

determine the resting motor threshold (RMT) of each individual participant. Finding 

the RMT, i.e. the excitability of the stimulated muscle at rest, was essential for the 

TMS protocol we used. To elicit a SICI (short latency intracortical inhibition) the 

conditioning stimulus needed to be lower than the RMT, the test stimulus higher.  

For the MEP acquisition the coil was placed over the subject’s hand area at a 45° angle 

from the midsagittal line, perpendicular to the central sulcus (Brasil-Neto et al., 1992). 

Once we found a point on the scalp eliciting an MEP, the RMT was defined as the 

lowest stimulus intensity (given as percentage of MSO, i.e. maximal stimulator output) 

that is required to induce a MEP with a peak-to-peak amplitude of 50 µV in 5 out of 

10 trials. The Electromyography (EMG) was recorded using a BIOPAC MP150 

system. Three electrodes were used: two Ag-AgCl surface electrodes, placed over the 

belly of the first dorsal interosseous (FDI) muscle of the right hand and over the head 

of the radius bone and one ground electrode (metallic surface electrode) placed on the 

right forearm. The mean MEP was 57.41% (+/- 5.17%) of the MSO. 
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4.2.6 Areas localization 

As for the previous experiments, we tested participants that had already participated 

to a fMRI experiments and therefore possessed an MRI scan. The vertex was localized 

by measuring half of the distance between the nasion and the inion and the one between 

the left and the right ear. Instead left V1 was localized through neuronavigation 

software (Freesurfer to analyze the structural MRI scans and Brainsight to co-register 

the MRI scan with external landmarks on the subject’s head). In order to find the region 

correspondent to the foveal input in V1, we used the algebraical method developed by 

Benson (Benson et al., 2012) which allows to infer the retinotopic organization of the 

visual cortex from the structural images of the subject. In order to localize left SMA 

we overlaid on each individual T1-weighted image the Freesurfer label image 

(lh.BA6.exvivo.thresh.label)  corresponding to Brodman area 6 (Figure 4.2). The SMA 

target was the anterior SMA, that we identified moving 1.5 cm away from the most 

anterior part of the prefrontal gyrus. Each subject’s anatomical MRI scan was co-

registered with visible landmarks on the subject’s head using the Brainsight frameless 

stereotaxy system together with the Polaris infra-red tracking camera and sensors 

(Northern Digital, Waterloo, Canada). The Polaris system allowed us to constantly 

track the coil position with respect to the target area thorough the experiment.  

 

Figure 4.2 Axial (on the left) and sagittal (in the centre) views of the BA6 (yellow patch) as seen with 
Freeview. In both figures the central sulcus is highlighted with a white line. Coronal (on the right) view of left 
V1 (yellow patch) and the target (red dot) as seen with Freeview. The template displayed is the “Fsaverage” 
(an “average” brain constructed of MRI scans of 40 subjects). We localized the posterior part of SMA as the 
most anterior part of the prefrontal gyrus, and the for the anterior part (blue dot) we moved 1.5cm anteriorly 
from the posterior part.  
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4.2.7 Data Analysis 

In this context, the subject performance can be described by two main parameters, bias 

(the “point of subject equality”, PSE) and sensitivity (the “just noticeable difference”, 

JND).  

In all individual subjects, we fitted the psychometric curves using the MATLAB 

function FitPsycheCurveLogit, which uses general linear model with a logit link 

function (Figure 4.4). The JND was calculated as the difference between 25% and 75% 

correct “longer” answers divided by two, while the PSE was calculated as the duration 

value that was associated with 50% of performance accuracy. 

According to our previous result, we expect TMS to have an effect on the JND rather 

than on the PSE.  

We first conducted a repeated-measures analysis of variance (ANOVA) on both the 

JND and the PSE, with area (Vertex, SMA, V1) and timing (T0, T60, T90 and T100) 

as within-subject factor. T-tests were then used for post-hoc comparison. Alpha level 

was set to 0.05. Finally, participants whose JNDs exceeded 2 or more interquartile 

ranges in any TMS conditions were marked as outliers and removed from the dataset. 

One subject was excluded using this method (Figure 4.3). 
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4.3 Results 

 

In experiments 3, 15 healthy participants were asked to discriminate the duration of 

two visual stimuli S1 and S2 while we applied TMS over V1, SMA and the Vertex (as 

control site) at different timings from the S1 onset (I stimulated at T0, T60, T90 and 

T100 of the total stimulus’s duration).  

 

4.3.1 Just noticeable difference 

A repeated-measures analysis of variance (ANOVA) was conducted on the JNDs with 

area (V1, SMA, Vertex) and timing (T0, T60, T90 and T100) as a within-subject 

factor. 

 

 

Figure 4.3. Data distribution of the JNDs for every condition. Participants whose JNDs exceeded 2 or more 
interquartile ranges in any TMS conditions were marked as outliers and removed from the dataset. One subject 
was excluded using this method. 
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Figure 4.4. A) Group average (N=14) of the psychometric curves . On the x axis are S2 durations , while 
on the y axis the % of time the S2 has been judged longer than S1. The red line is V1 performance, the blue 
line SMA performance, the green line is the vertex performance. The plots are organized according to the 
four timings of stimulation and according to the target area. In the top row there are V1 and the Vertex, in 
the middle section SMA and the Vertex, and in the bottom row V1 and SMA. B) Group average of the Just 
Noticeable Differences (JND). Single points are single subjects. The plots are organized according to the 
three different areas, and within a single plot are organized according to the four timings of stimulation. 
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The ANOVA revealed a significant main effect of the area (F (2, 26) = 4.743, 

p=0.018). Specifically, compared to vertex stimulation, discrimination thresholds were 

significantly higher following TMS in both V1 (t(55)= 3.0848, p=0.0032), and SMA 

(t(55)= 2.9207, p=0.0051) (V1 mean 78.6019, standard deviation 25.7321 – SMA 

mean 76.8481, standard deviation 20.1201 – Vertex mean 69.1148, standard deviation 

18.8112). 

We also observed a significant interaction between area and timing (F(6, 78) = 8.305, 

p<0.001). As shown in table 4.1 there was a significant difference between V1, SMA  

and vertex at specific timings. Specifically, at T60, after V1 TMS (mean 98.5361, 

standard deviation 30.3300) JNDs were significantly higher compared to SMA (mean 

73.8238, standard deviation 26.5561) and Vertex (mean 74.8633, standard deviation 

16.4846). At T90, after SMA TMS (mean 81.9072, standard deviation 15.3370) JNDs 

were significantly higher compared to V1 (mean 63.5427, standard deviation 14.4956) 

and Vertex (mean 64.9328, standard deviation 22.8264). At T100 after SMA TMS 

(mean 80.5921, standard deviation 20.3238) JNDs were significantly higher compared 

to V1 (mean 71.7798, standard deviation 14.3910) and Vertex (mean 63.5742, 

standard deviation 15.0933). 

To better visualize the differences between the different stimulation timings within 

each area we  decided to normalize V1 and SMA JNDs to T0 (Figure 4.5), a stimulation 

timing where no differences were observed between V1, SMA and the vertex.  

A V1 vs SMA V1 vs VX SMA vs VX 

T0 p=0.1716 p=0.3717 p=0.6367 

T60 p=0.0015** p<0.001*** p=0.8282 

T90 p=0.0015** p=0.7986 p=0.0110* 

T100 p=0.0308* p=0.0551 p=0.0021** 

Table 4.1. T values of paired-sample t test computed on JNDs 
of different areas (V1, SMA and Vertex (VX)) at the same timing 
of stimulation. Asterisks symbols represent the results of the 
paired-sample t tests significant at * p < 0.05, and ** p < 0.01, and 
*** p < 0.001. 
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As shown in Figure 4.5 leftwards panel, V1 JNDs are worst at T60 compared to all 

other timings (T60vsT0: t(13)=2.7, p=0.0188; T60vsT90: t(13)=6.0, p<0.001; 

T60vsT100: t(13)=3.2, p=0.0073). Regarding SMA, JNDs at T90 and T100 are 

significantly different from T0 (T0vsT90: t(13)=1.9, p=0.0437; T0vsT100: t(13)=1.9, 

p=0.0374). From the visual inspection of Figure 4.5 we can see that most of the 

subjects show higher JNDs at the timings closer to the offset (T90, T100). 

To better visualize the comparisons between SMA and V1 at different timings we 

decided to normalize the JND of V1 to those of the SMA (Figure 4.6). 

In figure 4.6, a positive value indicates a higher JND in V1 than in SMA at a specific 

timing. A negative value indicates a higher JND in SMA. As before also here we can 

see that differences between SMA and V1 are at timings T60, T90 and T100 (T60: 

t(13)=3.3, p=0.0057; T90: t(13)=-3.9, p=0.0018; T100: t(13)=-2.15, p=0.0255).  

 

4.3.2 Point of subjective equality 

As for experiment 2, a repeated-measures analysis of variance (ANOVA) conducted 

on the PSE with area (V1, SMA, Vertex) and timing (T0, T60, T90 and T00) as a 

within-subject factor showed a significant main effect of timing (F(3,42)= 8,398, 

p<0.001). T-tests revealed that, regardless of the area stimulated, the PSE were 

significantly lower when we stimulated at T90 (mean -0.0069, standard deviation 

0.0373) if compared to T0 (mean 0.0259, standard deviation 0.0478), T60 (mean 

0.0442, standard deviation 0.0528) and T100 (mean 0.0328, standard deviation 

0.0424) (T0vsT60: t(41)= -3.6699, p<0.0001; T90vsT60: t(41)= -5.1216, p<0.0001; 

T0vsT100: t(41)= -4.6974, p<0.0001). Moreover, PSE were also significantly lower at 

T0 compared to T60 (t(41)= -2.4019, p= 0.0209) (Figure 4.7). 
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Figure 4.5. A) Individual JNDs in left V1 (leftward panel) and in left SMA (rightward panel) normalized to 
T0. The thinner lines are individual subjects, the thick line is the group average. To better visualize the trend, 
we used a solid line to identify an increase between two timings and a dashed line to indicate a decrease between 
two timings. Below the x-axis are summarized the number of subjects (total n = 14) who had an increase or a 
decrease in JND B) Bar plots with the group average JNDs normalized to T0 organized by the two areas and 
the four different timings. Errorbars are the standard error of the mean. Asterisks symbols represent the results 
of the paired-sample t tests significant at * p < 0.05, and ** p < 0.01, and *** p < 0.001. Plus symbols represent 
the results of the one-sample t tests significant at + p < 0.05 – these comparisons represent the difference from 
T0. 
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Figure 4.6. JNDs of left V1 normalized to the JNDs of SMA in the same 
condition (the different circles are individual subjects). In this plot is 
possible to appreciate that most of the value at T0 and T60 are positive 
(meaning greater JNDS for V1), while the values at T90 and T100 are 
mostly negative (meaning greater JNDs for the SMA). Plus symbols 
represent the results of the one-sample t tests significant at + p < 0.05 and 
++ p < 0.01. 
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Figure 4.7. Significant effect of TMS timings on PSE. The 
values of the PSE here are normalized to S1. The PSE are averaged 
across the stimulation sites (V1, SMA and Vertex) since there is 
no difference between them. Asterisks symbols represent the 
results of the paired-sample t tests significant at * p < 0.05, and ** 
p < 0.01, and *** p < 0.001. 
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4.4 The leaky integrator model 

 

4.4.1 Introduction 

As reported in Chapter 3, we hypothesized that the duration perception of a sensory 

event depends on the integration over time of  a sensory drive coming from a sensory 

region. In formal terms as illustrated in Figure 4.8, our model consists of three 

instances. The sensory drive, which is a function of time and luminance, the integrator 

which nonlinearly accumulate the sensory drive over time (the non-linearity is due to 

τ), and the final percept. Both the sensory drive and the final percept are characterized 

by a mean (μ) and a variance (σ). At the level of the sensory drive μ and σ depends on 

the characteristic of the stimulus, while at the level of the final percept they depend on 

the accumulation process that has taken place. 

In an attempt to find the best way to model the effects of TMS, we thought of 4 

alternative models; each of these can affect the μ or σ at the level of the sensory drive 

or final percept. Verifying which of the four competing models best explains the 

experimental data of V1 and SMA will allow us to answer two fundamental questions. 

1. The role of V1 or SMA could alternatively be assimilated to the sensory drive 

or the final percept. Our hypothesis is that V1 constitutes the sensory drive of 

the accumulator and that SMA, reading the accumulated value, places itself at 

the level of the final percept. 

2. When we observe significant effects of TMS, we can better describe these 

effects. Does the TMS affect the mean or the variance? Does the TMS affect 

the sensory drive or on the final percept? 
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4.4.2 The four competing models 

The four competing models can be seen in image 4.7. The four models can initially be 

grouped according to whether they act on the sensory drive or on the final percept. 

Regarding the sensory drive: 

1 Model 1 posits that the TMS is changing the μ. In other words the μ can 

increase or decrease thanks to a parameter (positive or negative) that we have 

called Gain, which is the parameter of the TMS. From a neural point of view, 

if this model proved to be the best in explaining our data, it would mean that 

TMS had an excitatory or inhibitory effect on neural activity - leading to effects 

on the PSE. Since the paradigm we used was inhibitory, we would expect such 

an effect. In any case, at this point we do not make any assumptions that could 

influence the process of selecting the winning model. 

2 Model 2 posits that the TMS is changing the σ. In other words the σ is 

multiplied by the Gain, which is the parameter of the TMS. The TMS in this 

scenario would increase the noise of the signal and would be seen as an 

injection of noise into the system. This would affect JND. 

Regarding the final percept: 

3 Model 3 posits that the TMS is changing the μ. TMS is not influencing the 

accumulator process but the mean of the values that has been accumulated. 

Again, this model would lead to effects on the PSE. 

Figure 4.8. Our model consists of three instances: the sensory drive, the accumulator, and the final percept. The 
4 different models predict that the TMS affects different parts of the model. 
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4 Model 4 posits that the TMS is changing the σ. TMS is not influencing the 

accumulator process but the variance of the values that has been accumulated. 

Again, this model would lead to effects on the JND. 

We simulated the effects of the TMS of the 4 different models similarly to Chapter 3 

to better visualize what effects each stimulation would have at the 4 different timings. 

We obtained this graphical representation of the accumulator behavior by running the 

model on a stimulus of 300ms for 500 times. These simulations can be seen in Picture 

4.8. In this image it possible to appreciate how over time the accumulator accumulates 

the values coming from the sensory drive (blue color). Again, the variance of the final 

percept increases over time, and the variance at the offset of the stimulus represents 

and indicator for the performance of the model. When TMS is delivered this process 

changes according to the model at hand (red color). It is important now to stress that 

we have set the duration of the effects of TMS at 150ms, based on a electrophysiology 

study (Moliadze et al., 2005). This is an important assumption and it will be discussed 

later. I will now describe the behavior of the TMS effects at the four timings according 

to the model considered. As we said earlier, Model 1 posits an increase or decrease in 

the sensory drive μ. In the simulation it was rendered with an increase in the μ. This, 

as can be seen from the Figure 4.9., results in an increase in the slope of the curve. In 

other words, when the effect of the TMS is present, the overall perceived time grows 

over time and this increase is reflected on the greater slope of the integrator. The effect 

of TMS would be the opposite with a negative Gain. Model 2 posits an increase in the 

sensory drive σ. As it possible to  
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A 

Figure 4.9. Simulations of the 4 possible models at the four possible timings. The blue part represents the normal 
accumulation, the red part the time window where the effect of the TMS is present. 
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appreciate from Figure 4.9, when the effect of the TMS is on the accumulator 

accumulate the incremented noise F 

from the input, and this led to an overall increase of the variability of the perceived 

time. The interesting part is that after the 150ms effect of the TMS, the overall 

variability tends  

to decrease, and how quickly the variability returns to baseline depends on τ. The lower 

the τ, the faster the system "forgets" the noise of the TMS. On the contrary, the higher 

the τ, the more the system tends to maintain the noise of the TMS (see fitting part, 

later). This characteristic of the model lead to interesting effects: as it is possible to see 

from Figure 4.9, the variability at the offset is greater for T60 than T0, and that is 

because when the TMS is delivered at T0 the model has more time to forget the 

increased noise that was accumulated. On the other hand, T60 variability at the offset 

is also greater than the variability at T90, and that is because the model at this point 

has no time to accumulate the increase noise. The same idea can be applied to T100, 

when there is literally no time left to accumulate the noise. Overall, in model 2 the 

timing that led to the larger increase on the variability of the final percept results T60. 

Model 3 posits an increase or decrease in the final percept μ. At this point we switch 

from the models that act on the sensory drive on the models that act on the final 

percept. The interesting feature of this pair of models is that it is not crucial what 

happened during the accumulation process, because at the level of the final percept the 

TMS is not changing the integration, but what has already been integrated. Also the 

non-linearities given by the μ disappears. What is really crucial is that the effect of the 

TMS (again, lasting 150ms) “survives” until the offset of the stimulus. Back to Model 

3, it is possible to see that the TMS increase the mean of the curve but, since this 

change is not accumulated, it goes back to baseline as soon the TMS effect is over. 

Again it is necessary to stress in this model the Gain can increase or decrease the μ of 

the final percept, even if in the simulation we posit an increase of the μ. Again, the 

only thing that seems to be important is that the TMS effect is on at the offset. From a 

more practical point of view, the TMS effect has to be present when the read-out at the 

offset happens. 
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The same logic applies to Model 4, which posit an increase of the final percept σ. Here 

the gain changes the variance of the final percept. 

For the Model 3 and 4 it is important to stress that another assumption that we are 

making is that the offset matches the supposed read-out. Another assumption that 

follows this is that after the offset the integration is over. As we will discuss later, this 

could not be the case. 

 

4.4.3 Fitting procedure 

Similarly to chapter 2, we fitted the parameters from the Vertex condition. Fitting the 

parameters from a dataset other than the experimental one allows us to avoid 

overfitting. So we considered the vertex as a condition with no effects of TMS. For 

every trial we can calculate the expected perceived time for S1 and S2 and its variance. 

From this we can calculate the probability of having the subjected reporting T2>T1, 

therefore we can fit psychometric curves. From this procedure we obtained the best 

parameters that matched our data in the Vertex condition. The parameters are the 

Figure 4.10. Plot of the residuals in the 4 models (M) for both V1 and SMA. The best model for V1 is model 
2, the best one for SMA is model 4. The successful models are  those that  posit an increase of the variance (σ) 
of the neural noise (M2 and M4) 
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lapses, the τ, and the σ noise (baseline noise), considering the μ noise in the absence 

of TMS as equal to 0. 

In other words, we assumed that Var[𝑑𝑑(0)] and 𝜇𝜇𝑏𝑏 are always equal to zero, the target 

function that guides the parameter fits was the least squared difference between the 

observed fraction of choices Stimulus 2 > Stimulus1 and the model predicted choice 

probability for each T1 and T2 pair. 

The reported fitted parameters values were obtained by using lsqcurvefit MATLAB 

function. We then fixed the values of 𝜎𝜎𝑏𝑏2, τ, α, phigh and plow, and fitted the behavioral 

data from the three stimulation conditions (T0, T60, T90 and T100) in parallel using 

the MATLAB fmincon function, with a single free parameter k. The target function 

that guides the parameter fits was the least squared difference between the observed 

fraction of choices Stimulus 2 > Stimulus1 and the model predicted choice probability 

(Equation 17) for each T1 and T2 pair. 

It is important to note at this point that the only free parameter used to fit the V1 and 

SMA curves is the TMS gain. 

 

4.4.4 Models selection 

We fitted all the possible models separately for V1 and SMA. We evaluated every 

model quantifying the square residuals from the model minus the square residual from 

the condition where we supposed there are no TMS effects (the vertex). In other words, 

we are quantifying how much the residuals of adding the gain parameters decrease 

compared to the vertex condition. In Figure 4.10 the more negative is the value, the 

more the model is better in explained the TMS effects compared to the vertex. 

As it is possible to notice, Model 2 and Model 4 are the one that better explained the 

data. Both the models are the one that posit an increase of the variance (σ), the first at 

the level of the sensory drive, the latter at the level of the final percept. 
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More specifically, V1 data seems to be better explained by Model 2 (increase of σ at 

the level of the sensory drive), while SMA data seems to be better explained by Model 

4 (increase of σ at the level of the final percept). I will present the output of the models 

of these 2 models. 

 

 

 

Figure 4.11. JNDs of real data and model predictions for V1 (upper plots) and SMA (lower plots) 
organized by the four different timings of stimulation. 
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Figure 4.12. Panel A. JND normalized to T0 for V1 (upper part) and SMA (lover part) both 
for the real data (left part) and the model prediction (right part). Panel B. V1 JND normalized to 
SMA. The bars are colour coded. Red for V1 (positive bars) or blue for SMA (negative bars). 
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4.5 Discussion 

 

Our data showed that TMS delivered on both V1 and SMA had a significant effect 

compared to the vertex stimulation. This is the lowest level of evidence we can find, 

but nevertheless it is an important control. It indicates that V1 and SMA are – somehow 

– involved in the encoding of the duration of a stimulus. 

Furthermore, we have shown that the effects of TMS on V1 and SMA compared with 

the vertex are isolated only at specific timings of stimulation. Speaking of V1, the 

effects are isolated at T60, while for SMA they are isolated at T90 and T100. 

This is a slightly higher level of evidence than the previous one. Not only is it important 

where we stimulate (V1 and V5/MT, but not the Vertex), but also when we stimulate 

(specific timings). For an experiment that aims to study chronometry, this is an 

essential control. 

The next level of analysis is represented by the comparison between the different 

timings within the same area. This is an important control because, again, it tells even 

if we are stimulating the same area (either V1 or SMA), the different timings of 

stimulations lead to different effects. As for V1, the most effective stimulation is again 

T60. Regarding SMA, the T90 and T100 timing of stimulation lead to greater JND if 

compared to T0.  

Finally, the most important evidence is given by the comparison between the two 

experimental areas (V1 and SMA) at the same timing of stimulation - and this 

represents the most important control because it can tell us that the two areas really 

show a different chronometry. The two areas are significantly different at T60 and 

T90, with higher JND for V1 at T60 and higher JND for SMA at T90. 

These results already suggest that our hypothesis may be correct. V1 shows relatively 

early effects (at T60). Nevertheless, we replicated the results of Experiment 2. At the 

same time SMA, whose chronometry had never been tested, shows late effects, 

consistent with the view that this area may be involved in a higher level in the 

hierarchy.  
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Despite this, we tried to go further by trying to model these data. As I said earlier, the 

two outstanding questions we can try to answer by applying the model designed by 

Toso et al. (2021) adapted for my experiment are: 

1. Are the effects observed on V1 compatible with the view that V1 constitutes 

the drive of an accumulator? Are the effects observed on SMA compatible with 

the view that SMA constitutes the read-out?  

2. What kind of effect the TMS had? 

We tried to answer these questions by considering four different models. As we have 

seen, the model that best explains the data of V1 is model 2 (increase of σ at the sensory 

drive level), while the model that best explains the SMA data is model 4 (increase of 

σ at the level of perception the final). 

As we can see from Figure 4.12 (Panel A), the behavior of the experimental data seems 

similar to the one of the models. The only difference that can be appreciated is that V1 

at T90 is supposed to have slighter higher JND that at T100, according to the model – 

while in our data the pattern is the opposite. This difference can be explained in two 

ways. 

1 Experimental data are noisy. We did not expect a perfect match between real 

data and the output of the model. More specifically, the timing of stimulation 

at T90 and T100 are really close (40ms apart), and maybe in our experiment 

we were not able to obtain clear differential effects for these two very close 

timing of stimulation. 

2 We assume that only one mechanism is in place (the one described by the 

model), but since the offset is special, perhaps some other mechanism is in 

place (perhaps a rebound top-down effect from higher level areas to V1 at the 

offset). 

Despite this the experimental data correspond well with the model output. This can 

also be observed in Figure 4.12, where we presented the JNDs normalized to T0 (Panel 

A), and the JNDs of V1 normalized to that of SMA (Panel B). These figures help 

visualize the effects at the individual subject level. Again, we can appreciate that the 
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effects are similar, despite an overestimation of the real data from V1 to T60 (or an 

underestimation of the model). 

Overall, these results suggests that the effects observed on V1 are compatible with the 

effects we would observe if we would interfere with the drive of the accumulator, 

while the effects we observed on SMA are compatible with the effects we would 

observe if we would interfere with an area responsible of the read out. 

Moreover, both effects are compatible with the idea that TMS increases the neural 

noise (either at the level of the sensory drive or at the final percept level). This is 

confirmed at the experimental level by the fact that our main finding is on the JNDs. 

The effect on the PSE is we found do not depend on the stimulated area (V1, SMA or 

the Vertex) – similarly to experiment 2 these effects are probably caused by some 

feature of the TMS stimulation, even if at this point we are not able to explain which. 

The fact that the TMS at critical timings influence the variance and not the mean is 

further interesting. Although we had chosen an inhibitory paradigm, the observed 

effect was not of this nature. 

Finally, it is good practice to consider some limitations of our model, assuming that 

more work may be needed. 

First and foremost, the idea that following the delivery of TMS pulses, the effects are 

constant for 150ms, is an approximation from an electrophysiological point of view. 

A further step that perhaps can be considered is the idea of modeling the effects of 

TMS within the 150ms time window based on electrophysiology data from Moliadze 

et al., (2005), or from other relevant literature. 

Furthermore, the offset is also a problem. First of all because, in order to explain the 

encoding phase, we have assumed that the model stops at the offset. This is due to the 

assumption that the time reading (the read-out) occurs exactly at the offset. Obviously, 

this is also a strong assumption. If the read-out occurs with some delay with respect to 

the stimulus offset, this cannot be explained by my experiment or by the model we 

have adapted. 
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Finally, although not strictly a limitation of the model, if the effects of V1 are 

attributable to the effects on the sensory drive of the accumulator, further research, 

both animal and human, is necessary to explain where this accumulator may be. 

Now that we have demonstrated that V1 and SMA have different chronometry when 

encoding durations, in the next chapter I will try to further characterize the functional 

organization of SMA during this process, assuming that this area acts as a read-out. 
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CHAPTER 5: THE CAUSAL 

CONTRIBUTION OF 

SUPPLEMENTARY MOTOR AREA 

IN THE REPRESENTATION OF 

DIFFERENT DURATIONS 

 

Abstract 

• The precise estimation of time is critical for our everyday life activities. 

Appreciating and playing music, for example, requires the very rapid 

processing of multiple durations. How the human brain represents multiple 

durations is unclear (Paton & Buonomano, 2018). A very recent study shows 

that visual durations ranging from a few hundreds of milliseconds to a few 

seconds are represented in the human supplementary motor area (SMA) and 

this representation is topographically organized i.e., stimuli that have similar 

durations engage the activity of neighboring locations on the cortical surface 

(Protopapa et al., 2019). Shorter durations are represented in the anterior SMA, 

longer durations in its posterior part.  

• In the current study, we applied paired-pulse transcranial magnetic stimulation 

(ppTMS) to the left SMA to investigate the causal contribution of this area in 

durations representation and to prove the existence of chronomaps.  

• 20 healthy volunteers were asked to perform a temporal discrimination task of 

visual stimuli of different durations (ranging from 0.2 to 1.5 s) while TMS was 

applied to either the anterior or the posterior left SMA.  If a chronomap exists 

in SMA and it has an anterior to posterior orientation for short to long duration 
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respectively,  we expected a worsening of performance accuracy in the shorter 

durations range after stimulation of the anterior SMA and of the longer 

durations after TMS of the posterior SMA.  

• Results show that SMA is causally involved in the temporal discrimination task 

as participants performed significantly worse in TMS blocks compared to the 

non-TMS condition. Unexpectedly, we found that independently from the 

tested durations, participants’ performance was worse after the stimulation of 

the anterior SMA compared to the stimulation of posterior part.  However, after 

TMS of the anterior SMA the discrimination accuracy was worst for the 

shortest compared to the longest durations of the range.    

• Overall our results suggest that the posterior edge of SMA is less involved in 

the processing of short durations compared to the anterior part. These 

findings partially support the existence of a duration map in SMA.  

 

5.1 Introduction 

 

We live in a dynamic world in which we must adapt to quickly changing events or 

anticipate them. Within this ever-changing perceptual world, a fundamental part of 

information is given by the temporal structure of sensory events that our brain has to 

process and understand.  

To achieve this, the brain has evolved functions that operate across a wide range of 

temporal scales. In higher part of the duration spectrum, our brain can deploy various 

time tracking systems: from the circadian system in the brain’s suprachiasmatic nuclei 

(SCN) that uses the daily variations in light to calibrate our circadian clock to the 

subsidiary clocks contained in nearly every body cell and that are influenced by the 

SCN via neuronal and humoral cues, our nervous system can be seen as a timekeeper 

machine (Dibneret al., 2009). 

On the other side of the spectrum – within  the seconds/milliseconds range, our brain 

is a timekeeper for example, it is able to localize sound sources by detecting the 
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microsecond difference between the time of arrival of the sound to the left or the right 

ear (Zwislocki & Feldman, 1956, Brand et al., 2002). More generally, our brain is able 

to make sense from sensory events which differ by only a few tens of milliseconds 

while it continuously generate complex temporal patters to perceive the passage of 

time (Paton & Buonomano, 2018). 

In this sense, most of our everyday behavior needs a precise timing in the scale of 

hundreds of milliseconds to a few seconds, such as performing any kind of sports 

(Merchant & Georgopoulos, 2006), communication (Diehl et al., 2004) and playing an 

instrument or appreciating music (Janata & Grafton, 2003). While there are dedicated 

biological systems for seeing, hearing, and tasting, there is no specific organ that 

senses time and it is less clear which brain areas or circuits are involved in perceiving, 

estimating, or reproducing durations in the range of hundreds of milliseconds to few 

seconds.  

Various theoretical models have been proposed to account for the brain’s ability to 

keep track of time. At one extreme there is the “pacemaker accumulator model” which 

hypothesizes the existence of a dedicated, clock-like neural mechanism to explain our 

perception of time (Treisman, 1963; Gibbon et al., 1984; Ivry & Schlerf, 2008).  

At the other extreme, the “State Dependent Network model” proposes that neural 

circuits encode time intrinsically, without the need for a specialized system, suggesting 

a distributed representation of time in terms of neural-network states (Karmarkar & 

Buonomano, 2007). In other words, this model posits that time computations can be 

performed locally by neurons and cortical circuits have timing ability in the hundreds 

of milliseconds.  

Finally, Merchant and colleagues (Merchant et al., 2013a) have put forward an 

intermediate hypothesis which suggests a partially distributed timing mechanism; time 

processing would begin in each sensory domain, and later it would be integrated by 

core structures such as the cortico-thalamic-basal ganglia (CTBG), the dorsolateral 

prefrontal cortex (dlPFC), the supplementary motor area (SMA) and the cerebellum 

(Bueti et al., 2008c; Coull et al., 2011; Merchant et al., 2013a). 
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Multiple brain areas have been associated to temporal computations. Some of those 

areas play a content-free and supramodal role in time perception, e.g. basal ganglia 

and cerebellum (Coull et al., 2011). Others are involved in more specific timing tasks, 

e.g. the parietal cortex in perceptual and motor timing (Bueti et al., 2008c). 

Furthermore, while the activity in some of these areas seems to depend on the 

presented duration time (millisecond- vs second-long intervals), others are less specific 

(Lewis & Miall, 2003, Hayashi et al., 2014).  

These findings suggest that core structures of coordinated neural timing networks are 

flexibly involved in different timing tasks (Wiener et al., 2011; Merchant et al., 2013a). 

Still, the neuronal mechanisms and computations underlying our capacity to perceive 

time remain largely unknown. 

 

5.1.1 Duration tuned neurons 

During dancing, motor activity is synchronized with auditory information (Janata & 

Grafton, 2003). This phenomenon has been studied in the laboratory using the 

synchronization-continuation task (SCT), in which subjects have to press a button in 

time with stimuli presented at a fixed interstimulus interval. Subjects then have to 

maintain the same button press interval but without stimulus presentation (Repp & Su, 

2013). Using this task during single-cell recordings in monkeys, Merchant et al., 

(2013b) found a large population of cells in medial premotor areas that is tuned to 

different durations, i.e. they respond preferentially to a specific interval duration, 

covering the whole range of intervals in the hundreds of milliseconds domain. 

Duration-selective cells have also been found in cats’ early visual and auditory cortices 

(Duysens et al., 1996) and in monkeys’ cortico-basal ganglia circuits (Jin, Fujii, & 

Graybiel, 2009). 

In humans, it is more difficult to analyze the behavior of single neurons. Nevertheless, 

psychophysical studies suggest a duration-tuning behavior analogous to the orientation 

selective cells in V1 also in the human brain (Becker & Rasmussen, 2007, Roach et 

al., 2011).  
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In previous psychophysical studies it has been shown that the repeated presentation of 

auditory or visual events of a given duration (adaptation) influences the perceived 

duration of a subsequent stimulus. Those so-called after-effects are stronger if the 

durations of adapting and test stimuli have an optimal temporal distance and decay if 

adapting and test stimuli are sufficiently different, suggesting a temporal tuning profile 

(Roach et al., 2011). Hayashi et al. (2015) tried to identify brain areas that show an 

explicit representation of different stimulus durations by using functional magnetic 

resonance imaging (fMRI) adaptation. An identical stimulus feature shown multiple 

times (adaptation) decreases the BOLD signal of the neural population coding this 

repeated stimulus feature because cortical neurons tend to reduce their activity upon 

stimulus repetition (Krekelberg et al., 2006, Grill-Spector et al., 2006, Malach, 2012) 

Figure 5.1. Chronomaps in the SMA. A) Vertices (voxels projected onto the cortical surface) 
that were responsive to the different durations in Experiment 1 (A) and Experiment 2 (C) of the 
original Protopapa et al. 2019 study.  Warmer colors are shorter durations, colder colors longer 
durations of the tested range, B-D preferred durations of different clusters of voxels laying at 
different distances from the posterior (P) border.  In both experiments the clusters closer to the 
posterior border prefer longer durations.  Reproduced from Protopapa et al., 2019. 
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The authors hypothesize that the human inferior parietal lobule (IPL) hosts duration-

tuned neurons responsive to specific preferred time intervals of a few hundreds of 

milliseconds. 

 

5.1.2 The chronomap in SMA 

Neurons tuned to specific features are commonly topographically organized in the 

sensory cortices of the brain (Hubel & Wiesel, 1962, DeCharms & Zador, 2000). 

A recent fMRI study investigated whether neurons that prefer a certain stimulus 

duration are represented chronotopically (Protopapa et al., 2019). 

Neurons represented in a chronomap, as Protopapa et al. (2019) call it, show a 

correlation between their spatial progression in SMA (anterior to posterior) and their 

duration preferences (short vs long). In this experiment, participants performed a 

temporal discrimination task: two Gabor patches were presented sequentially with 

varying duration and participants judged which of the two was presented for longer 

time. Voxels showing a preference for longer durations were located in posterior SMA 

and those sensitive to shorter durations in the anterior part (see Fig 2a, c). The activity 

in duration selective voxels was enhanced for the preferred duration and decayed for 

durations far from the preferred one, showing neural tuning. Chronomaps were 

identified in two different datasets with different standard durations (0.2-1 s and 0.2-3 

s). The size of the map increased with a larger duration range (Figure 5.1, Panel C) s 

(Protopapa et al., 2019).  

The authors concluded that the SMA plays a functional role in temporal processing: 

they hypothesized that temporal information is first encoded by low-level sensory 

regions, then organized in an intermediate stage in parietal regions (e.g., IPL) and 

finally passed to the SMA where the temporal signals is recognized/read-out. At this 

later stage of duration encoding the information about the whole duration becomes 

available. 
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5.1.3 Aim of the study 

Duration-tuned cells in the premotor areas have been reported in monkeys (Merchant 

et al., 2013b). These findings have now been extended to humans. Protopapa et al. 

(2019) demonstrated a chronotopic arrangement for the first time in the human SMA 

and showed duration-selective cells that are organized along the anterior-to-posterior 

axis and that are active in a temporal perceptual task. Using functional brain imaging 

they found evidence for changes in neural activity in SMA while the participants 

encoded different durations. However, neuroimaging or single-cell recordings are 

correlative approaches from which we can infer associations between the visualized 

neural activity and behavioral or cognitive functions (Sack et al., 2006). 

In the current study, we want to extend Protopapa’s findings with the use of 

transcranial magnetic stimulation (TMS) over SMA. This non-invasive brain 

stimulation technique allows for a controlled manipulation of a brain region’s activity 

which results in a changed performance (e.g., worsening of accuracy). If the 

interferences have an impact on the participant’s behavior, we can conclude that the 

stimulated brain region is causally involved in, or functionally relevant for, the 

measured behavior or a particular cognitive function (Walsh & Cowey, 2000, Paus, 

2005, Ridding & Rothwell, 2007). TMS is a useful method for our experiment due to 

its high spatial and temporal resolution which depend on several parameters. As 

explained below, the TMS protocol used in the experiment is suitable for the aim of 

our experiment: revealing a causal relationship between duration-tuned neurons and 

the behavior in judging the durations of stimuli.  

 

5.1.4 Spatial resolution of TMS 

The spatial resolution of TMS depends on several parameters, including the size, shape 

and orientation of the coil, the stimulation intensity and frequency, the physical 

properties of the targeted region and a probable interaction of those factors 

(Hartwigsen et al., 2010, Miniussi et al., 2012). The most commonly used coil in 

cognitive neuroscience studies is the figure-of-eight coil which consists of two round 

coils placed next to each other with current flow in opposite direction (Ueno et al., 
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1988). The induced electrical field is more focal compared to a round coil and it peaks 

directly underneath the intersection of the two wings of the figure-of-eight coil 

(Vincent Walsh & Cowey, 2000). Still, the strength of the induced electric field of 

single-pulse TMS decreases exponentially with increasing distance from the ‘hot spot’ 

(Meister et al., 2003).  

Some studies report differences in focality (e.g. 1-2 cm2 on cortical surface; 

(Thielscher & Kammer, 2004) (Hartwigsen et al., 2010), and depth (e.g. 2-6 cm; 

Hartwigsen et al., 2010)) of the induced electric fields which can be explained by the 

differences in the experimental setup. A stimulation study compared 50 coil designs 

and concluded that the figure-of-eight coils set the best depth-focality tradeoff (Deng 

et al., 2014). Coils with smaller dimensions generate an electric field that is more focal 

but also more superficial (Klomjai et al., 2015; Deng et al., 2013).  

Furthermore, inter-subject variability in TMS-induced responses correlates to 

differences in coil-to-cortex distance (McConnell et al., 2001). This is one of the 

reasons why the stimulation intensity used in our study is personalized to each subject. 

The distance between the pre-SMA which was covered by the chronomap (Protopapa 

et al., 2019) and the scalp was measured as 10.9 (+-4.8) mm. Thus, the coil used in our 

experiment reaches deep enough to stimulate the SMA effectively. Studies 

successfully stimulated scalp sites 1.5 (Schluter et al., 1998) or even 1 cm (Brasil-Neto 

et al., 1992). In our experiment, we stimulated two points lying 1.5 cm apart with a 

figure-of-eight coil of 40mm of diameter. 

In summary, the spatial and temporal resolution of TMS is precise enough to enable 

the investigation of fundamental questions in cognitive neuroscience. 

 

5.1.5 Paired-pulse TMS and short-interval cortical inhibition 

The behavioral effects that follow TMS stimulation depend on the task context and the 

method of stimulation (Wiener, 2014). Most paradigms investigating the role of 

different areas in time perception used repetitive TMS (rTMS) which delivers TMS 

pulses in a certain frequency over a certain period of time. In our task, we need a high 

temporal resolution and a strong inhibiting effect. Paired-pulse TMS (ppTMS) has a 



90 
 

larger effect than single-pulse and still allows a reasonable temporal resolution defined 

by the temporal distance between the two pulses (Pascual-Leone & Walsh, 2001; 

Silvanto et al., 2005). At rest a single-pulse stimulation over the primary motor area 

(M1) evokes a contraction of the stimulated muscle. The intensity needed to elicit a 

response depends on each person’s cortical excitability and is called the resting motor 

threshold (RMT). In a ppTMS paradigm two pulses are delivered at the same cortical 

location. The RMT can be suppressed or facilitated relative to a single-pulse 

stimulation, depending on the interstimulus interval (ISI), i.e. the duration between the 

two pulses, and the intensity of each pulse (Kujirai et al., 1993; Di Lazzaro et al., 

2006). Inhibition happens when the conditioning stimulus (CS, i.e., the first pulse of 

the pair) has an intensity lower than RMT is followed by a supra threshold test stimulus 

(TS) (Ziemann et al., 1998). The subthreshold CS inhibits the descending corticospinal 

activity evoked by the TS but is too low to evoke volleys when delivered alone (Di 

Lazzaro et al., 1998). This procedure leads to a short-interval intracortical inhibition 

(SICI) which is needed in our experiment. Similar to Protopapa et al. (2019) our 

subjects performed a temporal discrimination task with five different standard 

durations (0.2, 0.4, 0.75, 1.1, 1.5 s) and had to judge whether the standard duration or 

its comparison was longer. The details of the task will be presented later in the Chapter. 

We wanted to stimulate the SMA exactly at the offset of the standard duration because 

this was the moment when the whole duration became available to participants 

(Protopapa et al., 2019) and because the timings of stimulation close to the offset were 

revealed to be effective based on the results of Experiment 3. With the procedure of 

SICI we wanted to inhibit the anterior or the posterior part of the SMA, i.e., the edges 

of the chronomap. We hypothesized a drop of the participant’s performance in 

identifying longer durations when the posterior SMA was stimulated. Stimulating the 

anterior SMA should lead to an impaired accuracy for shorter durations.  
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5.2 Materials and methods 

 

5.2.1 Subjects 

20 volunteers (10 females, mean age: 25.6 years, range: 19-45 years) participated in 

the study. All participants had normal or corrected-to-normal vision with no history of 

neurological or psychiatric disorders. All participants gave written informed consent. 

The experimental protocol was approved by Ethics Committee of SISSA. 

 

5.2.2 Stimuli and experimental procedure  

All participants had to perform two temporal discrimination tasks. Subjects were asked 

to discriminate a standard (of fixed duration) from a comparison stimulus (varying in 

duration) The tasks differed in the way comparison duration was chosen. In the first 

task, we used an adaptive procedure to identify for each individual subject, the value 

of the comparison duration leading to 79% accuracy (individual Weber fraction, WB).  

In the second task, we used the method of the constant stimuli, in which the constant 

steps used to generate the comparison durations were chosen based on individual WB. 

The latter was the main task of the study. In both tasks participants had to judge which 

one of two stimuli lasted longer (first or second). The stimuli were light blue disks 

(rgb: [65 105 225], diameter: 112 px, subtending 3° of visual angle at a 60cm) 

presented at the center of the screen (resolution: 1680 x 1050 px, refresh rate: 120 Hz). 

A white fixation cross was continuously displayed for the entire duration of the trial 

(size: 16 px, subtending 0.43° of visual angle at a 60cm viewing distance). Each trial 

consisted of two stimuli (standard and comparison duration), separated by the 

interstimulus interval (ISI), a random value taken from a uniform distribution ranging 

from 0.9 to 1.2 s (Salvioni et al., 2013). 
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Figure 5.2. Adaptive Procedure. A) Schematic representation of a trial in the adaptive 
procedure. B) Representation of the ∆T changes during a block of the adaptive 
procedure following a transformed up-down staircase. The Weber Fraction was 
calculated as the mean of the reversals. The first 4 reversals were excluded because 
participants tend to become more stable after a few trials. Up to the 4th reversal the 
stimulus changed with a bigger step size (25 ms), afterwards with a step size of 8 ms.  
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5.2.3 Adaptive procedure 

Each participant performed at least twice the adaptive procedure (Fig 5.2) with 60 

trials each, after a training with 20 trials. The “standard duration” (S1) was fixed to 

300 ms while the “comparison duration” (S2) was the standard plus a positive ΔT value 

that was changing based on the participant’s response (S2 = S1 + ΔT). Standard and 

comparison stimuli presentation was randomized and counterbalanced across trials, 

i.e. in half of the trials the standard was presented first, in the other half the comparison. 

After the participant pressed one of two keys on the keyboard, indicating which 

stimulus lasted longer (1 or 2), a visual feedback was provided after each trial: the 

fixation cross turned green if the response was correct and red if the response was 

incorrect. The duration of the feedback was set to 1 s. Other studies suggested that 

feedback helps participants to set an internal discrimination criterion and influences 

the discrimination accuracy (Droit-Volet & Izaute, 2005; Salvioni et al., 2013) 

The intertrial interval (ITI), i.e. the time between the feedback offset and the 

presentation of the next stimulus, was a random value taken from the interval 1.8 - 2.5 

s (Salvioni et al., 2013) 

The Weber fraction (WF) is a psychophysical estimate of subjective discriminability 

of two stimuli which is proportional to the physical stimulus. In time perception, this 

means that the subjective duration and its variability increase linearly with the duration 

of the interval. In this experiment, the WF was calculated as the ratio between the mean 

of the ΔTs after the 4th reversal and T (Figure 5.2). During this adaptive procedure, 

the comparison duration (T + ΔT) was adjusted across trials, to obtain a Weber fraction 

leading to 79% of correct discrimination. After three consecutive correct responses the 

ΔT decreased and increased after each incorrect response. Until the fourth reversal the 

trials were not counted and ΔT was changed in steps of 25 ms (3 screen refreshes). 

After the fourth reversal the step size decreased to 8.3 ms (1 screen refresh). The point 

of 79% correct responses on the psychometric curve was estimated by taking the 

average value of the remaining reversals divided by T (Bueti et al., 2012). 
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This procedure was repeated if the accuracy fell outside the range of 75-83 % or if the 

two obtained Weber fractions were too diverse from each other. 

 

5.2.4 Methods of the constant stimuli  

The main experiment contained three conditions: TMS stimulation over the anterior 

SMA, TMS stimulation over the posterior SMA, and no-stimulation condition. For 

those three sessions we used a constant procedure, meaning that the standard (S1) and 

comparison durations (S2) were fixed for each participant (Fig 5.3). Two durations of 

the same blue disks were presented in each trial, the first one containing one of the 

standard durations (0.2, 0.4, 0.75, 1.1, 1.5 s), the second one containing the comparison 

durations which differed for each participant according to the individual mean of their 

Weber fractions (S2 = S1 +/- S1*WF). Half of the comparison durations were longer, 

the other half shorter than the standard duration. As we were most interested in the 

edges of the chronomap, the shortest (0.2 s) and the longest (1.5 s) durations were 

presented 40 times for each condition, the other three durations 24 times, leading to a 

total set of 152 trials for each condition. Those 152 trials were split into four blocks of 

Figure 5.3. A) Schematic representation of the experimental paradigm. After a brief inter trial interval 
(ITI) lasting between 1.8 and 2.5 seconds, the first stimulus is presented at the centre of the screen. Paired 
Pulse stimulation is delivered at this stage. After the first stimulus and after a brief inter stimulus interval 
(ISI) lasting between 0.9 and 1.2s, the second stimulus is presented. After the end of the second stimulus, 
the subject waited a go signal to respond with either the left or the right hand. B) ppTMS was delivered at 
the S1 offset. 
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38 trials to avoid a tiredness effect of the subjects, an overheating of the coil and to 

control the TMS location. The ITI, this time defined as the time between the finger 

response and the presentation of the next stimulus, was again a value between 1.8 – 

2.5 s.  

It has been shown that the stimulation of non-primary motor areas activates peripheral 

muscles (Teitti et al., 2008). To avoid a finger response caused by stimulating a motor 

area, a short break was introduced after the presentation of the comparison duration (a 

random value taken from a uniform distribution ranging from 2 to 3 s). This break was 

terminated by changing the color of the fixation cross from white to purple, asking for 

a response with the left hand, or to light blue, asking for a response with the right hand. 

Right/left responses were randomized and counterbalanced across durations. SMA is 

an important area for motor planning (Nachev et al., 2008). Using both hands for 

responding should prevent the programming of the hand response.   

Subjects were given a headphone and the recorded sound of the TMS pulse was played 

simultaneously with the stimulation (offset of standard duration) and at the same 

timing (offset) for the comparison stimulus. Playing the click sound of the TMS on 

every trial ensures equal auditory stimulation and avoids a bias towards the first 

stimulus (Bueti et al., 2008a). 

 

5.2.5 TMS parameters 

TMS was delivered using a 200² BiStim stimulator and a 40 mm figure of eight coil.  

For this experiment we used a paired-pulse TMS protocol with an interpulse interval 

of 2 ms. Concerning stimulus intensities, the first pulse was 80% and the second 120% 

of the resting motor threshold (RMT). The coil was held tangentially to the skull and 

for SMA the wings of the coil were parallel to the midline with the current flowing 

lateral-medial rightwards. The TMS pulses were delivered at the offset of the first 

stimulus of the pair. We decided to stimulate the offset for two main reasons: a)  

because we were interested in duration representation and stimulus offset is the 

moment when a specific duration becomes finally available to the subjects (Protopapa 
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et al., 2019), and b) because this  timing of stimulation has been shown to be effective 

in disruptive discrimination performance (see previous chapter). 

 

5.2.6 Areas localization 

As for previous experiment, we tested only participant that already participated to 

fMRI experiments, and of which we could therefore have a T1-weighted image of their 

brain. Target positions were marked for each subject individually using a Brainsight 

neuronavigation system (Rogue Research, Montreal, Canada). We first identified the 

left primary motor cortex (M1) to find the posterior border of the chronomap. In order 

to localize left SMA we overlaid on each individual T1-weighted image the Freesurfer 

label image (lh.BA6.exvivo.thresh.label) corresponding to Brodman area 6 (Figure 

5.4). With the help of atlases, we chose the most anterior part of the precentral gyrus 

as the posterior border of left SMA. The anterior border was marked 1.5 cm anterior 

to the posterior landmark. Each subject’s anatomical MRI scan was co-registered with 

visible landmarks on the subject’s head using the Brainsight frameless stereotaxy 

Figure 5.4. Axial (on the left) and sagittal (on the right) views of the BA6 (yellow patch) as seen with 
Freeview. The template displayed is the “Fsaverage” (an “average” brain constructed of MRI scans of 40 
subjects). We localized the posterior part of SMA (blue dot) as the most anterior part of the prefrontal gyrus, 
and the for the anterior part (red dot) we moved 1.5cm anteriorly from the posterior part. In both figures the 
central sulcus is highlighted with a white line. 
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system together with the Polaris infra-red tracking camera and sensors (Northern 

Digital, Waterloo, Canada). The Polaris system allowed us to constantly track the coil 

position with respect to the target area thorough the experiment.  

 

5.2.7 Coil 

TMS pulses were delivered using two 200² units connected through a BiStim module 

(The Magstim Company Ltd, Whitland, Wales, UK), so that paired pulses can be 

delivered through one coil which was in our experiment a figure-of-eight coil. The coil 

produced monophasic waveforms which have been shown to elicit the greatest 

inhibitory effect in M1 if the current flows in a posterior-anterior direction (Davila-

Pérez et al., 2018). 

We used the same coil for finding the motor threshold and for the task itself. As 

described above we chose a figure-of-eight coil with a relatively small outer diameter 

of 40mm to get the best focality-depth tradeoff.  

We simulated the electric field induced by the TMS with SimNIBS, a free and open 

source software package for the Simulation of non-invasive brain stimulation. The 

results revealed a more localized stimulation of the left SMA areas if the wings of the 

coil are parallel to the midline with the current flowing medial-lateral leftwards, in 

accordance with previous studies (Narayana et al., 2012; Janssen et al., 2015). 

 

5.2.8 Resting motor threshold  

Single-pulse TMS delivered over the primary motor cortex (M1) elicits a muscle 

response. The excitability of the stimulated area can be measured with the motor 

evoked potential (MEP) which are recorded with electromyography (EMG) and used 

to determine the resting motor threshold (RMT) of each individual participant. To 

elicit a SICI (short-interval intracortical inhibition) the conditioning stimulus needs to 

be lower than the RMT, the test stimulus higher. Thus, the stimulus intensity must be 

adjusted to the corticomotor excitability of each individual. 
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For the MEP acquisition the coil was placed over the subject’s hand area at a 45° angle 

from the midsagittal line, perpendicular to the central sulcus (Brasil-Neto et al., 1992). 

Once we found a point on the scalp eliciting a MEP, the RMT was defined as the 

lowest stimulus intensity (given as percentage of MSO, i.e. maximal stimulator output) 

that is required to induce a MEP with a peak-to-peak amplitude of 50 µV in 5 out of 

10 trials.  

The Electromyography (EMG) was recorded using a BIOPAC MP150 system. Three 

electrodes were used: two Ag-AgCl surface electrodes, placed over the belly of the 

first dorsal interosseous (FDI) muscle of the right hand and over the head of the radius 

bone and one ground electrode (metallic surface electrode) placed on the right forearm.  

The mean MEP was 53.18% (+/- 7.03%) of the MSO. 

 

5.2.9 Paired-pulse protocol 

During a ppTMS two pulses are delivered at the same location, separated by a certain 

temporal distance, the interstimulus interval (ISI). Researchers studied the effects of 

different stimulus intensities and ISIs to elicit a short-interval cortical inhibition (SICI) 

over M1 and revealed that SICI was most pronounced with an ISI of 1-6 ms (Reis et 

al., 2008). Ilic et al. (2002) showed that a stimulation with CS (conditioned stimulus) 

< RMT (Resting Motor Threshold) and TS (Test Stimulus) > RMT leads to the most 

pronounced SICI with an ISI of 2ms.  

Only few studies tested the physiological effects of ppTMS over SMA. Vaalto et al. 

(2016) used ppTMS to determine the optimal paradigm for inhibiting non‐primary 

motor areas (NPMA) which include the SMA and found the most profound inhibition 

of the MEP amplitude with an ISI of 2 ms, a CS of 70% or 90% and a TS of 120%. 

Based on those previous results (Ilić et al., 2002; Ferreri et al., 2011; Vaalto et al., 

2016) we used a paired-pulse TMS paradigm using an ISI of 2 ms, a CS of 80% of the 

RMT and a TS of 120% of the RMT. These are the same parameters that we used to 

stimulate SMA in previous chapter. 
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5.2.10 Data Analysis 

We calculated the mean proportion of correct responses per subject and condition 

obtaining a value of accuracy for each subject for the five different durations and three 

different conditions. Outlier trimming was done by searching for data points with 

residuals exceeding 2.5 SD and excluded a participant’s whole data set. The final 

analysis was conducted on 17 out of 20 subjects (Figure 5.5). 

Firstly, we checked that the no-TMS condition accuracy was close to the desired level 

(around 75% of correct answers) and that the no-TMS conditions was stable across 

durations. 

We then grouped the data to submit them to a repeated measures ANOVA. We 

grouped the data relative to the short durations (0.2 and 0.4 s) and the data relative to 

the long durations (1.2 and 1.5 s). We therefore submitted the data to a 2x2 repeated 

measures analysis of variance (ANOVA) with area (SMA anterior and SMA posterior) 

and duration (Long or Short) as a within-subject factor.  

Based on the results presented by Protopapa and colleagues (2019) we wanted to test 

the spatial organization of SMA in temporal computations using paired-pulse TMS. 

We hypothesized a double dissociation of presented duration time and the location of 

neuronal activation in SMA. The effect of TMS pulses over the anterior part of SMA 

would affect the encoding of shorter durations and we expected to see a drop of 

performance in those durations compared to the no-TMS condition and compared to 

longer durations. Similarly, stimulating the posterior SMA should lead to an impaired 

temporal discrimination of longer durations but not of shorter ones. 
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5.3 Results 

 

5.3.1 No-TMS condition 

The no-TMS condition was used as a control to test whether the participants performed 

the task correctly. The overall accuracy of the control condition was 75.9% +/- 10% 

(mean +/- standard duration), indicating that the adaptive procedure yielded the desired 

effect: a stable performance in the control condition.  

Figure 5.5. Data distribution. We excluded three subjects (Subject 3, 7 and 20). 
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Figure 5.6. A) Average performance accuracy (from 0 to 1) in the different 5 durations.  Performance 
accuracy in the non-tms condition is stable across the five durations compared to the TMS SMA conditions. 
After TMS on both SMA sites, performance accuracy was lower in shorter compared to longer durations. This 
effect was more pronounced after the anterior stimulation. B) Data distribution in the three experimental 
conditions (no-TMS, anterior and posterior ppTMS stimulation).  Since some data-points were overlapping, 
we added a 2% of jitter.  
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Moreover, if we compare the performance scores of the no-TMS condition at the 

various durations, we do not obtain any significant difference. This means that the 

scores of the non-tms condition, in addition to being comparable to what we expected 

after the adaptive procedure, are stable across durations.  

 

5.3.2 SMA 

In order to analyze the SMA data we grouped the data of the duration “0.2” and “0.4” 

as “Short durations” and “1.1” and “1.5” as “Long durations”. We therefore conducted 

a repeated-measures analysis of variance (ANOVA) with area (SMA anterior and 

SMA posterior) and duration (Long or Short) as a within-subject factor.  

The ANOVA highlighted a significant main effect of the Area (F(1, 33) = 6,654, 

p=0.015), and a significant main effect of the Duration (F(1,33) = 55,361, p<0.001). 

Regarding the main effect of the Duration, we found significantly lower accuracy 

when short durations were presented (mean 0.6244, standard deviation 0.07886) 

compared to long durations (mean 0.7266, standard deviation 0.1014) (t(67)= -8.0965, 

p<0.001). 

As one can appreciate by looking at Figure 5.6A, the interaction Area x Duration was 

not significant (F(1,33) = 1,481, p=0.232). since performance accuracy in posterior 

and anterior SMA was worse for shorter compared to longer durations (t(67)= -8.6060, 

p<0.0001). However, the two TMS sites show a significant difference at short 

durations where discrimination accuracy was worst after TMS of the anterior 

(Anterior: mean 0.6047, standard deviation 0.0692) compared to posterior SMA 

no-
TMS 

0.2s 0.4s 0.7s 1.2s 1.5s 

0.2s - 0.2084 0.1297 0.1718 0.2912 
0.4s 0.2084 - 0.7100 0.7094 0.8602 
0.7s 0.1297 0.7100 - 0.9431 0.4463 
1.2s 0.1718 0.7094 0.9431 - 0.5185 
1.5s 0.2912 0.8602 0.4463 0.5185 - 

Table 5.1. T values of paired-sample t test computed on the accuracy of 
the non-TMS condition for the different durations. 
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(Posterior: mean 0.6441, standard deviation 0.0835; t(33)= -2.7906, p= 0.0087). This 

difference was absent for the long durations (Anterior: mean 0.7186, standard 

deviation 0.0874; Posterior: mean 0.7346, standard deviation 0.1144; t(33)= -1.0802, 

p= 0.2879). 

f 

T, 

 

 

 

 

 

Figure 5.7. Mean performance accuracy for the two sites of stimulation 
(Anterior and Posterior SMA) in short or long durations. Asterisks 
symbols represent the results of the paired-sample t tests significant at * p 
< 0.05, and ** p < 0.01 and *** p < 0.001.  
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5.4 Discussion 

 

With this work we tested the existence of a topographical representation of time in 

SMA using a causal rather than a correlational approach. A very recent study shows 

that visual durations ranging from a few hundreds of milliseconds to a few seconds are 

represented in the human supplementary motor area (SMA) and this representation is 

topographically organized i.e., stimuli that have similar durations engage the activity 

of neighboring locations on the cortical surface (Protopapa et al., 2019). Shorter 

durations are represented in the anterior SMA, longer durations in its posterior part.  

In the present work, participants had to judge which of two subsequently presented 

stimuli lasted longer. We used different duration’s range spanning from 0.3 to 1.5 s.  

while a brief ppTMS was delivered over the anterior or the posterior SMA. We 

predicted a double dissociation between the two stimulation sites and the duration 

range at hand, with the performance for short stimuli (0.2, 0.4s) more impaired after 

the anterior stimulation, and the performance for long stimuli (1.1, 1.5s) more impaired 

after posterior stimulation. 

Our results are in line with the first part of the hypothesis, showing a significant drop 

of performance for shorter durations when stimulating SMA anterior compared to 

SMA posterior. This suggests that the anterior SMA is causally involved in the 

encoding of durations for shorter stimuli. Unfortunately, we observed no significant 

difference between SMA anterior and posterior for longer durations. Unexpectedly, 

the accuracy for short durations appeared to be overall more impaired when compared 

to the accuracy for long durations. I will now try to speculate on the possible reasons 

of the lack of a double dissociation between TMS of anterior and posterior SMA and 

short and long durations. 

 

5.4.1 Duration tuning 

Our data show a trend that there might be a topographical arrangement of duration-

tuned neurons, as suggested by Protopapa et al., (2019). During anterior stimulation, 
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we affected directly the part of SMA representing shorter durations. On the other hand, 

the fact that short duration seems to be impaired also after the posterior stimulation 

might come from an indirect stimulation. The induced electric field of TMS decreases 

exponentially with increasing distance from the hot spot which lies directly underneath 

the intersection of the two coil wings (Marg & Rudiak, 1994, Walsh & Cowey, 2000). 

Thus, penetrating the posterior part of SMA might have affected neural computation 

of short durations due to the spread of TMS to the anterior portion. This, nevertheless, 

do not explain why the same phenomena did not occur for longer stimuli. 

 

Figure 5.8. A-B. Expected spatial progression  of duration selective voxels (A) and observed Chronomaps 
as shown in Protopapa et al. 2019 (Experiment 1, B) Group-level maps using four different standard durations 
(0.2 – 1 s). C) 4 individual maps are represented. S2 shows no progression and minimal SMA activity. S7 
and S11 show the expected results. Duration-tuned  voxels do not seem to follow a spatial progression in S9. 
Adapted from Protopapa et al., (2019). The individual maps are shown with the purpose of emphasizing the 
high inter-subject variability of the spatial progression in chronomaps.  
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5.4.2 Individual differences 

Looking at the individual data of the recently published chronomap study (Protopapa 

et al., 2019), it shows that the presence of the map itself as well as the spatial 

progression of the duration selective clusters of voxels varies a lot in individual 

subjects (see  Figure 5.8). It would be interesting to know whether the subjects who 

showed the expected double dissociation in our task would also show the expected 

spatial progression in fMRI data. Thus, in a more complex experiment one could first 

identify chronomaps in each subject through functional fMRI and stimulate the 

appropriate locations based on the functional maps. 

 

5.4.3 Conclusions 

Precise timing is critical for our everyday life activity and our brain developed to be a 

perfect time machine. We can sense the passage of time even without looking on our 

watch. However, the neural mechanism underlying this phenomenon remains largely 

unknown. The current study confirmed that the human supplementary motor area is a 

core region in the processing of temporal information. Using a paired-pulse TMS 

protocol we stimulated the  anterior and posterior SMA. The neural activity during a 

temporal discrimination task was differently affected for different durations and for 

the different stimulation sites. Stimulating the anterior SMA decreased the 

participants’ accuracy for shorter durations compared to longer ones. Alongside with 

the results of experiment 3, that revealed that the chronometry of SMA could reflect 

its involvement in duration encoding as a possible read-out, these findings suggest that 

different parts of the SMA encode different duration lengths, confirming that the 

functional organization within SMA reflects a high level of organization. However, 

we found no particular involvement of posterior SMA in the processing of longer 

durations. Also the fact that shorter durations appeared to be particularly affected 

remains unclear. 
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CHAPTER 6: GENERAL 

CONCLUSIONS 
 

During my PhD I have tried to understand how temporal information in the millisecond 

range is extracted from visual inputs, how it is encoded/read-out and perceived.  

Specifically, I have asked “when”, at which stage of temporal information processing 

(i.e., from sensory drive integration to duration recognition) visual and premotor areas, 

brain regions known to play a role in temporal computations, are engaged. Focusing 

of the chronometry of these areas in duration encoding, I tried to better understand the 

functional role of these areas and, at the same time, using stimuli with different sensory 

load and different durations ranges I have tried to gain insight on the mechanisms 

underlying duration perception. 

In the first part of my work at SISSA (Experiment 1-2, chapter 2), I focused on the 

chronometry i.e., the engagement over time, of two visual areas, specifically V1 and 

V5/MT during duration encoding. Moreover I decided to check if this chronometry 

depends on the nature of the stimuli used i.e., stimuli with low (empty intervals) versus 

high (filled durations) sensory load and whether it was linked to the duration range at 

hand.  

The results of experiments 1-2 show indeed that the effects of the TMS delivered at 

different timings from stimulus onset during the encoding stage of the task, depend on 

both, the type of stimuli involved and the duration at hand. Experiment 1 shows that 

with empty intervals, the stimulation of right V1 and right V5/MT is effective only if 

delivered from the middle to the end of the timed interval (60% and 90% of the total 

interval duration) and only if intervals are very short i.e., in 0.2 s range. On the other 

hand, experiment 2 shows that with filled durations the most effective timings of 

stimulation are those close to the beginning and the middle of the visual stimulus 

(between 30% and 60% of the whole stimulus duration). 
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The  differences between  empty intervals and filled durations seem to suggest that the 

mechanism through which time is computed depends on relevance of the sensory 

aspect of the event to be timed. During an empty interval nothing is shown on the 

screen, and the only available sensory input is not informative per se but only as marker 

of the interval. Moreover, among the two markers, the most informative one is the 

offset since this is the only moment when the duration becomes available. It is 

therefore not surprising that we were able to find significant effects only with 

stimulation timings closer to the interval offset (T60, T90).   

Another element that seems to speak of a different mechanism at play for empty 

intervals compared to filled duration, is the absence of TMS effect for duration longer 

than 0.2 s. It might be possible that the shortest interval (0.2 s) is so brief and the two 

markers so close in time, to be visually relevant and consequently require the 

involvement of both V1 and V5/MT. With longer duration instead, the empty part of 

the stimulus becomes more prominent than the visual markers and if some sort of 

integration is taking place, this integration is not of a sensory input and does not 

necessarily originate in the visual areas.  

The TMS effects on filled durations are independent from stimulus’ duration, at least 

up to 0.6 s and they happen from early to middle stimulus duration. Our data are 

compatible with a model that sees duration perception of a sensory event as the result 

of the leaky integration of a sensory drive from sensory specific cortices (Toso et a., 

2021). We model our data assuming that TMS affects the standard deviation of the 

neural noise. If this noise is applied at the sensory input level, this noise would 

accumulate over time. The model predicts indeed greatest TMS effects for early 

stimulation timings where the noise has enough time to accumulate in order to impair 

performance sensitivity. This prediction fits very well with the empirical findings of 

experiment 2 (chapter 3).  

If primary visual cortex provides the input to the integrator, it remains unclear if and 

where in the brain a reader of the integrator’s output exists.  

A candidate area to be a read-out of time is the Supplementary Motor Area (SMA). 

SMA has been extensively associated with duration perception and production tasks 
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in the millisecond range (Wiener et al., 2010). Moreover both neuroimaging studies in 

humans (Ferrandez et al., 2003; Morillon et al., 2009; Protopapa et al., 2019) and 

electrophysiological recordings in monkeys (Mita et al., 2009; Merchant et al., 2013b) 

have shown that the role of SMA in time perception and production is independent 

from the sensory modality of the stimuli.   

In chapter 4 we tested the hypothesis of SMA as time reader of the integrator output. 

In a single experiment we stimulated V1 and SMA at different timings from stimulus 

onset. In the leaky integrator framework, if TMS increases the variance of the neural 

noise and this noise is applied at the reading out stage of the integrator’s output, only 

at later stimulation times this noise could influence performance. The predictions fitted 

well the experimental data. Indeed V1 TMS worsened the discrimination thresholds 

when delivered at T60 (half-way the duration of the stimulus) replicating my previous 

findings and in line with the idea that V1 provides the input to the integrator. SMA 

TMS instead, had an effect when delivered towards the stimulus offset (T90, T100) in 

line with the reading-out hypothesis. These findings are therefore indicating  the 

existence of a functional hierarchy between V1 and SMA. Moreover, by testing 

alternative models of the neurophysiological effects of TMS, at the level of the 

variance or the mean of the neural noise, we were able to show that the models best 

fitting the data are those assuming an effect of TMS on the variance of the neural noise.  

We then asked ourselves how we could further characterize the functional role of SMA 

as time read-out. To do this we were inspired by a recent fMRI study (Protopapa et al., 

2019), showing the existence of a topographic representation of time in SMA. In this 

work the authors show that distinct portions of SMA show a preferential response to 

visual stimuli of different durations i.e., stimuli that have similar durations engage the 

activity of neighboring locations on the cortical surface (Protopapa et al., 2019). 

Shorter durations are represented in the anterior SMA, longer durations in its posterior 

part. In chapter 5 we decided to prove the existence of chronomaps with TMS. We 

asked volunteers to perform a temporal discrimination task of visual stimuli of 

different durations ranging from 0.2 to 1.5 s while TMS was applied to either the 

anterior or the posterior SMA.  If a chronomap exists in SMA we expected a worsening 

of performance accuracy in the shorter durations range after stimulation of the anterior 
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SMA and of the longer durations after TMS of the posterior SMA. The results show 

that independently from the tested durations, participants’ performance was worse 

after the stimulation of the anterior SMA compared to the posterior part.  However, 

after TMS of the anterior SMA, the discrimination accuracy was worst for the shortest 

compared to the longest durations of the range. The lack of a double dissociation 

between durations and SMA sites could be due to the lack of a precise match between 

functional chronomaps and TMS sites in our subject’s sample. These findings only 

partially support the existence of a duration map in SMA.  

Taken together, my experiments have shown results that focus primarily on two 

different fronts.  

The first is that my experiments confirmed / added some information on transcranial 

magnetic stimulation. In Experiment 1 and 2 we confirmed that an approach that 

exploits the temporal resolution of TMS is possible. In these experiments we have 

stimulated during the encoding of very short durations (ranging from 200ms to 600ms) 

and we have obtained selective effects only for certain specific timings of stimulation, 

despite these being extremely close in time. Moreover, despite our efforts to choose 

TMS parameters that could cause a suppression of the neural activity of the stimulated 

area - following the classical approach of the virtual lesion - the results of the model 

presented in chapter 3 and developed in chapter 4 showed that the best way to model 

the effect of the TMS to emphasize the increase in the variance of the noise, suggesting 

that the effects of the TMS observed at the physiologically level are due to an increase 

in neural noise, rather than to a general suppression of neural activity. 

Secondly, my results tried to explain something more about how our visual brains 

encodes short durations. First, we have shown how our brain treats empty and full 

stimuli differently. Although my research has subsequently focused on full intervals, 

the pattern of results of Experiment 1 and 2 showed clearly different chronometry 

between empty and filled stimuli. Moreover, although we were unable to identify 

different chronometry between V1 and V5/MT, we found them between V1 and SMA, 

and the results of experiment 3 and the application of the model of Chapter 3 suggest 

that V1 may constitute the drive of a hypothetical accumulator, and that SMA can act 

as an area that integrates and reads the integrated duration. The fact that SMA plays a 
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high role in the perception of time is also suggested by experiment 4, which shows 

how - as opposed to V1 - in SMA different durations are treated differently. 
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