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ABSTRACT 

Since the dawn of neurobiology research, neural activity recording and stimulation 

have experienced a dramatic evolution. Such a process encouraged not only the 

conception of new technologies to improve our ability to study neurophysiology at the 

laboratory level, but also the formulation of new solutions to defeat neurological 

disorder. Among these, neuroprosthetics and neuroelectronic interfaces represent an 

intriguing panacea to resolve pathological states where conventional methods failed. 

This arduous challenge requires the collaboration of various subfields in neurobiology 

research to produce more efficient and highly physiological central nervous system 

interfacing. In this context, nanotechnologies seem to date eligible candidates to fulfill 

the needs for the design of next generation implantable neural prosthesis. Size-

dependent chemical, topographical or electrical cues can be exploited to mimic 

biological environments and to faithfully reproduce physiological cells behavior. To 

safely improve our scientific knowledge about nanotechnologies applicability in 

biomedicine and more specifically in the context of neuroprosthetics design, a 

multidisciplinary approach is compulsory. The mutual support between neurobiology 

and nanoscience has resulted in a large amount of novel neurotechnologies, whose 

pertinence must be validated by conventional investigation methods in neurobiology 

to prove their safety and applicability. In particular, in vitro cells and tissue cultures 

and ex vivo preparations are interrogated by electrophysiology, live imaging, as well as 

various microscopy and nanoscopy methods, enabling neuroscientists to dissect cell 

physiology, mechanics and biophysics as a consequence of the interaction with the 

nanoworld. The purpose of my thesis is to explore the perspective of nanomaterials in 

the context of neuroprosthetics formulation.   
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INTRODUCTION 

1. Nanomaterials for biomedical interfaces 

1.1  Overview 

Nanomaterials science and more in general nanotechnology are novel fields of science 

and engineering, developed upon the precious intuitions of brilliant scientists such as 

Richard Feynman (with the illuminating lecture, “There’s Plenty of Room at the 

Bottom”, 1959) [1], Mohamed Atalla and Dawon Kahng (fabrication of the first MOSFET 

with nanosized component, 1960) [2,3], and Norio Taniguchi (coining the word 

“Nanotechnology”, 1974) [4]. The major merit of these and others scientists has been 

that of raising the interest of our society towards innovative nanotechnology tools 

enabling to manipulate or manufacture materials at the nanoscale in controlled 

manner [5]. In a provocative approach, the use of nanomaterials may be dated back to 

the 4th century (A.D.) when Romans craftsmen demonstrated a unique ability in 

designing ravishing artefacts, such as the Lycurgus Cup (Figure 1A), with metal-glass 

nanocomposites (Figure 1B) [6,7]. Obviously, in ancient and even more recent times, 

people were not aware of dealing with matter at the nanoscale, but they surely knew 

which new properties they could achieve with their skills. In the same epoch, until the 

17th century (A.D.), Persians blacksmiths were forging sabers, which outstanding 

physical properties gave rise to many legends. Damascus steel swords (Figure 1C), as 

they were known in the entire world, were fabricated with wootz steel, a particular alloy 

which fabrication methods remains thus far unknown. A research from University of 

Dresden in 2006, demonstrated the presence of cementite nanowires and carbon 

nanotubes (CNTs, Figure 1D) in the blade of ancient Damascus sabers [8,9]. Another 

research few years later tried to explain the presence of such nanostructures in these 
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antique artifacts, suggesting that Persians craftsmen probably added woody biomasses 

as carburizing agents during smelting processes to achieve outstanding materials’ 

features [10]. To date, we assume that these manufactures were the result of a trial-by-

trial selection of innovative fabrication methods with the only purpose of favoring 

stunning physical properties that nowadays can be explained. For example, light 

radiation, reflecting to or transmitting through the Lycurgus Cup, behaves in two 

different ways thanks to the presence of a plasmon layer on the colloidal gold-silver 

nanoparticles surface acting as an anisotropic medium that results in its dichroic 

behavior [11,12]. On the other hand, the surprising mechanical properties of Damascus 

steel blades, such as the high tensile strength, toughness, stiffness and sharpness, can 

Figure 1. Ancient artifacts revealing nanomaterials presence. A. The Roman Lycurgus Cup (© The Trustees 

of the British Museum) made with a dichroic glass including colloidal silver-gold alloy nanoparticles, resulting 

in a green coloration when light reflects to its external surface (left) or red when light is transmitted from the 

inside of the cup (right). B. Transmission Electron Microscopy (TEM) image of a sliver-gold nanoparticle found 

in a fragment of the Lycurgus Cup (scale bar = 50 nm) [6,7]. C. A Damascus steel saber with its scabbard (photo 

by Tina Fineberg for the New York Times). D. High-Resolution Transmission Electron Microscopy (HRTEM) 

image of carbon nanotubes-encapsulated cementite nanowires found in an ancient Damascus saber (scale bar 

= 5 nm). On the image top left the Fourier transform of cementite lattice planes is also shown [8,9]. 
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be reconducted to nanowires and nanotubes presence within the alloy, and relates to 

size-dependence and behavior of material properties at the nanoscale [13]. In fact, 

several properties are closer to those of the bulk material for objects with a very large 

characteristic length, while for a nanostructured object several physical properties are 

closer to those of the material surface [14,15]. For this reason nanostructures are often 

defined as all surface, indeed showing a higher surface-to-volume ratio as feature size 

decreases [16]. The possibility to control interfacial physical properties by surface 

modifications and structural size scaling of the materials, boosted technological 

development in the last century [17] together with advances in microscopy, which from 

the beginning of the 20th century provided a way to “view” nanostructures. Abbe, in 

1873 , clarified that the diffraction limit of light microscopy would have never allowed 

the observation of structures with a size being half the wavelength of the imaging light 

[18]. In a couple of decades, such an awareness brought to development of the first 

transmission electron microscope (TEM) in 1931 before and the scanning electron 

microscope (SEM) few years later, in 1938 [19–22]. This trend reached then is climax in 

the second half of the century when further inventions such as the scanning tunneling 

microscope (STM) and the atomic force microscope (AFM) emerged allowing not only 

the imaging and the study of nanoscale objects [23,24], but enabled controlled 

nanostructures’ engineering [25]. The increasing expertise in nanomaterials synthesis 

on one hand and the availability of these (and further) new tools for their 

characterization on the other, indicated a straightforward way to the design of novel 

technologies with striking implications in several fields, including biomedicine. 

The reason why nanotechnology can efficiently meet biomedical needs resides in the 

size of biological structures (from cells to molecules). Vessels, nerves and more in 
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general cells show micrometric dimension, with their building blocks being instead 

nanometric structures [26]. Nanotechnology engineers nanostructures that interact 

with the cells-surrounding nanoworld (Figure 2). Intra ed extracellular 

macromolecules such as enzymes and proteins can reach 5 nm in diameter (such as 

hemoglobin or antibodies), the thickness of a lipid bilayer is about 6 nm, the size of a 

synaptic cleft (mammals central nervous system, CNS) is around 12 nm and collagen 

fibers show a 65 nm patterning [27–30]. This means that, for example, a 20 nm 

nanoparticle easily transits through blood vessels [31,32], crosses the blood-brain barrier 

[33–35] and traverses fenestrated capillaries or liver sinusoids [36–38]. By virtue of these 

features and thanks to the biocompatibility that can be achieved through specific 

functionalization, several nanoparticles have been approved by the Food and Drug 

Administration (FDA) for cancer therapy, drug delivery and contrast imaging [39–42]. 

Given this size paradigm, regenerative medicine and tissue engineering are also taking 

extensive advantage of nanomaterial science by controlling prosthetic implants 

physicochemical cues through nanotechnologies and nanofabrication methods [43]. 

Figure 2. Nanostructures size comparison with familiar structures size expressed in nanometers. Sketch from 

Peter R. Wich Laboratory web page (https://www.wichlab.com/research/). 

https://www.wichlab.com/research/
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Remarkable achievements in the field have been earned by controlling surface energy, 

surface charge, chemical composition and topography at the nanoscale level to 

overcome common issues related to biomaterial implantation such as surface fouling 

and contamination, material oxidation and degradation, undesirable fibrosis around 

the implant or poor specific cell-type adhesion, among others [44–50]. To replace or 

regenerate an injured organ is probably the most challenging goal in biomedicine, 

where various constrains must be taken into account; for example, cells fate is 

determined, which impedes some cell type to revert to a proliferative state once they 

are differentiated or the lack of tissue inside a lesion hampers the cavity repopulation 

and affects structural and mechanical stability if the void inside is too prominent, or 

still, organs allografts often suffer from non-self immune responses lessening 

transplantations outcome [51–53]. Tissue engineering synergistically with stem cells-

based technologies attempts to overwhelm these and other issues through 3D 

organoids, 3D scaffolds and bioartificial organs development [54–58].  In such scenarios, 

nanomaterial science has been dealing with various medical areas including 

orthopedics, dentistry, cardiology, endocrinology and neuroscience. The big challenges 

in so variegate biomedical fields are multiple, to mention one, the mechanical 

properties of target tissues: material engineers are seeking to reproduce, with artificial 

or bio-hybrid constructs, specific organs Young’s modulus, which might range from the 

0.5-1 kPa of the soft brain tissue to the 20 GPa of the cortical bone [59,60]. When soft 

materials design is required to better approach tissues mechanical properties or to 

reduce the invasiveness other problems emerge; for example, energy storage and 

power supply together with the size reduction and the flexibility of electronics within a 

wearable or an implantable device are among the major challenges in bio-nanomaterial 

science and electronic engineering [61,62]. Along with the mechanical features, 
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implantable 3D scaffolds might be either permanent or degradable, they can be filled 

with cells to compensate loss of function in the injured tissue or texturized with 

topographical or biochemical cues to mimic extracellular signaling or to elude 

immunogenic responses [63–69]. 

In last decades, the overall knowledge acquired in these areas has been favoring the 

development of biomedical devices capable of actively interacting with biological micro 

and nano worlds to manage various pathological conditions. To give some example, 

along the NANOCI European project (ID: 281056) cochlear implants (Figure 3A) 

were implemented with a 3D gel-nanomatrix functionalized with neurotrophins to 

promote neural outgrowth of nerve fibers through the scala tympani onto the surface 

of the cochlear implant electrode pad implanted in a guinea pig [70]. Lee and colleagues 

in 2016 developed a graphene-based skin patch for sensing homeostatic parameters 

such as temperature, humidity, glucose and pH. The sensor was also provided with 

polymeric microneedles that could be thermally activated to deliver drugs 

transcutaneously; this was indeed proven by automatic metformin release upon 

hyperglycemia sensing in diabetic mice, thus restoring blood glucose levels (Figure 

3B) [71]. Nanomaterial-based wireless implants for intraocular pressure monitoring 

and treatment were proposed to prevent gradual loss of vision in patients with 

glaucoma (Figure 3C) [72–74]. Even more surprisingly, an implantable soft 

optoelectronic device was recently developed to work as an artificial eye able to detect 

optical signals and to consequently trigger programmed electrical stimulation to optic 

nerves (Figure 3D) [75]. 
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Figure 3. Novel nanotechnology-based devices. A. Top image shows a prototype of the NANOCI electrode 

array. Below, two distinct sections obtained through cone-beam computed tomography (CBCT) of human 

temporal bones scala tympani implanted with cochlear implant electrode arrays (scale bars = 3 mm) [72]. B. 

Graphene-based electrochemical wearable device for sweat-based diabetes monitoring and therapy, under 

stretch condition (left; scale bar = 1 cm) and during application (right; scale bar = 5 mm) [73]. C. Sketch and 

photo of the artificial nano-drainage implant (ANDI) for glaucoma, top right scanning electron micrograph 

(SEM) shows a backside cross-sectional view of the implant (scale bar = 400 µm) [76]. D. Top left illustrates 

device design, while the arrowed inset shows a single phototransistor at the optical microscope (scale bar = 100 

µm). Below, another optical image of the whole phototransistor lens array (scale bar = 3 mm) is presented 

together with a schematic of phototransistor nanometric layering [77]. 
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1.2  Targeting the CNS 

A recent report from the World Health Organization (WHO) showed that neurological 

disorders, ranging from epilepsy to Alzheimer disease, from stroke to headache, 

including brain injuries, neuroinfections, multiple sclerosis and Parkinson disease, 

affect almost 1/6 of world’s population, thus implying a public annual cost that in 

Europe reached €139 billion in 2004 [76]. So far, therapeutic solutions have been 

investigated through drug screening, with tremendous impact on public expenditure. 

According to a study of the Tufts Center for the Study of Drug Development, the 

estimated post-approval R&D cost per new drug is around $2870 million (in 2013 

dollars) [77]. Unfortunately, drug discovery in neurology presents the lowest success 

rate along the pharmacovigilance process when compared to other medical areas [78]. 

Besides the socioeconomic burden, ethics also comes into play since several 

neuropathological disorders associate not only with acute or chronic pain sensation, 

but also dissociative symptoms, some degree of paralysis or even vegetative states, thus 

compromising patients self-awareness, their life quality and that of their relatives [79]. 

An action is required, and nano-based therapeutic interventions integrating 

physiological monitoring and real-time automated treatment may represent a 

successful alternative [69,80]. Allowing to work at a smaller spatiotemporal scale, novel 

nanotechnologies demonstrated their relevance also in basic research where the 

pathophysiology of neurological disease can be addressed with improved resolution 

[81]. CNS therapeutic targeting has long been a challenging issue in medicine, mainly 

cause the existence of physical barriers such as the blood-brain barrier (BBB), bones 

and meninges (Figure 4) [82]. Nanomedicine for the CNS is trying to contribute solving 

this problem providing ad hoc carriers that could deliver and topically release drugs, 

antibiotics or other molecules. These can be eventually loaded into or bound onto 
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nanocarriers such as liposomes, micelles, nanoparticles, dendrimers, hydrogels and 

mesoporous materials, but fancier vehicles like nanorobots have also been proposed 

[83–86]. 
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Figure 4. Schematic diagram (center left) of the five main barrier interfaces in the brain from Saunders et 

al [83]. The cellular layers forming the barrier at each interface are colored green. A. Cell layers in the 

meningeal barrier are shown; the more superficial layers are represented by dura mater and dural border 

cells (DBC). Note that blood vessels within the dura mater are fenestrated (f-BV). Just below, the arachnoid 

barrier cells (ABC) in the outer layer of the arachnoid membrane have tight junctions (tj, arrowheads) 

resulting in a barrier between the outer cerebrospinal fluid (o-CSF) in the subarachnoid space (SAS). Blood 

vessels (BV) in the SAS have also tj; bm = basement membrane, gl = glia limitans. B. The blood-brain barrier 

(BBB) is situated at the level of cerebral BV. Endothelial cells (EC) and BV are in contact through tj 

(arrowhead) to minimize the paracellular space; bm = basement membrane, PC = pericytes, AE = end feet 

from astroglial cells. C. Within each brain ventricle, the choroid plexus epithelium (CPE) forms the cell layer 

acting as BBB; CPE apical microvilli increase exchange surface of the epithelium toward internal CSF (i-

CSF). CPE barrier is supported by tj among cells (arrowhead), while BV are fenestrated and do not form a 

barrier (arrows). D. Blood vessels reaching circumventricular organs (including median eminence, pineal 

gland, area postrema, subfornical organ), have comparable permeability features to other areas of the body 

in order to allow feedback penetration of peptide hormones related to the hypothalamic-pituitary axis. CSF 

entering of these molecules is prevented by tanycytes (TC), ependymal cells connected by tj between their 

apices (arrowhead); tj between astroglial cells (GC) further block the access to CNS. E. Ependymal cells (E) 

between the i-CSF and brain interstitial space are linked by gap junctions that do not restrict exchange of 

even large molecules (solid arrows). 
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In some instances, such as traumatic brain, spine or nerve injury, pharmacological 

treatment might not be sufficient to restore physiological parameters due to the lack, 

across the lesion, of functional neural tissue as a result of trauma. Remarkably, three-

dimensional nano-scaffolds, electrospun nanofibers and injectable hydrogel have been 

used to provide ease of regeneration across and within a lesion [87,88]. In 2006, Gerald 

E. Schneider group grafted self-assembling peptide nanofiber (SAPNS) hydrogels onto 

transected visual P2 and superior colliculus areas, demonstrating visually oriented 

behavior recovery in living hamsters [89]. In lasts years other reports followed reporting 

the high potential of SAPNS technology in peripheral and central nerves injury repair 

[90–92]. In alternative studies nanofibers electrospinning has been preferred to 

approach severed nerve regeneration [88,93]. This technique provides a cost-effective 

and up-scalable solution for neural tissue engineering  [94,95]. Electrospun 

polycaprolactone (PCL) and poly-L-lactic acid (PLA) fibers have been largely used to 

achieve axonal guidance and in vivo reports showed their ability to promote nerve 

fibers regrowth over either peripheral or spinal lesions [96–98]. Noteworthy in this field 

is the work by Nguyen and colleagues, which combined these technologies to design 

3D nanofibers hydrogels, bio-functionalized with miRNAs and trophic factors, to 

provide both topic gene/drug delivery, contact guidance and mechanical support thus 

favoring injured nerves regrowth [99]. The success of 3D scaffold in neural tissue 

engineering evolved in parallel to several 3D bioprinting techniques allowing to work 

at increasingly higher resolution to fine control scaffold architectures and better mimic 

extracellular matrix (ECM) chemical and topographical composition [100,101].  For 

instance, laser-based two photon polymerization (TPP) bioprinting can achieve around 

100 nm lateral resolution, while microscale digital light processing (DLP)-based 

bioprinting offers a faster and precise alternative [102,103]. Moreover, the availability of 
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3D imaging techniques such as magnetic resonance imaging (MRI) and computed 

tomography (CT) have helped computer-aided design (CAD) to create more precise 3D 

reproductions of lesion cavities [104]. Koffler et al. in 2019, used magnetic resonance 

images of spinal injury to reconstruct in CAD and 3D print a biomimetic hydrogel 

scaffold. The resulting prosthesis, loaded with neural progenitor cells (NPCs), was 

implanted in the severed spinal cord of a rodent to restore synaptic transmission and 

locomotion [55]. 

Together with the geometrical parameters, implantable scaffolds to approach 

neurological disorders are commonly required to be electrically conductive for obvious 

reasons. Nanostructured materials have been broadly used to implantable electrodes 

design for either neural activity recording or stimulation. Carbon-based nanomaterials 

are one of the most promising in the field thanks to their high surface area, electrical 

conductivity and toughness [105]. Moreover, the outstanding physical properties of 

carbon nanotubes (CNTs) and graphene are combined with an intimate coupling 

between neuronal networks and these materials [106–110]. A particular attention has also 

been devoted to conductive polymers (CPs) which usually show very low tissue 

reactivity and appropriate mechanical properties in relation to nervous tissue [111]. 

Intrinsically CPs, such as poly(3,4-ethylenedioxythiophene) (PEDOT) and polypyrrole 

(PPy), tissue response and neural activity recording have been studied in vivo [112–115]. 

These polymers are often doped to tune their electrical conductivity along with their 

surface and mechanical properties [116]. Biomimetic molecules such as specific ECM 

components, can be included during the polymerization process either covalently, 

resulting in copolymers formation, or non-covalently, providing the implant with 

molecules of interest that can be subsequently released in the biological milieu [111]. The 
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doping paradigm has been further extended to achieve a next generation of 

biodegradable electrically conductive polymers (BECP) through either the inclusion of 

ester linkers within the electroactive oligomers or by electroactive macromonomers 

assembly, to create block copolymers and graft copolymers [117,118]. Overall, the 

synergistic collaboration among electronic engineering, material science and nervous 

system physiology is supporting the world of neuro-nanotechnology towards the 

development of various tools with astounding fallouts to basic research, diagnostics 

and therapeutics. The future aim of all these developments is to integrate all these 

features with an unprecedented level of targeting, developing patient-specific solutions 

for several CNS disorders.  
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1.3  Topographical cues of implantable devices 

As summarized above, physical and chemical properties of materials composing an 

implantable device play a pivotal role in determining tissue integration, device 

durability and its functioning. In the last three decades, a particular attention has been 

also devoted to relatively recent observations indicating that certain cell behavior 

might be elicited by topographical modification of surfaces contacting biological 

tissues. 

The very first report of “paths of predilection” during nerve cells development dates 

back to the early nineteens hundreds in the comparative anatomy essay of Prof. Ross 

G. Harrison on tissue morphogenesis [119]. The observed response of an organism upon 

a physical contact stimulus was therefore classified under the definitions of 

thigmotaxis or stereotropism and eventually further studies confirmed this behavior 

growing neuronal cells onto various patterned materials [120]. Studies on stereotropism 

soon extended to several biomedical fields showing this process to be relevant not only 

during tissue development, but also during tissue repair and regeneration, either in 

physiological or pathological conditions [121–123]. Within the CNS, glial cells as well as 

the ECM were shown to provide geometrical support for neuronal guidance, both in 

vivo and in vitro [124,125]. These evidences resulted in the emergence of mechanobiology, 

a novel field studying the conversion of mechanical forces into biochemical signals. In 

last years, the molecular machinery responsible for cellular mechanotransduction has 

been studied and major players have been identified. Cadherins/catenins-dependent 

adherent junctions (aj) and integrin/focal adhesion kinase (FAK)-based focal 

adhesions (fa) stabilize respectively, cell-cell and cell-ECM interactions, anchoring to 

the cytoskeletal f-actin (Figure 5) [126]. Both cadherins/catenins and integrins/FAK 
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signaling cascades can activate upon appropriate stimuli the Rho family of GTPases 

(Rho, Rac and Cdc42) to regulate stress fiber formation and cell contraction (Rho) and 

the formation of lamellipodia and filopodia (Rac and Cdc42, respectively) or promote 

protrusive behavior [127]. Rho GTPases subsequently activate an intracellular cascade 

through Rho-associated kinases (ROCK) to phosphorylate, for instance, the myosin 

light chain (MLC) and allow actin binding to myosin II, thus increasing contractility. 

Further protein phosphorylation by other kinases (such as Src, PAK and LIMK) create 

docking site for additional structural proteins such as vinculin, paxillin, cofilin and 

talin, thereby regulating cytoskeleton strengthening/softening and actin 

assembly/disassembly [127–129]. Moreover, these downstream signaling result in the 

crosstalk with Wnt/β-catenin and  YAP/TAZ pathways, which impact cell fate, 

proliferation, tissue regeneration and tissue morphogenesis [123,130]. Interestingly, cell 

adhesion molecules (CAMs) including cadherin/catenin and FAK/integrins but also 

nectins, neurexin-neuroligin and ephrins are fundamental for synaptic stabilization as 

they have been shown to play important role in memory, learning and plasticity [131–

134].  Evidences were also provided for CAMs direct binding to α-amino-3-hydroxy-5-

Figure 5. Representation of the front line mechano-sensing pathways of the cell [126]. A. Cells tethering to ECM 

is ensured by focal adhesions, relying on integrins-actin complexes. B. Mechanical information between 

adjacent cells is relayed by adherens junctions involving cadherins signaling to cytoskeletal actin. C. Contractile 

actin–myosin network traduces integrins and cadherins cues in tensional changes, thereby interlinking the two 

pathways. 
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methyl-4-isoxazolepropionic acid (AMPA) and γ-aminobutyric acid (GABAA) receptors 

and the control of their expression/trafficking at the synapses, supporting the idea that 

topographical information can modulate neuronal activity [135–138]. In addition, 

transcriptomic profiling of neurons interfacing nanopatterns has revealed higher 

expressions of synaptic regulation- and synaptogenesis-related genes compared to 

isolated neurons with no topographic bias; surprisingly such up-regulated expression 

profile matched that of interconnected neuronal network [139]. 

All these knowledges converged to the intuition that, surfaces micro- and nano-

patterning might be exploited not only to promote morphological and developmental 

responses at the nervous tissue interface, but also to target network physiology and 

functioning. Nowadays topography is recognized as a potential tool to ameliorate 

implant integration within the nervous tissue and several studies are trying to classify 

shape, size and stiffness signals according to the elicited cell behavior [140–143]. Indeed, 

micro and nanostructures are primarily distinguished for their topographical 

anisotropy (e.g. grooves, fibers) or isotropy (e.g. pillars, holes) which lead to different 

neuronal responses [122,141]. For instance, grooved substrata have been reported to 

promote either parallel or perpendicular contact guidance depending on pattern size 

and neuronal type. Primary spinal neurons polarize preferably parallel to grooves as 

wide as 1-4 mm in a range of grooves depth, while primary hippocampal neurons on 

the same patterns showed a more variable response, but seemed to favor perpendicular 

guidance and smallest grooves [144]. Other studies focused on pillars highlighted the 

importance of these structures in determining primary hippocampal neurons 

polarization and their ability to enhance neurite length and axonal collateral branches 

formation compared to flat surfaces [145,146]. Focal adhesion signaling was recognized 



18 
 

as a fundamental character in pillars-mediated neuronal polarization, tyrosine 

phosphorylation was enhanced at the pillar contact point and it colocalized with F-

actin patches and paxillin to recruit N-cadherins clustering, thereby initiating axonal 

sprouting onto pillar tips [147]. By studying competition between topographic and 

chemorepulsive cues, the same group shown that optimal pillars spacing signals are 

sufficient to overcome Semaphorin3A (Sema3A)-mediated repulsion of neurite 

outgrowth [148]. In the last decade a particular attention has been devoted also to carbon 

nanotubes (CNTs) and carbon nanofibers (CNFs), thanks to their reported ability to 

enhance neurite outgrowth and functional reconnection after lesion in CNS organ slice 

cultures (Figure 6) [106,149–151]. Carbon nanomaterials-based substrates usually result 

in a dense and intricate mesh of nanometric structures able to electrically and 

mechanically couple neuronal tissues. By consequence several groups have been 

addressing patterned surfaces decoration with CNTs and CNFs to integrate material 

electrical properties and nanometric feature size with microtopographical guidance 

[152–154]. As expected, among CNS cells, neurons are not the sole cell type responding to 

geometrical cues. Evidences of astroglial cells morphological changes and reduced 

adhesion in response to surface micro-patterning have been provided [155,156]. 

Interestingly, cultures of cortical astrocytes onto grooved polymethylmethacrylate 

(PMMA) were found to develop into radial glia-like cells with a pro-regenerative 

phenotype [157]. Erkin Seker’s group extensively studied cortical primary cultures 

adhesion onto nanoporous (np-Au) versus planar gold (pl-Au) showing that focal 

adhesion formation can be controlled in a feature size-dependent manner. They 

reported a significant reduction in astrocytes surface coverage onto np-Au with no 

effect on neuronal adhesion, suggesting that underlying mechanisms are cell-type 

specific [158]. Adhesion strength lowering correlated with reduced area, but increased 
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number, of astrocytic focal adhesions onto nanostructured gold [159,160]. Similar 

findings were reported after PEDOT:PTS micropatterning and in addition to increase 

neuron-to-glia ratios, attenuated gliotic response was observed by proinflammatory 

cytokines and chemokine factor profiling in vitro [161]. Indeed, microglia too can 

respond to topographical stimuli by morphological adaptation and specific cytokines 

secretion [162,163]. Surprisingly, microglia-dependent multinucleated giant cells (MGCs) 

formation and myelin phagocytosis were hampered onto PCL-based electrospun fibers 

compared to solvent casted planar films [163]. It is pertinent to mention 

oligodendrocytes and their precursors (OPCs). Topography and stiffness of the 

extracellular environment can impact OPCs and oligodendrocytes differentiation and 

guidance through mechanotransduction signaling pathways [164,165]. Moreover, micro- 

and nanofibers have been used to study myelination process in neuron-free cultures, 

highlighting oligodendrocytes ability to enwrap artificial fibers even in the absence of 

chemical cues just by defined size threshold recognition [166]. 

To stress the concept of topographical cues relevance in implant manufacturing for 

neurology, it suffice to think about the frequent requirement of electrode insertion 

within the nervous tissue. Such procedure implicates tissue damage and results in a 

series of tissue reactions leading to glial cells activation [50,167]. A potential consequence 

is represented by the formation of a fibrotic glial scar wrapped around the implanted 

electrode, increasing the impedance and progressively reducing the signal-to-noise 

ratio (SNR), thus worsening neural stimulation and recording [168,169]. As described 

before, topographical modification can be exploited to reduced undesired glial 

reactions and overcome such drawbacks.  
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Figure 6. Carbon nanomaterials -interfaced CNS organotypic slice cultures. A. (I) Two spinal cord/DRG 

organotypic slices were co-cultured onto PDMS and PDMS-CNTs 3D scaffolds. Extracellular field potential 

paired recording from the premotor region in the ventral zone was used to study functional reconnection 

between tissues. (II) Representative voltage traces of each condition highlighted a greater electrophysiological 

signal synchronization (red arrows) and increased communication between slice pairs developed on PDMS-

CNTs. (III) The extent of synchronization was estimated through cross-correlation analysis and plotted as 

percentage of correlated pairs of slices [150]. B.  Spinal cord/DRG paired slice cultures were plated onto control 

glass coverslips (top) and 3D CNFs (bottom). After 14 days in vitro (DIV) immunolabeling of neuronal 

microtubules (-tubulin III; red), motoneuronal neurofilament H (SMI-32; green), and total nuclei [4′,6-

diamidino-2-phenylindole (DAPI); blue], revealed diffuse fibers sprouting towards the neighboring slice on 

3D CNFs (scale bars = 500 m) [149]. C. (I) An organotypic culture model of lesion where the main excitatory 

entorhinal input to hippocampal dentate gyrus (DG) can be studied was interfaced to flat glass coverslips 

(control, top left sketch) and transparent CNTs carpets (tCNTs, top right sketch). Local field potential co-

recording from entorhinal cortex (EC, red traces) and DG (black traces) served to monitor electrophysiological 

entorhino-hippocampal communication through the performant pathway (PP). Maximal signals 

synchronization between EC and DG electrodes was always observed before PP transection either in control 

or tCNTs groups. Synchronization dropped dramatically in lesioned slices grown for 8 DIV onto control glass, 

whereas it was totally recovered in lesioned slices developed in contact with tCNTs (see representative traces). 

(II) Immunolabeling of neurofilament H (SMI-32; green) displayed a tremendous fiber regrowth across the 

transected area onto tCNTs compared to glass control [151]. (III) The volume of SMI-32-positive projections 

was estimated by confocal reconstruction at the lesion site confirming electrophysiological recording data [151]. 
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2. Electrical recording and stimulation of excitable tissues 

2.1  Advances in electrode design 

Neural recording and stimulation have been representing two crucial tools for the 

study and the comprehension of neurophysiological processes [170]. The firsts evidence 

of bioelectricity controlling body functions dates back to the second half of the 18th 

century (A.D.) thanks to the electrophysiological studies of Luigi Galvani and his wife 

Lucia Galeazzi on ex vivo frog neuromuscular preparations. Their observations were 

directly linked to the possibility of stimulating the frog sciatic nerve, resulting in 

muscle contraction and leg motion, using electrical charge stored in a Leyden jar (the 

oldest electrostatic capacitor) [171]. At that epoch instrumentations and skepticism 

represented the major limits, but between 1830 - 1844 Carlo Matteucci provided 

further evidences of the biological origin of electric nervous signals measuring 

physiological currents in various experimental configurations with the astatic 

galvanometer developed about a decade earlier by Leopoldo Nobili (which also 

performed the first electrophysiological recording although misinterpreting it) [172–174]. 

Hermann von Helmholtz first tried to measure the speed of nerve impulse, but for a 

more precise estimate his assistant Julius Bernstein invented the “differential 

rheotome”, a device enabling to sample signals at 10 - 20 kHz rate [175]. In such a way, 

they provided for the first time an accurate measurement of the nerve resting potential, 

action potential kinetics and conduction velocity [176]. In the same years, Richard Caton 

recorded the first electroencephalogram (EEG) from mammal scalps using a 

Thomson’s mirror galvanometer, also discovering that cerebral potentials could be 

evoked by sensory stimulation [177]. This factual framework definitely laid the 

foundations for electrophysiology research take-off. Along with the advances in 

instrumentation development, at the beginning of the XX century electrodes design 
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innovation played a pivotal role in the progression of this discipline. Great 

improvement were initially made possible by the introduction of heat-pulled glass 

microelectrodes, which were first reported in 1919 for extracellular focal stimulation 

and subsequently applied to intracellular and extracellular recordings by the half of the 

century  [178–180]. Glass micropipettes filled with proper electrolyte and connected to the 

amplifier input via platinum or Ag/AgCl wires soon became the gold standard for in 

vitro electrophysiology research. Some explanations for their extensive application are 

of course their ease of preparation and their versatility in terms of electrical resistance, 

allowing to record extracellularly single-units, population spikes and field potentials, 

to probe intracellularly single-neurons activity and later to investigate single-channels 

properties by patch-clamp methods [181–183]. In accordance with the aims of this thesis, 

focused on implantable neuroprosthetic devices, I will address exclusively extracellular 

approaches. Indeed, glass micropipettes have represented an important tool to 

monitor either single-units or the collective behavior of multiple neurons from the 

extracellular milieu in animal models in vivo, but the improvements in metal 

electrodes manufacturing from the second half of the XX century led back to a 

material-based approach [184–186]. Simple protocols for the insulation/coating of 

various metals (e.g. tungsten, platinum, stainless steel, iridium, Elgiloy™), resulted in 

manufacturing sharp, low-noise microelectrodes (particularly in the 1 - 2 kHz 

frequency range) with appropriate stiffness/rigidity for meningeal barriers and neural 

tissue penetration [187–191]. More importantly, the mechanical properties of metal 

electrodes favored also the early introduction of microwires for chronic recordings in 

freely moving animals [192]. As semiconductor microfabrication strategies rapidly 

evolved from 1980s, also silicon-based multielectrode arrays (MEAs) such as Utah and 

Michigan probes came into play [193–195] (Figure 7A, B). Soon, these designs were 
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implemented with integrated active electronics prompted by advancements in 

complementary metal-oxide semiconductor (CMOS), printed-circuit technologies and 

microelectromechanical systems (MEMS), allowing a dramatic size reduction of neural 

probes or inspiring the further development of sophisticated multifunctional 

microelectrodes [196–198] (Figure 7C). The use of transistors was fundamental in this 

process, providing the tools to increase the density of MEAs by multiplexing read out 

lines, to amplify signals at the electrode-tissue interface and to minimize power-

consumption required for logic operations, without impacting device size  [199–202]. 

Even though, the need for non-penetrating probes to reduce invasiveness and improve 

the chronic performance of implanted device became relevant. On one hand, cortical, 

epidural and subdural arrays for the CNS were made possible with the introduction of 

polymeric coatings of electronics and all-polymer electrodes [203] (Figure 7D). On the 

other hand, PNS probes evolved from invasive intrafascicular nerve electrodes to non-

penetrating cuff electrodes [204–207] (Figure 7E). Anyway, these solutions often 

represent a compromise in terms of reduced specificity towards target neurons. 

Despite the stunning progresses in implantable electrodes technology in the last 

decades, issues still remain; of major concern are the foreign body response (FBR) 

together with the mismatch between material and neural tissue. 



24 
 

 

Figure 7. Novel electrodes for recording and stimulation. A. SEM image of the 100 microelectrodes Utah 

electrode array (UEA) developed by Normann et al. 1999 for cortical vision prosthesis (scale bar = 1 mm). B. 

Michigan-type probe composed by 200 channels of close-packed silicon microelectrodes designed by Scholvin 

et al. 2016 (scale bar = 50 µm). C. Optical micrographs of two-shank silicon optrode fabricated by Schwaerzle 

et al. 2013 including laser diode chips and waveguides for optogenetic stimulation and platinum electrodes for 

neural activity recording (from left to right, scale bars = 2 mm, 500 µm). D. Optical image of the electronic dura 

mater (e-dura) designed by Minev et al. 2015 for spinal cord injury non-invasive application. It combines 

silicone-embedded electrodes, chemotrodes and microfluidics to perform both electrical and chemical 

stimulations (scale bar = 3 mm). E. Illustration of the multipolar cuff electrode conceived by Prof. Hoffmann 

group at the Fraunhofer IBMT. Ramachandran et al. 2005 integrated the technology with pre-amplifier and 

filter at the electrode site (scale bar = 500 mm). 
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The two phenomena are strictly interconnected and can be overall reconducted to (1) 

chemical, (2) biological and (3) mechanical origins [208]. (1) When an electrode is placed 

in the nervous tissue is by consequence submerged in an electrolyte, i.e. the 

cerebrospinal fluid (CSF) or more in general the extracellular milieu. This event 

enhances redox reactions potentially leading to corrosion, delamination, or 

progressive deterioration of coatings [196] (Figure 8A). Importantly, electrode 

insertion inevitably leads to BBB impairment, provoking vascular disruption with 

prominent release of iron, which in turns promotes Fenton’s reactions known to 

increase oxidative damage [209,210]. Moreover, events such as biofouling, resulting from 

the absorption of biological material can further compromise electrode stability [211,212]. 

(2) The lasts two scenarios can be somehow reconducted to a biological origin even if 

the consequent electrode impairment is actually driven by chemical reactions. Along 

with the afore-described effects, tissue penetration by a foreign body severs the tissue 

integrity. Tissue reactivity activate microglia and astrocytes, with increased 

proliferation and changes in their morphologies, ultimately resulting in electrode 

encapsulation by a fibrotic/gliotic scar [50,168,208] (Figure 8B). (3) The mechanical 

mismatch caused by elasticity differences between most materials (Young’s modulus 

in the GPa range) and the soft brain tissue (Young’s modulus kPa), is chronically 
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observed during micromotions of implanted electrodes [186,213,214] (Figure 8C). This 

persistent tissue stress enhances neuroglial activation and foreign body reaction [208]. 

Figure 8. The material mismatch issue. A. SEM of polyimide-coated tungsten microelectrodes pre-

implantation (left) and post-implantation (7 days, right). Tip darkening and reduced volume represent signs of 

corrosion (scale bars = 50 µm). Idil and Donaldson 2018 reviewed the oxidizing effects of human physiological 

environment against tungsten. B. Polikov et al. 2006, proposed an in vitro model to study glial scarring of 

neural electrodes (left and middle). Their fluorescent micrographs display astrocytic (green) and microglial 

(red) cells wrapping up microwire electrodes after 10 DIV (scale bars = 100 and 50 µm respectively). On the 

right, a similar result after chronic MEA implantation in the rabbit cortex is reported by Marin and Fernandez 

2010. Astrocytes (red) are densely packed around electrode track while neuronal nuclei (green) remain apart 

(scale bar = 50 µm). C. Two intuitive charts, reproduced from Hong and Lieber 2019, show the tremendous 

differences of elastic moduli and bending stiffness among most materials and brain tissue, highlighting the 

potential of hydrogels, polymers and mesh electronics for novel neural technology development. 
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All together, these events seriously compromise chronic recording and stimulating 

capabilities, usually by increasing electrode impedance thus reducing the charge 

transfer at the electrode-electrolyte interface (EEI) [215]. Chemical and biological 

responses against implanted devices can be fairly contained by surface 

functionalization through bioactive/biomimetic molecules, drugs or inert materials, 

used as protective coatings [208,210,216,217]. The introduction of highly corrosion resistant 

materials, such as amorphous silicon carbide, represented an alternative and valid 

strategy [218–220]. Comparably, surface topographical and geometrical modifications, 

together with electrodes size reduction, also are extensively adopted methods to limit 

protein absorption and biofouling [221,222]. As mentioned in the section 1.3 

“Topographical cues of implantable devices”, micro- and nano-topography have been 

used to reduce glial adhesion and reactivity, and a size range of the probes exists to 

elude FBR [161,208]. To face the mechanical mismatch instead, the bending stiffness is 

often addressed through shank probes thinning, to reduce rigidity during micromotion 

and ameliorate compatibility [196,197]. The choice of new materials mechanically 

compliant with the nervous tissue is also important, liquid crystal polymers (LCP), 

conductive polymers and polymers composite became a trend for implant design 

[203,223–225]. Either flexible or rigid organic field-effect transistors (OFET) for high SNR 

(≥ 20 dB) recordings and stimulation were developed for both in vitro and in vivo 

applications [201,226,227]. Conductive hydrogels electrodes have also been explored with 

successful results [228,229]. Other promising achievements have been reached by Charles 

Lieber’s group, which proposed in the last years syringe-injectable mesh electronics for 

chronic implant design [230–232]. To conclude, interesting overviews of new technologies 

recently provided by Polina Anikeeva and collaborators, included microfluidic- , 

optogenetic- and ultrasound-based probes to address neural behavior [196,198]; a 
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particular mention is reserved to the research made towards magnetic sensors for 

completely non-invasive recording of neurophysiological activity, which might 

represent an unprecedented breakthrough in neuroprosthetic [233–235].  
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2.2  Potential of electrical stimulation in biomedicine: electroceuticals 

The presence of CNS physical barriers complicates the delivery of several chemical 

compounds for therapeutic purposes and at the same time, it limits to a certain extent 

the use of body fluids-based diagnostic tests to enquire into CNS health state 

(nevertheless important advancements have been done also in this field) [236,237]. Thus, 

provided that diagnosis and treatment of several neurological disorders can be tackled 

from an electronic perspective, neurobiology may benefit from nanomaterials and 

nanotechnologies to design new approaches [81,238]. Importantly, not only the CNS, but 

essentially all organs and body functions are regulated through neuronal circuitry, 

namely by the autonomic nervous system (ANS), divided in sympathetic and 

parasympathetic nervous systems (thoracolumbar and craniosacral outflows 

respectively; Figure 9) [239]. Therefore, intercepting these axes at the nerve fibers level 

could be exploited also for therapeutic intervention of homeostatic, metabolic, and 

Figure 9. Organs innervation by the autonomic nervous system (ANS). Not only the CNS, but also the PNS is 

increasingly considered as a potential target for neurological and non-neurological diseases. Sketch by Phillip 

Low, MD (https://www.merckmanuals.com). 

https://www.merckmanuals.com/
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endocrine disorders. Moreover, pharmacodynamics and pharmacokinetics of existing 

drugs display a dramatic interpersonal variability due to genetic polymorphisms 

among populations, complicating the design of treatments [240,241]. This drawback 

might be overcome, in some cases, by electrical stimulating approaches acting on 

nerves or excitable targets, where responses are mediated by patterns of action 

potentials that can be reshaped to elicit healing effects. 

As a matter of fact, electrical stimulation has long been identified as a precious tool for 

several conditions. Historically, Scribonius Largus (1 - 50 A.D.) was likely the first 

physician proposing, in his Compositiones medicamentorum, the electrotherapy to 

relief headache and gout pain by using the shock of a torpedo ray; eventually such 

healing effects were further investigated and extended to other conditions [242]. To date, 

the most familiar electrical stimulators are probably the artificial cardiac pacemakers, 

introduced as early as 1932 and having since then experienced a continuous evolution 

with a tremendous impact in patients life expectancy [243]. Likewise, also non-fatal 

conditions such as deafness and blindness took advantage of the technological progress 

in sensory deficits restoration through cochlear implants and visual prosthesis [244–246]. 

By the end of the XX century, deep brain stimulation (DBS) was approved for 

Parkinson’s disease cognitive and motor symptoms relief, and subsequently it went to 

trial for other neurological and neuropsychiatric disorders, including epilepsy [247,248]. 

Interestingly, closed-loop electrical modulation/recording approaches have recently 

provided a relevant contribution to spinal cord injury (SCI) neurorehabilitation [249,250]. 

Epidural electrical stimulation was proven to induce rhythmic hindlimb movements in 

animals, leading to partial recovery of locomotion [251,252] and strong evidences support 

spinal cord stimulation efficacy in chronic pain treatment [253,254]. Indeed, in the last 
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decade, governments, academia and industries increasingly invested in the 

development of therapies exploiting electrical stimuli delivery to excitable tissues 

[255,256]. A number of electroceutical products were recently developed, entered clinical 

trials, and reached the market after governmental approval (Table 1). Among the 

different stimulation  targets, vagus nerve has been successfully addressed and thus far 

represents the most successful in several conditions. Hence, a rationale is required to 

construct appropriate solutions [257]. Since the very end of the XX century, vagus nerve 

stimulation (VNS) was shown to be an effective treatment for epilepsy, but researches 

on the exact mechanisms are still ongoing [258–260]. A remarkable role in the field of 

vagal axis physiology has been fulfilled by Kevin J. Tracey and collaborators which 

showed how VNS attenuates tumor necrosis factor α (TNFα), interleukin 6 (IL-6 ) and 

others pro-inflammatory cytokines release from macrophages acting on α7 nicotinic 

receptor, thus preventing a wide range of inflammatory diseases [261,262]. The so called 

“cholinergic anti-inflammatory pathway” can be recruited by electroceutical 

stimulators for therapeutic purposes in the case of rheumatoid arthritis and Chron’s 

disease, and further solutions will be available also for acute inflammatory conditions 

(e.g. septic shocks) [263–265]. Comparably, studies have described that ANS 

neuromodulation could be an effective solution for gastrointestinal and eating 

disorders [266]. In a recent work of Guyot et al. targeted with micro-cuff electrodes the 

proximal sympathetic efferent to the pancreatic draining lymph nodes to prevent T 

cells-mediated autoimmune diabetes progression in mice, paving the way for new 

therapeutic solutions for type 1 diabetes [267]. Ascending sympathetic pathways to the 

pineal gland were also modulated by electrical stimulation of ascending superior 

cervical ganglia to foster N-acetyl serotonin and melatonin levels, for neuroprotection 

in circadian rhythm disorders [268]. A number of in vitro studies are contributing to 
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characterize electrophysiological and molecular responses to various electrical 

stimulation protocols, to address nerve remyelination, tissues regeneration, cell 

differentiation and immunomodulation [269–271]. Therapeutics is looking forward to 

new strategies that would adapt to impairing conditions where surgical or 

pharmaceutical approaches failed, and electronic medicine seems to be an optimal 

candidate to tackle this challenge. 

In the digital era, electroceuticals will also result in multifaceted devices enabling 

continuous monitoring of physiological parameters that could be directly accessed by 

the specialized physician to provide patient surveillance on a daily basis; remote device 

control will be feasible and closed-loop neuromodulation systems could be tuned ad-

hoc in real-time [272]. Limitations of course exist also for electroceuticals: CNS mapping 

Table 1. List of some electroceutical devices present in the market. To date the Food and Drug 

Administration (FDA) approved several electrical protocols for the treatment of mild and severe disturbs 

and the European Medicines Agency (EMA) is aligning to this trend. 
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remains a challenge that deals with the ability to individually address bunch of neurons 

within specific regions in a durable and reliable way and with minimal invasiveness; to 

avoid cross-talks with nearby regulatory loops, several physiopathological mechanisms 

still need to be fully dissected.   
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3. In vitro approaches to nanomaterials and device testing  

3.1  Dissociated cultures  

Throughout the 19th century it was widely agreed that all organisms with their organs 

and tissues were composed by cells [273]. Nevertheless, according to the reticular theory 

supported also by Camillo Golgi the brain was thought as an exception and it was 

described as a single continuous network. Santiago Ramón y Cajal, who refined the 

histological techniques of the epoch developed right by Golgi, suggested that individual 

neurons form a contiguous network (at the synapse level), arising the so-called neuron 

doctrine [274]. In such a disputed scenario, Prof. Ross G. Harrison attempting to support 

the neuron doctrine, produced the first (“hanging drop”) neural cultures where he 

observed neurites outgrowth from neuronal somata [275]. The comprehension that 

neuronal cells and network can be developed and studied in culture prompt the design 

of new tools to grow cells and tissues in vitro [276,277]. 

Since their earliest years, long-term culture preparation from dissociated tissues were 

recognized as a crucial tool to dissect at the cellular level basic mechanisms inherent 

to various physiological and biomedical issues [278]. A large amount of work was made 

to optimize growth conditions and maintenance, providing standardized protocols to 

favor reproducibility and comparability [279–282]. Remarkably, neurospheres 

introduced by Reynolds and Weiss in 1992 allowed cells passaging by continuous and 

symmetrical division of a stable niche of multipotent cells. The resulting neural 

progenitor cells which can be stored after freezing and expanded in culture, provided 

a valuable tool to abate animal use in neurobiology research [283–285]. A comparable 

impact was produced by the introduction of novel immortalization protocols, such as 

telomerase gene overexpression and induced pluripotent stem cells (iPSC) technology, 
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which permitted also human biopsied cells to be studied long-term after in vitro 

development [286–288]. Nonetheless, genetic and epigenetic stability can be seriously 

compromised in the aforementioned models and therefore primary cultures with 

defined genetic background are often preferred [289,290]. Dissociated cultures from 

various rodent CNS regions of late embryonic or newborn pups have been extensively 

studied and embody to date the benchmark to compare physiological and biophysical 

properties of single neurons and networks during development [291,292]. Certainly, 

neurodegeneration and neural tissue regeneration represent two major topics in 

neurobiology, which features can be faithfully reproduced in vitro (Figure 10A) 

[269,293,294]. Events such as synaptogenesis and plasticity are easily and reliably observed 

through electrophysiological means or fluorescence microscopy in developing 

neuronal cultures (Figure 10B) [295–298].  

Figure 10. Immunofluorescence on 

primary hippocampal cultures. A. 

Neuronal damage upon non-

biocompatible metallic nanostructures 

exposure (right) can be easily observed 

in vitro. Primary dissociated cultures 

represent the first line screening for 

safe biomaterial identification (scale 

bar = 60 µm). B. Nanopatterned 

electrodes surfaces (right) are able to 

promote neurite elongation and 

synapse formation compared to flat 

surfaces (left) as shown by the greater 

neuronal processes (red) and synaptic 

protein clusters (green) densities (scale 

bar = 25 µm). 
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Noticeably, also the design of safe and targeted neurostimulation protocols has 

beneficiated of fundamental observations in primary dissociated cultures [299,300]. Stern 

and colleagues for example studied the chronaxie of cultured hippocampal neurons 

grown in oriented patterns; network pharmacology and rotating electric field 

application were used to derive the strength-duration curves and led to the observation 

that, given their lower rheobase with a slightly higher chronaxie, dendrites could be a 

more suitable target for action potential stimulation compared to axons which require 

higher currents [301]. Also, exogenous electric fields are known to be effective, under 

certain circumstances, in promoting fiber regrowth and remyelination of impaired 

peripheral and central nerves, and co-cultures of primary dorsal root ganglia (DRG) 

and oligodendrocytes / Schwann cells were essential to elucidate the molecular 

mechanisms underlying such processes [269,270,302,303]. Ishibashi and co-workers shed 

light on the phenomenon demonstrating that as a result of electrical stimulation, the 

ATP released from the axons of an excited neuron activates purinergic (P2) receptors 

on astrocytes thereby promoting the release of the cytokine LIF (leukemia inhibitory 

factor) which in turn, acting on mature oligodendrocytes, promote dorsal root fibers 

remyelination [304]. As in the latter case, the combination of different primary cells in 

co-culture has been exploited to gain insight on the contribution of the various cell-

types to physiological and pathophysiological processes within the neural tissue. From 

such studies emerged that support cells are crucial characters in regenerative processes 

for examples: in adult rat with spinal cord lesion, Schwann cells or microglial cells 

grafted at the injury site are known to promote partial axon regrowth, but with co-

cultures of Schwann cells and DRG neurons it was demonstrated that microglia co-
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grafting or microglia conditioned medium enhance DRG fiber regeneration in vitro 

(Figure 11) [305–307]. In an electrophysiological study the impact of cell replacement 

therapy was further addressed in co-cultures of NPCs and postnatal hippocampal 

neurons where, functional NPCs maturation was speeded up by the presence of spiking 

hippocampal neurons [308]. On the other hand, co-cultures and tri-cultures of neuronal, 

astrocytic, and microglial cells are nowadays considered a reliable model to observe 

neuroinflammatory processes at the molecular level [309,310].  Importantly, in vitro 

single cell electrophysiology methods have long been, and still are, considered a 

fundamental step for pharmacological screening process. On a par with that, 

nanotechnologies are considered xenobiotics and by consequence, their testing also 

requires meticulous electrophysiological validations [311,312]. 

Figure 11. DRG explant outgrowth (scale bar = 1 mm) [307]. A. DRG grown onto poly-L-lysine (PLL) coating. 

B. DRG grown with microglia conditioned medium (MCM). C. DRGs grown in the presence of microglia. D. 

Similarly, DRGs in culture exposed to Schwann cells (SC) showed a comparable fiber outgrowth. E. The 

combination of Schwann cells and microglia conditioned medium increased explanted fibers length. F. Co-

cultured Schwann cells and microglia added to DRG explants elicited the greatest fibers outspreading. 
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Indeed, the hike in nanomaterials supply to neural technologies development, has 

created a demand for first-line screening tools to assess toxicity of nanostructures and 

to monitor cell behavior over mesoscopic systems [313]. The advent of outperforming 

materials showing particular physical properties (e.g. piezoelectricity, bolometric 

response, hygroscopicity, magnetoresistivity, superconductivity etc.) encouraged the 

characterization of their interaction with neuronal networks for neural engineering 

approaches. For instance, carbon-based materials such as graphene and carbon 

nanotubes, demonstrated to intimately interact with developing neurons in vitro, 

influencing synapse formation, plasticity and neurotransmission [107,110,314–318]. Indeed, 

high-SNR recordings and efficient stimulation have been succeeded using these and 

others nanostructured materials [319–322]. By consequence, the combination of such 

nanotools resulted in CMOS and FET technologies which already demonstrated their 

efficacy in vitro, and that will be soon available for the design of new biomedical 

devices capable of an unprecedented resolution [323–327].  
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3.2  Organotypic cultures  

Studies on dispersed CNS cells in culture undoubtedly lays the groundwork for 

whatever study that would attempt to reach the in vivo application, but, unfortunately, 

much more is needed to reproduce some whole-organism feature such as three-

dimensionality, including cells embedding into ECM, cyto- and histo-architectures, 

vascularization, metabolic zonation and others [328–331]. Brain slices prepared with an 

appropriate anatomical rationale are considered for this reason the best tool to bridge 

the gap between in vitro and in vivo models [332,333]. Two main types of tissue slice 

preparations consist in short-term survival acute slices (usually from 

postnatal/juvenile animals) and long-term organotypic slices cultures (usually 

prenatal or early postnatal animals). It was around 1920s that the expression 

“organotypic” first appeared in the scientific literature and it refers to the possibility to 

maintain ex vivo morphological and cytoarchitectural aspects representative of the 

organ tissue in vivo [334]. Most of complications in the setup of a reproducible 

methodology for organotypic slice cultures from the nervous tissue, emerged from 

their high metabolic demand, which in vitro is poorly supplied due to the absence of 

blood flow. 

The earliest attempts to obtain nervous tissue cultures are attributed to R. G. Harrison 

with his “hanging drop” methods allowing explants survival just for a couple of days 

[275]. Subsequently, in 1925 A. Maximow, who coined the term “organotypic”, developed 

the “double coverslip” (a.k.a. “lying drop”) method, with extended explant survival 

during culture [334]. As such, this latter approach remained for decades the most 

suitable for neurobiology research and it resulted in the pioneering works of M. B. 

Bornstein, E. R. Peterson, S. M. Crain and M. R. Murray on myelination and 
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bioelectrical activity in developing CNS organotypic cultures [335–337]. By second half of 

the century further refinements of the method, allowing long-term culturing, were 

proposed as the: in oculo method, roller-tube method (dynamic) and the interface 

method (static) [338–340]. The latter two are currently the most used, allowing a greater 

tissue flattening which is convenient for microscopy and electrophysiological studies 

[339,340]. As a consequence of the flattening better oxygenation and nutrient supply are 

guaranteed, thus allowing explants perpetuation for months in vitro (Figure 12) [341]. 

Overall, these features make organotypic slice cultures a perfect candidate to model 

CNS development or disease, study neurodegeneration and neuroinflammation, 

evaluate xenobiotics and nanomaterials biocompatibility and more [342–345]. Long-term 

cultures of nervous tissue have been prepared from various CNS regions including 

Figure 12. Transversal section of an embryonic spinal cord grown as organotypic slice culture for two months 

with the roller-tube method. The slice was immunolabeled for neuron-specific cytoskeletal components (β-

tubulin III, red), motoneuron-specific neurofilaments (SMI – 32, green) and nuclei (DAPI, blue; scale bar = 

600 µm). 
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cortex, cerebellum, hypothalamus and substantia nigra, but hippocampal and spinal 

cord slices certainly remain the most common models [339,346–349]. Slice co-cultures 

from neighboring and anatomically-related structures, are fairly used as well, and 

served to investigate axonal sprouting, target-dependent fiber regrowth, de- and re-

myelination processes and developmental changes in neuronal networks [350–356]. In all 

cases, the recognition of defined anatomical structures is the starting point to isolate 

specific circuitry and therefore, different cuts can lead to the preservation of different 

networks to be studied in culture. Good examples are found in the hippocampal or 

entorhino-hippocampal slices where cutting angle choice is crucial to maintain intact 

portions of the main pathways in the hippocampal formation (e.g. perforant path, 

mossy fibers and Schaffer collaterals) [357–359]. Comparably, spinal cord slices obtained 

by transversal or longitudinal sectioning result in two different models, being the 

former more suitable for sensory inputs and interneuronal circuits investigation, while 

the latter more appropriate for spinal lesion modeling and/or to study propriospinal 

fibers involved in locomotion [354,360–362]. Organotypic explants retaining tissue-

resident and specialized cell populations are crucial to gain insight on the interplay 

between neurons and supporting cells in both physiological and pathological 

conditions [363]. For example, astrocytes active role in sustaining neuronal activity and 

synchronization through Ca2+ signaling have been observed in organotypic cultures 

[364,365]. Also, microglial and astrocytic cells reactivity can be easily induced in such 

models in a way that neuroinflammation can be studied long-term, as shown for 

cerebellar, hippocampal and spinal cord slice cultures (Figure 13A) [366–368]. Similar 

reports highlighted the presence of oligodendrocytes and observed myelin sheet 

formation in several organotypic models in vitro (Figure 13B-D) [367,369,370]. 
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In this scenario, neuro and nanotechnologies are finding an appropriate milieu where 

their properties can be elucidated in models with an increased complexity, reminiscent 

to some extent of what is observed in vivo. For example, potential nanoparticles 

cytotoxicity must be finely assessed before their applications for drug delivery or as 

contrast agents. In hippocampal slice cultures it has been shown how microglial uptake 

of superparamagnetic iron oxide nanoparticles is fundamental to prevent cell deaths 

Figure 13. Micrographs demonstrating supporting cells activity within organotypic slice cultures. A. Confocal 

Z-projection of two organotypic spinal cord slices before (left) and after (right) 6 hours exposure to a 

proinflammatory cytokine cocktail; microglial cells activation can be observed by Iba1 labeling (in red), while 

reactive astrocytes are shown by GFAP (in green; scale bar = 50 µm) [368]. B. Electron micrograph cross-sections 

of myelinated fibers in two organotypic hippocampal slice culture after 7 DIV (left) and 21 DIV (right); circular 

electrodense structure corresponds to the compact myelin sheath (scale bar = 1 µm) [369]. C. Calbindin-positive 

Purkinje neurons (cyan) found in a cerebellar slice is co-labeled with anti-MBP (myelin basic protein, green) to 

visualize myelinated axons (scale bar = 25 µm) [370]. D. Confocal reconstruction of SMI-32-positive motoneurons 

(green) in an organotypic spinal cord slice culture; anti-MBP (red) co-labeling of myelinated motoneuronal 

axons is visible (yellow; scale bar = 50 µm) [355]. 
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of hippocampal neurons [371]. Similarly, in an in vitro model of traumatic spinal cord 

injury (SCI) using organotypic spinal cords, it has been shown that gold nanoparticles 

injected within injury foci are rapidly sequestrated by reactive microglia, thus reducing 

nanoparticles availability as potential vector for therapeutic approaches [372]. Another 

study on lipopolysaccharide (LPS)-treated hippocampal slice cultures, showed that 

microglial fate was reverted to an anti-inflammatory (M2 polarized) phenotype by 

administration of retinoic acid-loaded polymeric nanoparticles, resulting in the 

substantial recovery of neuronal survival [373]. In our lab similar topic has been tackled 

for many years and research using organotypic models unraveled the unique properties 

of nanocarbon materials and textured substrates at the interface with the neural tissue.  

In organotypic spinal slices, Musto et al. observed that upon exposure to small-

graphene oxide (s-GO), ventral interneurons activity is downregulated conversely to 

what usually observed during neuroinflammation, paving the way for new therapeutics 

[368,374]. Moreover, microglial cells were shown to scavenge s-GO with time in culture; 

this occurred in the absence of proinflammatory markers such as astrocytes reactivity 

and neuronal damage [375]. Importantly, we previously, showed that tissue explants 

accept and integrate other carbon-based nanostructures with no cytotoxic effects: 

multi-walled carbon nanotubes (MWCNT) meshwork provided an anisotropic 

environment able to enhance nerve fibers elongation out of a spinal cord explant in 

vitro, the same behavior in segregated double-slice co-cultures onto 3D-carbon 

nanofibers (CNF) led to the functional reconnection of spinal slices, as shown by 

increased field potentials synchronization [106,149]. A comparable study using 3D-PDMS 

vs. 3D-PDMS-CNT scaffolds resulted in the same observations, thus motivating the use 

of such nanostructures for 3D neural-interfaces engineering [150]. The CNT potential of 

promoting fiber regrowth and tissue reconnection across a gap have been further 
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explored in our lab in a lesion model of the entorhino-hippocampal complex in slice 

cultures [151]. Interestingly, Yu and colleagues fabricated a CNF-based MEA that they 

used for electrophysiological recording and stimulation in organotypic hippocampal 

slices [376]. The great advantage of using long-term organotypic cultures for neural 

device testing has been proven by Stoppini and colleagues since the beginning of the 

century, and it led to the design of multi-site platforms with an unexpectedly high 

spatiotemporal resolution [377–379]. Constant monitoring of cultured CNS explants 

electrophysiological activity has been achieved with transistors arrays manufactured 

with microfabrication technologies and CMOS-based high density MEA, chronically 

interfaced to organotypic hippocampal slices, were used to reliably produce multiple 

single-unit recordings for months in vitro [380,381]. Thanks to these and other 

advancements neurotechnologies are increasingly drawing industries attention and 

gaining public consent, with a potential economic impact to the sector, that will 

hopefully lead advanced device to clinical testing and eventually to enter the market. 
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4. Spinal cord: a yarned target 

4.1  Spinal cord anatomy 

First testimonies of physicians showing particular consideration to spinal cord 

functions date back to XX century B.C. with the Edwin Smith Papyrus [382]. After that, 

Galen of Pergamum (II A.D.) provided the first description of its gross anatomy, and 

studies advanced thanks to the contribution of several scientists that elucidated various 

tracts in the mammalian spinal cord [383,384]. This keen interest translated after some 

time to the meticulous works of Flatau, which first recognized laminar patterns in 

thick, transverse sections of spinal cord, but also of Rexed and Scheibel who produced 

a detailed description of laminae subdivision and their fine cyto- and dendro-

architecture [385–389]. According to these and subsequent studies, spinal cord 

architecture can be to date illustrated across two main axes: (i) longitudinal and (ii) 

transversal. 

Spinal cord is the caudal extension of the CNS responsible for conveying sensorimotor 

information between the body and the brain, in either controlled or autonomic fashion. 

Conversely from the brain, the white matter in the spinal cord is found in the outermost 

part of the tissue surrounding the grey matter throughout its length [390]. In vertebrates, 

it is encased inside a number of vertebrae, which intercalate with the intravertebral 

fibrocartilage to provide mechanical protection and flexibility. According to its 

longitudinal axis, it is rostrocaudally subdivided in four major regions: cervical, 

thoracic, lumbar, and sacrococcygeal. Cervical and lumbar portions are characterized 

by two enlargements that are justified by denser motoneuronal populations in the grey 

matter, controlling upper (cervical) and lower (lumbar) limbs motor outputs [391]. 

Sensory signals from the periphery enter instead at each of the aforementioned 
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rostrocaudal segments through the intervertebral foramen, where DRG have formed. 

These primary afferent fibers are divided into three main categories: Aα/β, A and C 

fibers. Still along the longitudinal axis, ascending and descending (or bidirectional) 

pathways enable the communication with the brainstem and the brain, while 

propriospinal pathways mediate information transfer within the spinal cord at various 

levels. These pathways run in the white matter entering or exiting the spinal cord at 

various levels, resulting in a decrease density of the white matter in the rostrocaudal 

direction. Indicatively, ascending pathways transmit sensory cues and visceral 

information to supraspinal centers, while descending pathways convey motor 

commands and tune spinal reflex mechanisms (propriospinal pathways integrate and 

modulate all these functions) [392,393]. Anyway, for a proper understanding of ascending 

and descending tracts circuitry, the observation of the spinal cord in its transversal axis 

is mandatory (Figure 14A). In this regard, the spinal cord can be subdivided in two 

symmetrical halves along the median-sagittal plane, coincident with the anterior and 

posterior median fissures; the two hemispheres are connected by a pair of transverse 

commissures (anterior and posterior). On the lateral sides of the spinal cord ventral 

and dorsal roots emerge from anterolateral and posterolateral sulci to form spinal 

nerves [391]. Still, considering the spinal cord cross section, the white matter can be 

partitioned into dorsal, dorsolateral, lateral, ventrolateral and ventral funiculi, where 

myelinated ascending and descending fibers are located (Figure 14A). On the other 

hand, the grey matter is conventionally subdivided into a dorsal horn, intermediate 

grey and ventral horn, plus a centromedial area embracing the central canal (central 

grey; Figure 14B). Within these areas, appropriate stainings permit laminar pattern 

observation (Figure 14B); as first proposed by Rexed, lamina I is the most dorsal and 

it is considered a major source for supraspinal projections. In the dorsoventral 
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direction, it is followed by lamina II (divided in outer and inner portions) and lamina 

III, all receiving primary afferent inputs that are then redirected to ascending pathways 

to process sensory and visceral information. Lamina IV is still part of the dorsal horn, 

from here dendrites extend to laminae I – III, but also provide input to ascending 

spinal pathways; two interruption  exist in this lamina at the T1 – L3 and C1 – C6 levels, 

corresponding respectively to the dorsal nucleus (Clarke’s column) and the internal 

basilar nucleus. Laminae V and VI are found at the boundaries with the intermediate 

zone and are both divided in two (lateral and medial) portions. Lamina V neurons 

possess dendrites extending to both dorsal and ventral locations (laminae II, III and 

VII). Lamina VI instead, is only observable in cervical and lumbar enlargements, 

propriospinal neurons here mainly receive afferents from group Ia muscle spindles, 

but also from interneuronal networks involved in reflex pathways. Lamina VII 

corresponds to the intermediate/ventral zone, where most of premotor interneurons 

are located. These latter projects to motoneurons in lamina IX and by consequence 

they are modulated by descending pathways from the brain controlling motor 

functions. From lamina VII, projections to supraspinal centers were also observed. 

Importantly, in this lamina, several spinal nuclei were identified at different 

rostrocaudal extents: central cervical nucleus (C1 – C4 segments), sacral 

parasympathetic nucleus (S1 – S2), intermediolateral nucleus (T2 – L2), sacral dorsal 

commissural nucleus (L6 – S4) and sacral precerebellar nucleus (S1 – Co3). Lamina 

VIII neurons are heterogeneously represented in the rostrocaudal direction, they 

project dorsoventrally in the grey matter, but also in the white matters at the very 

boundary with the grey. These ascending and descending projections represent 

propriospinal fibers, that, together with commissural fibers to the contralateral ventral 

horn and to supraspinal centers, play a crucial role in motor activity coordination. 
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Lamina IX is the most ventral and it is mainly populated by somatic, larger α- and 

smaller -, motoneurons; nevertheless, a number of β-motoneurons and small 

interneurons can be identified as well at this location [394–396]. Spinal motoneurons are 

usually referred as lower motoneurons and are cholinergic (in contrast with upper 

glutamatergic motoneurons), their distribution within this lamina varies according to 

the rostrocaudal axis and by consequence their segmented organization has led to the 

definition of distinct motor columns (Figure 14C): medial motor column (MMC), 

lateral motor column (LMC), hypaxial motor column (HMC), preganglionic column 

(PGC), spinal accessory column (SAC) and phrenic motor column (PMC) [397]. It is 

worth to note, as recent studies showed, that also the different interneuronal subtypes 

are distributed in a similar segmental organization along the longitudinal axis, 

motivating further investigations on these cell types within spinal circuitries [398]. 

Finally, lamina X is located around the central canal, with its neurons showing two 

main kind of dendroarchitectures (dorsoventral and rostrocaudal). In this region, 

somatic and visceral afferents convey nociceptive sensations and projections to 

supraspinal centers are present together with propriospinal fibers at all levels. Lamina 

X is in fact the seat of the intermediomedial nucleus and a part of the intercalated 

nucleus, both involved in gathering autonomic information from visceral organs 

[394,395]. 
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Although a general overview of spinal cord anatomy can be easily provided, inter- and 

intra-species differences exists at the fine cytoarchitectural levels, and therefore they 

must be considered for any experimental design. 

  

Figure 14. Schematic representations of spinal cord architectures. A. A Sketched cross-section of the spinal 

cord white matter illustrating the localization of some descending (red) and ascending (blue) tracts at different 

funiculi; bidirectional pathways (black) are instead found at the boundary between white and grey matters 

(adapted from Wikipedia). B. Drawing of a spinal cord hemisphere depicts the grey matter laminar subdivision 
[398]. C. Scheme of the longitudinal organization of motor columns within the grey matter in the ventral horn [397].  
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4.2  Spinal cord injury 

According to WHO statistics, worldwide up to half a million people suffer each year 

from spinal cord injury (SCI). These include both traumatic and non-traumatic 

injuries, with the first group representing the majority of the cases [399]. Spinal lesions 

are anyhow heterogenous in nature depending on the localization (Figure 15A), but 

also on the type and size of the lesion. The American Spinal Injury Association (ASIA) 

published in 1982 the first “International Standards for Neurological Classification 

of Spinal Cord Injury” to assess lesion severity based on four criteria: (1) sensory and 

motor levels, (2) ASIA impairment scale, (3) completeness of the lesion and (4) zone 

of partial preservation for complete lesions; importantly, these guidelines have been 

continuously revised and updated until today [400,401]. As reported in an MRI study by 

Bunge and colleagues, the type of SCI can be also classified in at least four pathological 

correlates: contusion cyst, cord maceration, cord laceration and solid cord injury 

[402,403]; contusion lesions (Figure 15B) are the most commons and they can be easily 

reproduced in animal models [403]. The biological response to spinal lesions has been 

extensively investigated and it includes a primary injury usually of traumatic origin, 

followed by a delayed and prolonged secondary injury which can last from hours to 

years (Figure 15B). By consequence, such stages are commonly divided in four 

phases: (1) immediate phase, (2) acute phase, (3) intermediate phase and (4) chronic 

phase [404]. Within the first 2 hours after the primary lesion, the immediate phase 

occurs mainly caused by local hemorrhages and edema. Indeed, at a systemic level, 

after a very first increase in blood pressure, prolonged hypotension is always observed 

likely due to reduced blood volume. Swelling and bleeding produce an ischemic 

environment rapidly resulting in oxygen (and therefore ATP) deprivation, which 

exacerbates necrosis and exposes neurons to others, non-apoptotic, cell deaths [405–407]. 
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Moreover, resident microglia reactivity rise in minutes after traumatic injuries, leading 

to phagocytic and pro-inflammatory phenotypes as commonly shown by chemokine 

(e.g. IL-8 and CCL2) and cytokine (e.g. IL-6, IL-1β, TNFα) expression profiles 

[404,408,409]. Also, as soon as neuronal and astrocytic membranes are disrupted right at 

the lesion site, glutamate leaks and its reuptake fails, thus reaching excitotoxic levels 

after few minutes [404,410]. At the onset of the acute phase (early 2 – 48 h and subacute 

48 h – 2 weeks), the above described scenario continues and aggravates. Excitotoxicity 

and ionic dysregulation start spreading from the primary injury area to farther 

districts, leading to apoptotic and necrotic cascades; in particular, loss of Ca2+ 

homeostasis is known to be a common trigger for programmed cell death [411]. Aberrant 

intracellular Ca2+ concentrations are soon reached after glutamate receptors 

Figure 15. Schematic overview of the effects of spinal lesions. A. Longitudinal profile of the human spine 

indicating main nerve functions at different levels. Usually, all nerve functions are impaired under the region 

of the injury [399]. B. Sagittal representation of a contusion lesion adapted from Thuret et al. 2006 [432]. Primary 

injury site is characterized by neuronal death meanly occurring by various types of programmed cell death 

(e.g. necrosis, oncosis, necroptosis, parthanatos and ferroptosis); this necrotic area expands over time as 

consequence of secondary injury processes: extravasation of immune mediators from severed blood vessels 

dramatically worsen the scenario, macrophages are recruited and together with activated microglia show 

phagocytic behavior, microglia extending within fiber tracts lead to Wallerian degeneration on distal axons 

and induce apoptotic processes on oligodendrocytes far from primary lesion areas. 
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hyperactivation, mainly through AMPA/kainate and N-methyl-D-aspartate (NMDA) 

receptors, but also after early mitochondrial impairment and the subsequent formation 

of mitochondrial permeability transition pores (mPTP), thus initiating calpains- and 

caspases-mediated apoptosis [412–415]. By consequence, malfunctioning of the electron 

transport chain (ETC) results in molecular oxygen (O2) reduction by leaked electrons 

and in superoxide production, which degenerates in the production of further reactive 

oxygen species (ROS) [416]. This event peaks already at 12 hours post-trauma and 

prolongs for one week before returning to basal levels at the fourth week after injury 

[404]. Such an oxidative environment is also deleterious for proteins by carbonylation, 

that exacerbates immune responses and for cell membranes and organelles, which 

rapidly undergo lipid peroxidation [412,416]. On another hand, if immune cells such as 

neutrophils and reactive microglia contributes to inflammation at early stages of the 

acute phase, their effects protract resulting in blood monocytes chemoattraction from 

disrupted BBB [404,417]. At first week and further on, TNFα from microglia considerably 

affects oligodendrocytes survival through the Fas-ligand apoptotic pathway, and 

recruited macrophages start exhibiting phagocytic behavior towards cellular and 

myelin debris; both events are known to sustain Wallerian degeneration for months 

[418,419]. At the end of the subacute phase, survived astrocytes at the periphery of the 

lesion site become hypertrophic, increase glial fibrillary acidic protein (GFAP) 

expression and start proliferating, thus starting a fibrotic response [420,421]. 

Importantly, also infiltrating Schwann cells play an important and controversial role 

in such a response [422]. This phenotype persists over the intermediate phase (2 weeks 

– 6 months) until the wound is totally filled with a meshwork of tightly packed 

astrocytes, but also meningeal and perivascular fibroblasts, and ECM molecules, 

forming the so-called glial scar [404,420,423]; alternatively or concomitantly, a CSF-filled 
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cavity (a.k.a. cyst or syrinx) might form, a condition referred as syringomyelia and 

known to worsen the clinical course in a delayed fashion [424]. During this phase, also 

considerable axonal sprouting might occur and therefore rehabilitation therapies 

should be implemented to improve functional recovery at this stage [425]. Indeed, Hill 

and colleagues showed that, in rat models, corticospinal tract fibers are able to 

regenerate from 3 weeks to 3 months post-injury, while reticulospinal tract regrowth 

is delayed, within 3 to 8 months post-injury [426]. This process in the CNS is anyhow 

limited by the presence of myelin-associated and glial scar-associated inhibitors of 

axonal regrowth, which biochemistry has been exhaustively reviewed elsewhere [427]. 

Over 6 months post-injury, the chronic phase begins and lasts for years, or possibly 

throughout patients’ lifetime. At early stages (1 – 2 years post-lesion), such period is 

characterized by consolidation of glial scar and cyst, wound stabilization and cessation 

of Wallerian degeneration processes, together with partial plasticity of spared synapses 

[404]. At the macroscopic level, these events might result in compensatory mechanisms 

producing some degree of functional recovery, but also in the further loss of motor 

feedback control, generation of muscle spasticity and appearance of neuropathic, 

visceral and nociceptive pains [428]. 

All “characters” described above were thoroughly considered as a potential target for 

therapeutic intervention, with contentious effectiveness: most of pharmacological 

treatments ameliorated patients’ prognosis only when administrated within 72 hours 

after injury, which implies fast transport system to the hospital, fast recognition of 

spinal lesion site, type and severity, and availability of dedicated drugs [429]. Moreover, 

such approach would logically, but unfairly exclude already affected (chronic) people 

from being part of the actual matter. For these and other reasons, neurotechnologies 
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are nowadays trying to bridge the gap in SCI treatment. Neuroimmune modulation by 

nanomaterials is starting to be elucidated and glial reactivity can be tuned with 

nanopatterning and other strategies. Comparably axonal sprouting can be induced by 

proper topographies, but also by moderate electric field application. On the other hand, 

neuromodulation technologies are displaying an unprecedented potential in assisting 

patients at the intermediate to chronic phases, thus justifying scientific efforts in this 

direction [430,431]. 
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4.3  Implantable devices for spinal cord restoration 

Due to its heterogeneous nature and complexity, spinal cord damage is considered a 

multifaceted issue, where applicable solutions strongly depend on the stage of 

degenerating processes after injury. By consequence, possible strategies are oriented 

towards modulating the contribution of each cell type present within, or close to, the 

lesion site at the examined stage. 

At earliest phases cellular transplantation and pharmacological therapies have been 

largely studied either in vitro or in animal models, and in some case promising results 

were achieved also during clinical trials [404,429,432]. Concurrently, many studies have 

addressed the possibility of rewiring the impaired fiber tracts and neuronal networks 

by means of fibrous or porous micro- and nano-matrices implanted within the lesion 

[98,433,434]. Importantly, the combination of these strategies has been shown to improve 

recovery after lesion [435–439]. Thanks to nanotechnologies and advancements in 

molecular medicine, these features can be to date integrated in multifunctional 

regenerative implants which can actively interact with the tissue preventing 

proinflammatory processes, while enhancing reconnection and healing. Remarkable 

attempts of such cutting-edge technologies can be found in recent studies where 

injectable hydrogels and self-assembling scaffolds were used to simultaneously fill 

lesion cavities and locally release therapeutic compounds [440–442]; or in the work of 

Koffler and colleagues, which reported locomotion recovery after spinal lesions filling 

with 3D printed hydrogel scaffolds loaded with NPCs [55]. Also Nguyen and coworkers 

highlighted the potential of 3D nanofibers hydrogels, this time enriched with miRNAs 

and trophic factors, to demonstrate that local gene/drug release can be accomplished 

with bioactive 3D spinal cord implants [99]. Comparably, Gong et al. observed that 
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downregulation of inflammatory processes through biomimetic scaffolds produce a 

favorable environment for co-grafted neural stem cells, leading to increased locomotor 

recovery in implanted SCI animal models [443]. Despite their beneficial effects, 

regenerative implants are tarrying to reach clinical trials and their translatability is 

debated. This is probably due, among other things, to variability in the 

pathophysiological evolution of traumatic SCI observed in humans, which further 

complicates clinical studies, usually based on the comparison among intrinsically 

different control lesions. The situation is worsened by unavoidable large times required 

for clinical testing of new compounds (Table 2).  

Table 2. Schematic research pipeline for FDA approval of novel therapeutic compounds (adapted from 

http://phrma-docs.phrma.org/sites/default/files/pdf/biopharmaceutical-industry-profile.pdf).  

http://phrma-docs.phrma.org/sites/default/files/pdf/biopharmaceutical-industry-profile.pdf
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On the other hand, after the lesion is consolidated as in chronic SCI patients, 

regenerative approaches are unapplicable. For this reason, pioneering research on the 

field are exploring the possibility to restore lost functions by delivering electrical 

stimulation to muscles or nerves and to record signals from spared neural tissue or 

from volitional muscle contraction for feedforward control [444]. Functional electrical 

stimulation (FES) and related neuroprostheses represent to date a promising approach 

to bypass several impairing conditions resulting from SCI, such as bladder and bowel 

disfunctions, but also to sustain autonomic functions such as respiration and cardiac 

rhythm [444,445]. Importantly, electrical stimulation of the dorsal column in the spinal 

cord can be used to modulate nociceptive neurotransmission, and it has been indeed 

suggested for drug-resistant chronic pain treatment [253,254]. Regardless, one of the 

major challenges after SCI remains the recovery of some voluntary motor function, 

ranging from hand grasping and postural muscle use, rise-to-stand movements, but 

also sustained standing and perhaps walking [446–449]. This possibility relates to the 

existence, within the lesioned spinal cord, of anatomically and functionally preserved 

propriospinal circuitry, which acts as a source of facilitatory inputs on the so called 

spinal central pattern generator (CPG) [450,451]. Moreover, there is large evidence for 

improved rehabilitative outcomes upon periodic sessions of spinal cord stimulation 

[249,449]. This is overall due to neuroplastic, regenerative and galvanotactic behavior 

resulting from the evoked electrical activity [452–455]. Epidural stimulation and 

intraspinal microstimulation are the most common configurations to target the spinal 

tissue and their long-term efficacy is bound by electrode features described above (2.1 

“Advances in electrode design”). Interestingly, implantable stimulators are evolving 

towards a new generation of neuroprosthetic devices that will be able to couple 

electrical stimuli with chemical release within the target area to increase the level of 
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excitability, thus pushing residual sensory information to become a source of feedback 

for stepping [455,456]. Current attempts to bypass deficits induced by spinal lesions 

encompass a wide range of FES and brain-computer interfaces (BCI) designed to 

record neural activity, thus providing intuitive control signals for the user [444,457]. To 

date, the objective is to improve devices architecture by including feedback signals 

recording usually from cortical structure, by EEG, electrocorticography (ECoG) or 

intracortical microelectrodes, but also from muscles by electromyography (EMG) 

[446,447,458–461]. Encouragingly, also electrical recording from DRG has been recently 

indicated as an exploitable source of natural sensory signals after SCI [462–464]. Sensory 

feedback incorporation in new closed-loop systems is becoming an imperative 

requirement, to provide more dynamic and adaptive control over functions [446,457,465]. 

This of course requires additional support from in silico modeling and algorithm 

design, for clustering and processing recorded activity in real-time and accordingly 

tuning stimulus parameters [459,466,467]. To conclude, further studies explored also the 

restoration of proprioceptive and tactile sensations by intracortical microstimulation 

of somatosensory areas in the postcentral gyrus, but yet this chance will require 

additional work  [468–470].  

To summarize, implantable neural technologies hold a particular potential for circuitry 

repair after SCI and should be considered for their capability of inducing axonal growth 

and the upregulation of several genes known to regulate neuronal plasticity and 

survival. The availability of both electrical and chemical stimulation systems and the 

incorporation of recording elements are crucial to the optimal operation of next-

generation neuroprostheses acting on closed-loop architectures to recover and sustain 

impaired functions in the most automated, intuitive or natural way.  
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AIMS OF THE STUDY 

The purpose of my thesis is to explore the perspective of nanomaterials in the context 

of neuroprosthetics formulation. Interfacing the CNS is an arduous challenge, but 

worth to be investigated to improve healing of damaged CNS. Novel materials showing 

outstanding physical properties or providing particular chemical, topographical or 

electrical cues are excellent candidates for the development of next generation 

implantable devices able to sustain physiological behaviors over pathological states. 

Our lab has been exploring the use of various nanostructured materials of 

biotechnological interest to improve the scientific knowledge about their applicability 

in biological contexts [314,315,317,375,434,471]. In particular, we study neurons at the interface 

with nanotools by electrophysiological means, live imaging and fluorescent 

microscopy, using in vitro dissociated and organotypic cultures, ex vivo acute slices, 

but also in vivo animal models. 

In this framework: 

I contributed to in vitro research within different projects and collaborations, where I 

was expected to gain expertise with various electrophysiological techniques, from 

whole cell patch-clamp recordings and live Ca2+ imaging to extracellular field potential 

recordings and electrical stimulation. With the aim of improving interfacing 

performance of new generation devices, I participated in the development of sensors 

and electrodes based on nanostructured materials for neural interfacing. 

I actively worked on the setting of a non-contact sensing devices (magnetophysiology 

recording) to detect magnetic field of neuronal origin and of nanostructured electrodes 
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of enhanced adhesion and efficiency for stimulations delivery. In doing so, I have 

explored the biocompatibility and biological impact of several nanostructures, bridging 

physics and engineering to neurobiology. In particular I achieved the following steps:  

Monitor the physiology of isolated hippocampal dissociated neurons and organotypic 

tissues grown onto suitable materials for implantable electrode fabrication and to 

design a protocol to stimulate the neuronal tissue across such conductive materials. 

I addressed fibers regrowth and reconnection in organotypic entorhino-hippocampal 

and DRG-spinal cord slice models interfaced with various micro and nanostructured 

materials intended for biomedical devices encapsulation. I ultimately explored (in 

vitro) the use of innovative non-invasive neural recording tools. 
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THE RESULTS SECTION OF THIS THESIS INCLUDES 3 PUBLISHED WORKS, 1 

SUBMITTED MANUSCRIPT AND 1 MANUSCRIPT IN PREPARATION. 

ADDITIONAL EXPERIMENTAL STUDIES AND PUBLISHED COLLABORATION 

WORKS ARE REPORTED AS APPENDIX.  
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APPENDIX 

1. Longitudinal hemi-spinal organotypic culture from mouse embryo 

Embryonic spinal cord organotypic cultures are known to maintain their main 

cytoarchitectural elements for various days in culture [339]. This feature has been largely 

exploited in transversal slices to study maturation-dependent circuitry behaviors, 

molecular and electrophysiological responses during inflammatory processes and 

tissue response to pharmacological treatment [355,360,361,368,374]. Remarkable 

achievements have been also reached in the field of regenerative and nano-medicine 

thanks to material science support [106,149,375]. In this context, I revisited an existing 

organotypic culture model of spinal cord, to a long-term propagation, with the 

intention of better representing in vitro biomedical issues such as spinal cord lesion 

and spinal neural interfaces testing, which often requires the investigation of 

physiological responses along the longitudinal axis [354,362,472–474]. 

 

Figure 16. Schematic of explant preparation. Spinal cords were obtained from embryos at 12-13 days of 

gestation (E12-13) from a pregnant female mouse (C57Bl/6). Ventral fissure and the dorsal sulcus are used as 

reference to perform a longitudinal cut of the two contralateral halves. Cultures were kept in a roller drum at 

120 revolution per hour in an incubator at 37°C up to two months in vitro. After 7 DIV culture medium was 

replaced for 24h by fresh medium containing antimitotics (10 µM ARA-C/Uridine/5-Fl-dU) and 20 ng/mL 

nerve growth factor (NGF). At DIV 8 fresh medium without antimitotics and with reduced NGF (5 ng/mL) was 

added and refreshed every 7 days. 
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Figure 17. Longitudinal spinal cord immunocytochemistry. A. Neurons were labeled with β-tubulin III (red), 

motoneurons with SMI32 (green) and nuclei with DAPI (blue) to observe the longitudinal extent of such 

preparation. We also observed the presence of defined cytoarchitectural elements such as the nuclei-dense 

central canal as highlighted by the yellow square on the left image and its magnified view on the right (scale 

bars = 1000 µm and 250 µm respectively). B. In another subset of immunolabeling, we also observed the 

presence of other cell types such as astrocytes labeled with GFAP (green) and microglial cells with IBA1 (red), 

again DAPI (blue) was used to visualize nuclei (from left to right scale bars = 100 µm and 50 µm). 
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Figure 18. Maintenance of long-haul ascending and descending fiber pathways. A. To have a functional 

insight, we studied longitudinal signals spreading in the spinal cord hemisections by extracellular field 

potential co-recording (scale bar = 800 µm). B. Interestingly we found that a sustained spontaneous activity 

was highly synchronized even at distant sites of recording (left red and green traces). Moreover, the high 

correlation and frequency were maintained during bicuculline/strychnine (20 µM/1 µM)-induced bursting 

(right red and green traces). C. This assumption was further supported by the presence of densely packed 

neuronal and motoneuronal fibers (red and green respectively) longitudinally aligned over 2 mm distances, as 

highlighted by the confocal reconstruction at two increasing magnifications (from left to right, scale bar = 400 

µm and 100 µm). D. In another subset of experiments the second recording electrode (Rec 2) was replaced by 

a stimulating bipolar electrode (Stim1) connected to a battery stimulator. The longitudinal spinal cords 

explants ability to respond to stimulation (left representative trace) was therefore studied by measuring the 

extracellular field post-synaptic potential (fEPSP) slope (µV/ms) versus the stimulus intensity (V). Results 

were finally plotted in the input-output curve as shown in the right graph. 
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2. Spinal fibers elongation over polymeric micropatterned substrates 

Several materials composing implantable neural probes must be usually protected to 

direct contact with proteinaceous and saline extracellular environment; therefore, we 

were provided by our collaborators (IMDEA Nanociencia, Madrid) with two polymeric 

candidates for sensors insulation. These layers were based on anisotropic patterns of 

grooves thermally imprinted on polystyrene (PS) and PMDS. I therefore interfaced 

organotypic spinal cord-dorsal root ganglia co-cultures onto these materials and onto 

flat glass (Control) to observe if such grooved substrates, were long-term 

biocompatible, if could improve fibers reconnection and if these fibers displayed avoid 

constitutive and measurable field potentials, this was done by immunocytochemistry, 

calcium imaging and electrical recordings. 
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Figure 19. Spinal cord-DRG organotypic co-cultures interfacing to micropatterned polymeric substrates. A. 

Schematic of explant preparation: embryonic organotypic transversal slice cultures were grown either alone or 

in pairs onto grooved substrates, to observe respectively their intrinsic capacity of inducing fiber sprouting and 

their ability to promote double-slices reconnection. B. Morphological observation by immunohistochemistry 

revealed appropriate slices growth (first column). Live calcium imaging (recorded field snapshot in second 

column) was used to monitor neuronal activity (representative tracings) until 60 days in vitro (respective scale 

bars = 500 and 60 µm). 
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Figure 20. Organotypic spinal cord-DRG slices grown alone (top) or in pairs (bottom). A. We characterized 

motor and sensory axons outgrowing form the spinal cord/DRG slice co-culture, by performing double 

immunostaining for neuron-specific microtubules (anti-b-tubulin III antibody) together with anti-

neurofilament H (Smi-32) antibody (marker for projecting neurons, DRG neurons and motoneurons). In 

control spinal slices, in the absence of structured interfaces, axons regrowth randomly, with no preferred 

orientation, usually organized centrifugally around the spinal tissue (first two columns: scale bars = 500 and 

250 µm). Conversely, when the spinal-cord slices were interfaced to patterned substrates, axonal elongation 

was evident (grooved PDMS and PS). To quantify such phenomenon, fiber bundles width and length were 

measured (see bar plots). On one hand fibers width was only slightly modified by anisotropic patterning, with 

a more prominent effect onto grooved PDMS substrates (394 ± 68 µm) than grooved PS or standard glass 

(respectively, 274 ± 56 µm and 184 ± 49 µm). On the other hand, neuronal fibers at the interface with grooves 

resulted in a greater bundles length (1350 ± 166 µm onto grooved PDMS and 1320 ± 174 µm onto grooved PS) 

compared to planar glass (472 ± 134 µm). B. Immunolabeling for the same neuronal elements as above was 

used to address the reconnection between two spinal cord slices. Double slices onto control flat glass showed 

weak reconnection over about 2 mm distances as shown in the first column, while onto grooved polymeric 

substrates reconnection was always greater (scale bar = 800 µm).  
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Figure 21. Extracellular field potential recordings and live Ca2+ imaging on fiber bundles. A. Glass 

micropipettes filled with extracellular saline solution were used to record multiple units within the axon 

bundles as depicted in the cartoon on the left. Spontaneous activity was of variable frequency and intensity 

depending on the electrode position and the size of the investigated bundle of axons, a remarkable example of 

such recordings is given (top tracings). To have more reproducibility in the measurements we 

pharmacologically synchronized the network by disinhibiting it through bicuculline/strychnine (25 µM/1 µM). 

This resulted in a rhythmic and periodic activity of greater intensity and duration if compared to signals found 

during spontaneous activity (bottom tracing). B. Activity monitoring through axon bundles, was possible also 

by fluorescent Ca2+-dynamics imaging (top and bottom snapshots; scale bar = 500 µm). Projecting axons 

loaded with the membrane-permeable Ca2+-dye revealed typical spontaneous calcium bursts in all field 

examined (top and bottom spontaneous activity tracing). Again, Bicuculline /Strychnine application increased 

signals rhythmicity and periodicity (top and bottom Bicuculline/Strychnine tracing) in a similar fashion to 

what observed in voltage recordings. As usually, at the end of each experiments, either field potential 

recordings or fluorescent calcium imaging, the voltage-gated Na+ channel blocker Tetrodotoxin (1 µM) was 

administrated to abolish any action potential and impair synaptic activity, thus ensuring the neuronal nature 

of recorded signals (tracing not shown).  
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3. External Collaborations 
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PATENTS INVOLVEMENT 

- European Patent Application – No. EP19382889.4 for “Substrates for 

Culturing and Stimulating Cells” with priority date 30/03/2020. 

- European Patent Application – No. EP20382637.5 for "Bidirectional 

medical devises for monitoring and stimulating neurons" with priority 

date 15/07/2020. 
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CONCLUSIVE REMARKS 

Nanotechnology applications to neuroscience have prompted neurobiology research 

towards previously unexpected possibilities. If on one hand it provided precious tools 

to finely dissect cell physiology, mechanics and biophysics, on the other, it permitted 

an unprecedented level of targeting to neural components [105,198,312,475]. To date, our 

understanding of CNS cells interaction with the world at the micro and nano scales is 

supporting the design of clinically oriented neural technologies able to raise not only 

our knowledge on neurophysiology, but also our capability of approaching to 

neurological disorders care [196,476,477]. The bibliographic work done in this thesis seeks 

to recapitulate the reasons of neurobiology’s need for nanotechnologies input, the main 

criteria that implantable materials should meet to interface the CNS and their role in 

tuning certain physiological or regenerative functions. A mention to available 

electroceuticals and neural prosthesis is also provided, together with an overview of 

the future perspectives of this expanding field. 

The results I obtained and presented in the previous section contain some encouraging 

findings, possibly laying the groundwork for further investigations or perhaps 

prompting towards rational design of neural devices. The consolidated CNTs effect of 

promoting axonal sprouting and fibers elongation have been challenged in a well 

characterized model of lesion across the entorhinal-hippocampal complex in 

organotypic slices. In particular, the main excitatory cortical inputs to the dentate 

gyrus (the perforant path) were studied by LFP recording and focal electrical 

stimulation over a transparent carpet of CNTs. The characterization of such 

connections in intact explants highlighted that CNTs retain the potential for increasing 
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the synchronization of signals conveyed across this pathway, which might represent a 

potential tool to investigate seizures formation in vitro. Remarkably in severed 

explants where entorhinal cortex and hippocampal formation were outdistanced at 

about 0.5 mm, CNTs induced a dramatic fiber sprouting resulting in the functional 

reconnection and restoration of the excitatory pathways. Indeed, in an additional study 

we pointed out that CNTs site-selective growth on micropatterns create a favorable 

environment for neuronal cells which preferentially elongate over CNT stripes. In the 

same study we also showed that these carbon nanostructures tightly interacting with 

neuronal membranes are suitable to produce evoked network responses, which just 

confirms and stresses the potential of this nanomaterial for neuroprosthetics design. 

Of course, nanometric features offered by CNTs are not the unique way to provide 

topographical support to neuronal cells [122,140]. In the framework of the ByAxon project 

I investigated neuronal networks interaction with fakir bed-like nanostructures, 

namely vertical metallic nanowires (Au-NWs) and polymer composite nanopillars (PS-

CNT-NP), as a tool to positively impact neural electrode design. Interestingly, when 

dissociated hippocampal cells were plated and grown onto selected nanotopographies 

modulation of neuroglial cells adhesion was observed, with no repercussion on 

neuronal densities. Such an evidence was encouraging given the drawbacks related to 

astroglia-mediated electrodes encapsulation upon implantation [168]. Importantly, 

these observations always associated with sustained synaptic activity (in Ca2+ live 

imaging), but also with appropriate cell architecture and absence of cell damage. Both 

neurons and astroglia isotropically extended their branches over these vertical 

nanostructures, with the astrocytic component visibly shapeshifting from more 

flattened to more stellate and branched morphology, likely intending to establish the 

required physiological interaction with neuronal synapses [478]. In the case of polymeric 
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nanopillars, patch-clamp recordings in voltage mode were used to address the 

increased synaptic performance of interfaced neurons, which relied on a synaptogenic 

effect of the polymeric nanopillars. Finally, both metallic NWs and PS-CNT-NP were 

used to deliver electrical stimulation and evoke neuronal network activity, ultimately 

demonstrating their applicability for neural electrode fabrication. In subsequent 

experiments across the same project I approached other culture models such as 

transverse and longitudinal spinal cord slices. With these preparations long-term 

responses of the tissue to artificial materials can be easily addressed by 

electrophysiological means and immunolabeling. I therefore explored fiber bundles 

elongation and activity over polymeric micropatterned surfaces (polystyrene and 

PDMS) using transversal DRG-spinal cord slice cultures, which showed thicker and 

longer bundles formation compared to control (flat) surfaces. Indeed, if allowed to 

grow in pairs, spinal slices reconnected over considerable lengths (about 2 mm) by 

extending their fibers. This seemed to occur in two different fashions with PDMS 

patterns forming thicker bundles, while PS ones showing more widespread thin fibers 

elongation. It must be considered that, given the comparable grooves pitch (20 µm) of 

the two micropatterned polymers, these first glance observations might be due to the 

different stiffnesses of the two materials (PS > PDMS), indicating another important 

feature that needs to be investigated to provide a deeper understanding of neuron-to-

nanomaterial interaction [479,480]. To conclude, the most ambitious attempt of this work 

regarded one of the biggest challenges in neuroscience: highly selective/minimally 

invasive neural activity recording. Nowadays, such a goal appears as a viable route, 

which will dramatically impact neurobiology and neurotechnology in the very next 

future [199,481]. In this context, I explored the possibility to use cutting edge technologies 

enabling magnetic field sensing at room temperature, for the recording of very small 
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field variations resulting from neural activity in spinal cord organotypic slices. Despite 

the irregular reproducibility of the measurements, some recordings provided 

promising results where spinal network activity (monitored also by Ca2+ imaging or 

electrophysiology) was correlated to magnetic signals of neuronal origin, as confirmed 

by tetrodotoxin application at the end of each experiment. Importantly, in independent 

experiments I could use these signals to evoke neuronal activity in the premotor region 

of a spinal cord organotypic slice, by presenting trains of the magnetic waveform to 

DRG neurons, thereby recruiting sensory pathways and entraining neurons in the 

ventral horn. These last experiments are sufficient to motivate and encourage the 

development of magnetic sensor-based neural recording devices with diminished 

invasiveness. 

The overall thematics tackled in this work should be intended as the starting point to 

the long path required for neural prosthesis formulation, design, engineering and 

testing. Technological advances and researchers’ efforts from the various subfield 

related to neuroscience will hopefully lead this discipline to a rapid evolution, 

providing previously unexpected tools to face the most impairing neurological 

disfunctions. 
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