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#### Abstract

We study the divergent terms and the finite term in the expansion of the holographic entanglement entropy as the ultraviolet cutoff vanishes for smooth spatial regions having arbitrary shape, when the gravitational background is a four dimensional asymptotically Lifshitz spacetime with hyperscaling violation, in a certain range of the hyperscaling parameter. Both static and time dependent backgrounds are considered. For the coefficients of the divergent terms and for the finite term, analytic expressions valid for any smooth entangling curve are obtained. The analytic results for the finite terms are checked through a numerical analysis focussed on disks and ellipses.
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## 1 Introduction

Understanding entanglement in quantum systems is a challenge that has attracted a lot of research in quantum gravity, condensed matter theory and quantum information during the last decade (see e.g. the reviews [1-5]). Furthermore, recently some experimental groups have conducted pioneering experiments to capture some features of quantum entanglement [6-8].

The entanglement entropy describes the bipartite entanglement of pure states. Considering a quantum system whose Hilbert space is bipartite, i.e. $\mathcal{H}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, and denoting by $\rho$ the state of the whole system, one first defines the reduced density matrix $\rho_{A} \equiv \operatorname{Tr}_{\mathcal{H}_{B}} \rho$ on $\mathcal{H}_{A}$ by tracing out the degrees of freedom corresponding to $\mathcal{H}_{B}$. The entanglement entropy is the Von Neumann entropy of $\rho_{A}$, namely $S_{A} \equiv-\operatorname{Tr}_{\mathcal{H}_{A}}\left(\rho_{A} \log \rho_{A}\right)$ [9-14]. Similarly, we can introduce $S_{B} \equiv-\operatorname{Tr}_{\mathcal{H}_{B}}\left(\rho_{B} \log \rho_{B}\right)$ for the reduced density matrix $\rho_{B} \equiv \operatorname{Tr}_{\mathcal{H}_{A}} \rho$ on $\mathcal{H}_{B}$. When $\rho=|\Psi\rangle\langle\Psi|$ is a pure state, $S_{A}=S_{B}$. The entanglement entropy satisfies highly non trivial inequalities (e.g. the strong subadditivity conditions). In this manuscript we only consider bipartitions of the Hilbert space associated to spatial bipartitions $A \cup B$ of a constant time slice of the spacetime.

In quantum field theories, a positive and infinitesimal ultraviolet (UV) cutoff is introduced to regularise the divergences of the model at small distances. The entanglement entropy is power like divergent as the UV cutoff vanishes and the leading divergence of its series expansion usually scales like the area of the boundary of $A$ (area law of the entanglement entropy). Nonetheless, in some interesting quantum systems like conformal field theories in one spatial dimension and $d$ dimensional systems with a Fermi surface, a logarithmic violation of this area law occurs [15, 16]. Furthermore, many condensed matter systems exhibit a critical behaviour with anisotropic scaling characterised by the Lifshitz exponent $\zeta$ [17-21] and hyperscaling violation [22].

In this manuscript we are interested to explore some aspects of the entanglement entropy in quantum gravity models in the presence of Lifshitz scaling and hyperscaling violation. The most developed approach to quantum gravity is based on the AdS/CFT correspondence, where a string theory defined in a $(d+1)$ dimensional asymptotically Anti de Sitter $\left(\operatorname{AdS}_{d+1}\right)$ spacetime is related through a complicated duality to a $d$ dimensional Conformal Field Theory $\left(\mathrm{CFT}_{d}\right)$ on the boundary of the gravitational asymptotically $\operatorname{AdS}$ spacetime [23-26]. This duality is formulated in general dimensions and each dimensionality has peculiar features. In this manuscript we consider the case of $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$. We mainly employ Poincaré coordinates to describe the gravitational spacetimes: denoting by $z$ the holographic coordinate, the boundary of the gravitational spacetime is identified by $z=0$ and the points in the bulk have $z>0$. According to the holographic dictionary, the gravitational dual of the UV cutoff of the CFT is an infinitesimal cutoff $\varepsilon$ in the holographic direction, namely $z \geqslant \varepsilon>0$. Within the AdS/CFT correspondence, gravitational backgrounds capturing the anisotropic Lifshitz scaling and the hyperscaling violation have been introduced in [27-29] and in [30-34] respectively.

A fundamental result in the ongoing construction of the holographic dictionary is the RyuTakayanagi formula, that provides the gravitational prescription to compute the leading order


Figure 1: Minimal area surface obtained with Surface Evolver whose area provides the holographic entanglement entropy of an ellipse $A$ delimited by the red curve. The minimal surface is embedded in a constant time slice of the four dimensional hyperscaling violating Lifshitz spacetime (2.1), whose metric depends on the hyperscaling parameter $d_{\theta}$.
(in the large $N$ expansion) of the entanglement entropy of a spatial region $A$ in the dual CFT [35, 36]. Given a spatial bipartition $A \cup B$ of a constant time slice of the static spacetime where the CFT is defined, the holographic entanglement entropy is

$$
\begin{equation*}
S_{A}=\frac{\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]}{4 G_{\mathrm{N}}} \tag{1.1}
\end{equation*}
$$

where $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$ is the area of the codimension two hypersurface $\hat{\gamma}_{A, \varepsilon}$ obtained by restricting to $z \geqslant \varepsilon$ the minimal area hypersurface $\hat{\gamma}_{A}$ on a constant time slice anchored to $\partial A$ (often called entangling hypersurface). The covariant generalisation of (1.1) has been introduced by Hubeny, Rangamani and Takayanagi [37] and it requires to extremise the area of the codimension two hypersurfaces $\gamma_{A}$ constrained only by the condition $\partial \gamma_{A}=\partial A$. These prescriptions for the holographic entanglement entropy satisfy the strong subadditivity property [38, 39]. The covariant formula allows to study the temporal evolution of holographic entanglement entropy in time dependent gravitational backgrounds, like the ones describing the formation of black holes. For instance, the Vaidya metrics provide simple models for the black hole formation where the holographic entanglement entropy has been largely studied [40-47].

The holographic entanglement entropy formula (1.1) satisfies interesting properties that have been deeply explored during the last decade (see e.g. [48-51]) in order to identify some constraints for the CFTs having a holographic dual description. For instance, whenever $A$ is made by two or more disjoint regions, a characteristic feature of the holographic entanglement
entropy is the occurrence of transitions between different types of surfaces providing the extremal area configuration [52-54]. These transitions occur in the regime of classical gravity and they are smoothed out by quantum corrections [55]. Indeed, they have not been observed e.g. for the entanglement entropy of disjoint intervals in some $\mathrm{CFT}_{2}$ models with central charge bigger than 1. [56-60].

A riformulation of the holographic entanglement entropy formula (1.1) has been recently proposed through particular flows [61] and exploring the various features of the holographic entanglement entropy through this approach is very insightful [62, 63].

The quantitative analysis of the dependence of the holographic entanglement entropy (1.1) on the shape of the region $A$ is an important task that is also very difficult whenever the shape of $A$ does not display particular symmetries [64-67]. For this reason, spheres or infinite strips are usually considered because the symmetry of these regions allows to obtain analytic results or to make the numerical analysis easier. Analytic results for domains with generic smooth shapes have been found for the divergent terms in the expansion of the holographic entanglement entropy as the UV cutoff vanishes. The divergent terms depend only on the part of the minimal hypersurface $\hat{\gamma}_{A}$ close to the conformal boundary.
In $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$, analytic results for generic smooth shapes have been obtained also for the finite term, which depends on the entire minimal surface $\hat{\gamma}_{A}$. These results are based on the Willmore functional in $\mathrm{AdS}_{4}[68,69]$ and on a more general functional in asymptotically $\mathrm{AdS}_{4}$ spacetimes [70]. The shape dependence of the holographic entanglement entropy in $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$ has been studied also numerically in [70, 71] by employing the software Surface Evolver, developed by Ken Brakke [72, 73].

When the dual CFT has a physical boundary and proper boundary conditions are imposed, we have a Boundary Conformal Field Theory (BCFT) [74-76] and a holographic duality (AdS/BCFT correspondence) for these models has been studied in [77-79]. In $\mathrm{AdS}_{4} / \mathrm{BCFT}_{3}$, both analytic and numerical results have been obtained for the holographic entanglement entropy of regions with generic shape [80, 81] by extending the above mentioned methods developed for $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$.

Gravitational backgrounds depending on the Lifshitz scaling and on the hyperscaling violation exponents have been largely explored [82-94]. The holographic entanglement entropy has been also studied, both in static backgrounds [33, 34, 53, 95, 96] and in Vaidya spacetimes [45, 46, 97-99]. We remark that spherical regions and infinite strips are the only smooth regions considered in these studies.

In this manuscript we explore the shape dependence of the holographic entanglement entropy in four dimensional gravitational backgrounds having a non trivial Lifshitz scaling (characterised by the parameter $\zeta$ ) and a hyperscaling violation exponent $\theta$ (we find it more convenient to employ the parameter $d_{\theta} \equiv d-1-\theta$ ).

Our analysis is restricted to $d=3$ and holds for smooth entangling curves $\partial A$, which can be also made by disjoint components. We consider $1 \leqslant d_{\theta} \leqslant 5$ for the sake of simplicity, although the method can be adapted to higher values of $d_{\theta}$. We study both the divergent terms and the finite term in the expansion of the holographic entanglement entropy as $\varepsilon \rightarrow 0$.

Both analytic results and numerical data will be presented. For instance, in Fig. 1 we show the minimal area surface obtained with Surface Evolver whose area provides the holographic entanglement entropy of an elliptic region through (1.1), in the case where the gravitational background is a constant time slice of the four dimensional hyperscaling violating Lifshitz spacetime (2.1), whose geometry is characterised only by the hyperscaling parameter $d_{\theta}$.

The manuscript is organised as follows. The main results about the finite term in the expansion of the holographic entanglement entropy as $\varepsilon \rightarrow 0$ for a generic static gravitational background are presented in Section 2, where also some important special cases like the four dimensional hyperscaling violating Lifshitz spacetime ( $\mathrm{hvLif}_{4}$ ) defined in (2.1) and the asymptotically hvLif ${ }_{4}$ black hole are explicitly discussed. In Section 3 we show that the finite term in the expression for the area of a minimal submanifold anchored on the boundary reduces to an integral over their intersection when the bulk geometry possesses a conformal Killing vector generating dilatations. In Section 4 we study the finite term of the holographic entanglement entropy for time dependent backgrounds having $1<d_{\theta}<3$. In Section 5 we discuss explicitly the infinite strip, the disk and the ellipse. Some conclusions are drawn in Section 6. In Appendices A, B, C, D, E and F we provide the technical details underlying the results presented in the main text.

## 2 Holographic entanglement entropy in asymptotically hvLif $_{4}$ backgrounds

In this manuscript we consider four dimensional gravitational backgrounds $\mathcal{M}_{4}$ that depend on the hyperscaling violation exponent $\theta$ and on the Lifshitz scaling exponent $\zeta \geqslant 1$. In Poincaré coordinates where $z>0$ denotes the holographic coordinate, these backgrounds have a boundary at $z=0$ and their asymptotic behaviour as $z \rightarrow 0^{+}$is given by the following metric, that defines the four dimensional hyperscaling violating Lifshitz spacetimes (hvLif ${ }_{4}$ ) [31, 32, 34]

$$
\begin{equation*}
d s^{2}=\frac{R_{\mathrm{AdS}}^{d_{\theta}}}{z^{d_{\theta}}}\left(-\frac{z^{-2(\zeta-1)}}{R_{\mathrm{AdS}}^{-2(\zeta-1)}} d t^{2}+d z^{2}+d \boldsymbol{x}^{2}\right) \tag{2.1}
\end{equation*}
$$

where $d \boldsymbol{x}^{2} \equiv d x^{2}+d y^{2}$ and $d_{\theta} \equiv 2-\theta$. The length scale $R_{\text {Ads }}$ is the analog of the AdS radius. The spacetime (2.1) is a solution of the equations of motion coming from a gravitational action containing gauge fields and a dilaton field [30]. When $d_{\theta}=2$ and $\zeta=1$, the background (2.1) becomes $\mathrm{AdS}_{4}$ in Poincaré coordinates. In this manuscript we set $R_{\mathrm{AdS}}$ to one for simplicity, although it plays a crucial role in the dimensional analysis.

In order to deal only with geometries admitting physically sensible dual field theories, the allowed values of the parameters in (2.1) must satisfy some constraints on the putative energy momentum tensor computed via Einstein equations ${ }^{1} G_{M N}-\Lambda g_{M N}=T_{M N}$. In particular the Null Energy Condition (NEC) ${ }^{2}$ is required, namely $T_{M N} V^{M} V^{N} \geqslant 0$ for any (future directed)

[^1]null vector $V^{M}$. The NEC translates into the following constraints for $d_{\theta}$ and $\zeta$ [34]
\[

\left\{$$
\begin{array}{l}
\left(d_{\theta}+\zeta\right)(\zeta-1) \geqslant 0  \tag{2.2}\\
d_{\theta}\left(d_{\theta}+2 \zeta-4\right) \geqslant 0
\end{array}
$$\right.
\]

We refer to Appendix A for a detailed discussion of the NEC and its consequences.
In this section we focus on static backgrounds; hence we can restrict our attention to the three dimensional Euclidean section $\mathcal{M}_{3}$ obtained by taking a constant time slice of the asymptotically hvLif $_{4}$ bulk manifold $\mathcal{M}_{4}$. This submanifold is naturally endowed with a metric $g_{\mu \nu}$ such that

$$
\begin{equation*}
\left.d s^{2}\right|_{t=\mathrm{const}} \equiv g_{\mu \nu} d x^{\mu} d x^{\nu} \quad \xrightarrow{z \rightarrow 0} \frac{1}{z^{d_{\theta}}}\left(d z^{2}+d x^{2}+d y^{2}\right) . \tag{2.3}
\end{equation*}
$$

Given a two dimensional spatial region $A$ in a constant time slice of the $\mathrm{CFT}_{3}$ at $z=0$, its holographic entanglement entropy is given by (1.1). Thus, first we must consider the class of two dimensional surfaces $\gamma_{A}$ embedded in $\mathcal{M}_{3}$ whose boundary curve belongs to the plane $z=0$ and coincides with the entangling curve, i.e. $\partial \gamma_{A}=\partial A$. Then, among these surfaces, we have to find the one having minimal area, that provides the holographic entanglement entropy according to the formula (1.1). We will denoted by $\hat{\gamma}_{A}$ the extremal surfaces of the area functional, without introducing a particular notation for the global minimum.

Considering the unit vector $n^{\mu}$ normal to $\gamma_{A}$, the induced metric $h_{\mu \nu}$ on $\gamma_{A}$ and the extrinsic curvature $K_{\mu \nu}$ are given in terms of $n_{\mu}$ respectively by

$$
\begin{equation*}
h_{\mu \nu}=g_{\mu \nu}-n_{\mu} n_{\nu} \quad K_{\mu \nu}=h_{\mu}{ }^{\alpha} h_{\nu}{ }^{\beta} \nabla_{\alpha} n_{\beta} \tag{2.4}
\end{equation*}
$$

being $\nabla_{\alpha}$ the torsionless covariant derivative compatible with $g_{\mu \nu}$.
In our analysis, we find convenient to introduce an auxiliary conformally equivalent three dimensional space $\widetilde{\mathcal{M}}_{3}$ given by $\mathcal{M}_{3}$ with the same boundary at $z=0$, but equipped with the metric $\tilde{g}_{\mu \nu}$, which is asymptotically flat as $z \rightarrow 0$ and Weyl related to $g_{\mu \nu}$, i.e.

$$
\begin{equation*}
g_{\mu \nu}=e^{2 \varphi} \tilde{g}_{\mu \nu} \tag{2.5}
\end{equation*}
$$

where $\varphi$ is a function of the coordinates. The surface $\gamma_{A}$ can be also viewed as a submanifold of $\widetilde{\mathcal{M}}_{3}$. Denoting by $\tilde{n}_{\mu}$ the unit normal vector to $\gamma_{A}$ embedded in $\widetilde{\mathcal{M}}_{3}$, it is straightforward to find that $n_{\mu}=e^{\varphi} \tilde{n}_{\mu}$. The first and second fundamental form $\tilde{h}_{\mu \nu}$ and $\widetilde{K}_{\mu \nu}$ of $\gamma_{A} \subset \widetilde{\mathcal{M}}_{3}$ can be written in terms of the same quantities for $\gamma_{A} \subset \mathcal{M}_{3}$ (defined in (2.4)) as follows

$$
\begin{equation*}
h_{\mu \nu}=e^{2 \varphi} \tilde{h}_{\mu \nu} \quad K_{\mu \nu}=e^{\varphi}\left(\widetilde{K}_{\mu \nu}+\tilde{h}_{\mu \nu} \tilde{n}^{\lambda} \partial_{\lambda} \varphi\right) . \tag{2.6}
\end{equation*}
$$

The two induced area elements $d \mathcal{A}=\sqrt{h} d \Sigma\left(\right.$ of $\left.\gamma_{A} \subset \mathcal{M}_{3}\right)$ and $d \tilde{\mathcal{A}}=\sqrt{\tilde{h}} d \Sigma\left(\right.$ of $\left.\gamma_{A} \subset \widetilde{\mathcal{M}_{3}}\right)$, where $d \Sigma$ is a shorthand notation for $d \sigma_{1} d \sigma_{2}$ with $\sigma_{i}$ some local coordinates on $\gamma_{A}$, are related as $d \mathcal{A}=e^{2 \varphi} d \tilde{\mathcal{A}}$.

Since $\gamma_{A} \subset \mathcal{M}_{3}$ extends up to the boundary plane at $z=0$, its area functional

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=\int_{\gamma_{A}} \sqrt{h} d \Sigma \tag{2.7}
\end{equation*}
$$

diverges when $d_{\theta} \geqslant 1$ because of the behaviour (2.3) near the conformal boundary. The holographic entanglement entropy (1.1) is proportional to the area of the global minimum among the local extrema $\hat{\gamma}_{A}$ of (2.7) anchored to the entangling curve $\partial A$. These surfaces are obtained by solving the condition of vanishing mean curvature

$$
\begin{equation*}
\operatorname{Tr} K=0 \tag{2.8}
\end{equation*}
$$

with the Dirichlet boundary condition $\partial \gamma_{A}=\partial A$. In terms of the second fundamental form defined by the embedding in $\widetilde{\mathcal{M}}_{3}$, the extremal area condition (2.8) reads

$$
\begin{equation*}
\operatorname{Tr} \widetilde{K}=-2 \tilde{n}^{\lambda} \partial_{\lambda} \varphi \quad \Longleftrightarrow \quad \operatorname{Tr} \widetilde{K}=d_{\theta} \frac{\tilde{n}^{z}}{z} \tag{2.9}
\end{equation*}
$$

where in the last step we choose $e^{2 \varphi}=1 / z^{d_{\theta}}$, as suggested by the asymptotic form (2.3).

### 2.1 Divergent terms

In our analysis we consider only smooth entangling curves $\partial \gamma_{A}$. Furthermore, we restrict to two dimensional surfaces $\gamma_{A}$ that intersect orthogonally the spatial boundary at $z=0$ of $\mathcal{M}_{3}$; and the extremal surfaces $\hat{\gamma}_{A}$ anchored to smooth entangling curves enjoy this property. In the following we discuss the divergent contributions in the expansion of the holographic entanglement entropy (1.1) as $\varepsilon \rightarrow 0$.

Since $\gamma_{A}$ reaches the boundary and $d_{\theta} \geqslant 1$, its area is divergent; hence we have to introduce a UV cutoff plane at $z=\varepsilon$ and evaluate the functional (2.7) on the part of $\gamma_{A}$ above the cutoff plane, i.e. on $\gamma_{A, \varepsilon} \equiv \gamma_{A} \cap\{z \geqslant \varepsilon\}$. The series expansion of $\mathcal{A}\left[\gamma_{A, \varepsilon}\right]$ as $\varepsilon \rightarrow 0$ contains divergent terms, a finite term and vanishing terms as $\varepsilon \rightarrow 0$. By exploiting the techniques discussed in $[64,68,69]$ in Appendix B we study the surface $\gamma_{A, \varepsilon}$, singling out the structure of the divergences in the expansion of $\mathcal{A}\left[\gamma_{A, \varepsilon}\right]$ as $\varepsilon \rightarrow 0$. In the following we report only the results of this analysis. Let us stress that some of these results hold also for surfaces $\gamma_{A}$ that are not minimal.

The leading divergence of $\mathcal{A}\left[\gamma_{A, \varepsilon}\right]$ as $\varepsilon \rightarrow 0$ is given by

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=\frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}+\ldots \quad d_{\theta} \neq 1 \tag{2.10}
\end{equation*}
$$

where $P_{A}$ is the perimeter of the entangling curve $\partial A$, as pointed out in [32-34]. This leading divergence provides the area law of the holographic entanglement entropy for the asymptotically $\mathrm{hvLif}_{4}$ backgrounds. When $d_{\theta}=1$, the leading divergence is logarithmic

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=P_{A} \log \left(P_{A} / \varepsilon\right)+O(1) \quad d_{\theta}=1 \tag{2.11}
\end{equation*}
$$

The apparent dimensional mismatch between the two sides of (2.11) is due to our choice to set $R_{\text {AdS }}=1$. The subleading terms in these expansions depend on the value of $d_{\theta}$ and we find it worth considering the ranges given by $2 n+1<d_{\theta}<2 n+3$, being $n \geqslant 0$ a positive integer. When $1<d_{\theta}<3$, after the leading divergence (2.10), a finite term occurs

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=\frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}-\mathcal{F}_{A}+O(\varepsilon) \quad 1<d_{\theta}<3 \tag{2.12}
\end{equation*}
$$

At this point, let us restrict our analysis to extremal surfaces $\hat{\gamma}_{A}$. When $\gamma_{A}=\hat{\gamma}_{A}$ is the minimal surface, in (2.12) we adopt the notation $\mathcal{F}_{A}=F_{A}$ for the finite term (see Section 2.2).

When $d_{\theta}=3$, the subleading term diverges logarithmically [32-34]. In particular, for a generic smooth entangling curve we find

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=\frac{P_{A}}{2 \varepsilon^{2}}+\frac{\log \varepsilon}{8} \int_{\partial A} k^{2}(s) d s+O(1) \quad d_{\theta}=3 \tag{2.13}
\end{equation*}
$$

where $k(s)$ is the geodesic curvature of $\partial \hat{\gamma}_{A}$ and $s$ parameterises the entangling curve. When $A$ is a disk of radius $R$, the geodesic curvature $k(s)=1 / R$ is constant, and the coefficient of the logarithmic divergence for this region has been considered also in [99].

In the range $3<d_{\theta}<5$, the subleading divergence is power like; hence the finite term $\mathscr{F}_{A}$ is not changed by a global rescaling of the UV cutoff. The expansion of the area of $\hat{\gamma}_{A, \varepsilon}$ reads

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=\frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}+\frac{C_{A}}{\varepsilon^{d_{\theta}-3}}-\mathscr{F}_{A}+O(\varepsilon) \quad 3<d_{\theta}<5 \tag{2.14}
\end{equation*}
$$

where the coefficient $C_{A}$ is given by

$$
\begin{equation*}
C_{A}=-\frac{\left(d_{\theta}-2\right)}{2\left(d_{\theta}-3\right)\left(d_{\theta}-1\right)^{2}} \int_{\partial A} k^{2}(s) d s \tag{2.15}
\end{equation*}
$$

For $d_{\theta}=5$, a finite term in the expansion as $\varepsilon \rightarrow 0$ is not well defined because a logarithmic divergence occurs. In particular, we obtain

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=\frac{P_{A}}{4 \varepsilon^{4}}-\frac{3}{64 \varepsilon^{2}} \int_{\partial A} k(s)^{2} d s+\frac{\log \varepsilon}{2048} \int_{\partial A}\left(9 k(s)^{4}-16 k^{\prime}(s)^{2}\right) d s+O(1) . \tag{2.16}
\end{equation*}
$$

The pattern outlined above seems to repeat also for higher values of $d_{\theta}$ : when $d_{\theta}=2 n+1$ is an odd integer with $n \geqslant 0$, one finds power like divergences $O\left(1 / \varepsilon^{2 n-2 k}\right)$ with integer $k \in[0, n-1]$ and a logarithmic divergence. Instead, in the range $2 n+1<d_{\theta}<2 n+3$ only power like divergencies $O\left(1 / \varepsilon^{d_{\theta}-1-2 k}\right)$ with integer $k \in[0, n]$ occur.

In Appendix B we provide the derivations of the results reported above and we also discuss their extensions to the class of surfaces that intersect orthogonally the boundary plane at $z=0$, which includes the extremal surfaces.

### 2.2 Finite term

In this subsection we investigate the finite term in (2.12) for surfaces $\gamma_{A}$ that can be also non extremal and in (2.14) only for $\hat{\gamma}_{A}$. The main result of this manuscript is their expression as (finite) geometrical functionals over the two dimensional surface $\gamma_{A}$ (or $\hat{\gamma}_{A}$ for $\mathscr{F}_{A}$ ) viewed as a submanifold of $\widetilde{\mathcal{M}}_{3}$. The procedure to obtain the finite terms extends the one developed in $[68,69]$ for $\mathrm{AdS}_{4}$ and in [70] for asymptotically $\mathrm{AdS}_{4}$ spacetimes. Since the specific details of this analysis depend on the type of divergences occurring in the expansion of the area functional as $\varepsilon \rightarrow 0$, we will treat the regimes $1<d_{\theta}<3$ and $3<d_{\theta}<5$ separately. In the following we report only the main results, collecting all the technical details of their derivation in Appendix C.

When $1<d_{\theta}<3$, the only divergence in the expansion of area functional $\mathcal{A}\left[\gamma_{A, \varepsilon}\right]$ is the area law term (2.10); hence our goal is to write an expression for the finite term $\mathcal{F}_{A}$ in (2.12). In Appendix C. 1 we adapt the analysis performed in [70] to this case, finding

$$
\begin{align*}
\mathcal{F}_{A}= & \frac{2}{d_{\theta}\left(d_{\theta}-1\right)} \int_{\gamma_{A}} e^{2 \phi}\left(2 \tilde{h}^{\mu \nu} \partial_{\nu} \phi \partial_{\mu} \varphi-\frac{d_{\theta}\left(d_{\theta}-1\right)}{2} e^{2(\varphi-\phi)}+\widetilde{\nabla}^{2} \varphi-\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi+\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}\right) d \tilde{\mathcal{A}} \\
& +\frac{1}{2 d_{\theta}\left(d_{\theta}-1\right)}\left[\int_{\gamma_{A}} e^{2 \phi}(\operatorname{Tr} \widetilde{K})^{2} d \tilde{\mathcal{A}}+\int_{\gamma_{A}} e^{2 \phi}(\operatorname{Tr} K)^{2} d \mathcal{A}\right] \tag{2.17}
\end{align*}
$$

where $\varphi$ is the same conformal factor defined in (2.5), while $\phi$ is chosen so that $e^{-2 \phi} g_{\mu \nu}$ is asymptotically $\mathrm{AdS}_{4}$. In our explicit calculations we have employed the simplest choice for $\varphi$ and $\phi$, namely $\varphi=-\frac{d_{\theta}}{2} \log z$ and $\phi=\frac{2-d_{\theta}}{2} \log z$.

In the special case of $d_{\theta}=2$, the field $\phi$ can be chosen to vanish (see (C.10)) and this leads us to recover the result obtained in [70] as a special case of our analysis.

When the functional (2.17) is evaluated on an extremal surfaces $\hat{\gamma}_{A}$, the forms (2.8) and (2.9) of the extremality condition imply respectively that the last term in (2.17) does not occur and that the term containing $\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}$ can be written in terms of $(\operatorname{Tr} \widetilde{K})^{2}$. Finally we can write

$$
\begin{align*}
F_{A}=\frac{2}{d_{\theta}\left(d_{\theta}-1\right)} \int_{\hat{\gamma}_{A}} e^{2 \phi}\left(2 \tilde{h}^{\mu \nu} \partial_{\nu} \phi \partial_{\mu} \varphi\right. & +\widetilde{\nabla}^{2} \varphi-\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi  \tag{2.18}\\
& \left.-\frac{d_{\theta}\left(d_{\theta}-1\right)}{2} e^{2(\varphi-\phi)}+\frac{1}{2}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}} .
\end{align*}
$$

The regime $3<d_{\theta}<5$ is more challenging because the expansion of the area functional $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$ as $\varepsilon \rightarrow 0$ contains two power like divergent terms (see (2.14)). Let us remind that the structure of this expansion is dictated by the geometry of the entangling curve only for extremal surfaces (in this case the coefficient of the subleading divergent term is (2.15)). For non extremal surfaces the structure of the divergent terms does not depend only on the geometry of the entangling curve, but also on the surface (see e.g. (B.8)).

In Appendix C. 2 we find that the finite term in (2.14) for minimal surfaces reads

$$
\begin{equation*}
\mathscr{F}_{A}=F_{A}+\frac{2}{d_{\theta}^{3}\left(d_{\theta}-3\right)\left(d_{\theta}-1\right)} \int_{\hat{\gamma}_{A}} e^{2 \psi}\left((\operatorname{Tr} \widetilde{K})^{2} f-\tilde{h}^{\mu \nu} \partial_{\nu} \varphi \partial_{\mu}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}} \tag{2.19}
\end{equation*}
$$

being

$$
\begin{equation*}
f=\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-\widetilde{\nabla}^{2} \varphi-2\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}-2 \tilde{h}^{\mu \nu} \partial_{\mu} \psi \partial_{\nu} \varphi \tag{2.20}
\end{equation*}
$$

where $F_{A}$ is defined in (2.18). In (2.19) we have introduced a third conformal factor $e^{2 \psi}$ that scales as $z^{4-d_{\theta}}$ when we approach the boundary at $z=0$. The scaling of $e^{2 \psi}$ with $z$ (for small $z$ ) is fixed by requiring that the boundary terms in (C.13) match the divergence of order $1 / \varepsilon^{d_{\theta}-3}$ appearing in (2.14) (see (C.18) and (C.19) for details).

## $2.3 \mathrm{HvLif}_{4}$

The simplest gravitation geometry to consider is $\operatorname{hvLif}_{4}$, whose metric reads

$$
\begin{equation*}
d s^{2}=\frac{1}{z^{d_{\theta}}}\left(-z^{-2(\zeta-1)} d t^{2}+d z^{2}+d x^{2}+d y^{2}\right) \tag{2.21}
\end{equation*}
$$

namely (2.1) with the length scale $R_{\text {Ads }}$ set to one. In this background $\widetilde{g}_{\mu \nu}=\delta_{\mu \nu}$; hence the general formulae (2.18) and (2.19) take a compact and elegant form. In Appendix C. 3 some details about these simplifications are provided.

When $1<d_{\theta}<3$, the expression (2.18) reduces to

$$
\begin{equation*}
F_{A}=\frac{1}{d_{\theta}-1} \int_{\hat{\gamma}_{A}} \frac{\left(\tilde{n}^{z}\right)^{2}}{z^{d_{\theta}}} d \tilde{\mathcal{A}} \tag{2.22}
\end{equation*}
$$

where we remind that $\tilde{n}^{z}$ is the $z$-component of the normal vector to $\hat{\gamma}_{A}$ in $\widetilde{\mathcal{M}}_{3}$. By employing the extremality condition (2.9), one can write $F_{A}$ in terms of the second fundamental form in $\widetilde{\mathcal{M}}_{3}$ as follows

$$
\begin{equation*}
F_{A}=\frac{1}{d_{\theta}^{2}\left(d_{\theta}-1\right)} \int_{\hat{\gamma}_{A}} \frac{(\operatorname{Tr} \widetilde{K})^{2}}{z^{d_{\theta}-2}} d \tilde{\mathcal{A}} \tag{2.23}
\end{equation*}
$$

This functional is a deformation of the Willmore functional parameterised by $1<d_{\theta}<3$. In the special case of $d_{\theta}=2$ the functional (2.23) becomes the well known Willmore functional, as expected from the analysis of $F_{A}$ in $\mathrm{AdS}_{4}$ performed in [68, 69].

As a consistency check, we can show that in the limit $d_{\theta} \rightarrow 3$ the functional (2.22) reproduces the logarithmic divergence (2.13). This can be done by first plugging (C.17b) and (B.3) in (2.22), then expanding about $z=0$ and finally using (B.12a). We find

$$
\begin{align*}
F_{A} & =\frac{1}{d_{\theta}-1} \int_{\varepsilon}^{z_{\max }} d z \int_{\partial \hat{\gamma}_{A, \varepsilon}} d s\left[\frac{k^{2}(s)}{\left(d_{\theta}-1\right)^{2} z^{d_{\theta}-2}}+\mathcal{O}\left(z^{d_{\theta}-3}\right)\right]  \tag{2.24}\\
& \rightarrow-\frac{\log \varepsilon}{8} \int_{\partial A} k^{2}(s) d s+\mathcal{O}(1) \quad d_{\theta} \rightarrow 3 \tag{2.25}
\end{align*}
$$

which is the logarithmic contribution occurring in (2.13).
In the regime $3<d_{\theta}<5$, the expression for $\mathscr{F}_{A}$ in (2.19) specified for (2.21) on a constant time slice becomes (see Appendix C. 3 for details)

$$
\begin{equation*}
\mathscr{F}_{A}=-\frac{1}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right)} \int_{\hat{\gamma}_{A}}\left[\frac{3\left(\tilde{n}^{z}\right)^{4}}{z^{d_{\theta}}}-\frac{2 \tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z \mu} \partial_{\mu}\left(\frac{\tilde{n}^{z}}{z}\right)\right] d \tilde{\mathcal{A}} \tag{2.26}
\end{equation*}
$$

where both the integrals are convergent; indeed, the former integrand scales as $z^{4-d_{\theta}}$, while the latter one as $z^{6-d_{\theta}}$. Following the same steps that lead to (2.24), we find that the expansion near to the boundary of (2.26) gives

$$
\begin{equation*}
\mathscr{F}_{A}=-\int_{\varepsilon}^{z_{\max }} d z \int_{\partial \hat{\gamma}_{A, \varepsilon}} d s\left\{\frac{\left[\left(9 d_{\theta}-2 d_{\theta}^{2}-13\right) k(s)^{4}-2\left(d_{\theta}-1\right)^{2} k(s) k^{\prime \prime}(s)\right]}{\left(d_{\theta}-3\right)^{2}\left(d_{\theta}-1\right)^{5} z^{d_{\theta}-4}}+\mathcal{O}\left(z^{6-d_{\theta}}\right)\right\} . \tag{2.27}
\end{equation*}
$$

Taking the limit $d_{\theta} \rightarrow 5$, we find the logarithmic divergent term

$$
\begin{equation*}
\mathscr{F}_{A} \rightarrow-\frac{\log \varepsilon}{2048} \int_{\partial A}\left[16 k(s) k^{\prime \prime}(s)+9 k(s)^{4}\right] d s+\mathcal{O}(1) \quad d_{\theta} \rightarrow 5 \tag{2.28}
\end{equation*}
$$

which becomes the logarithmic divergent term occurring in (2.16), after a partial integration.

### 2.4 Asymptotically hvLif ${ }_{4}$ black hole

Another static background of physical interest is the asymptotically hvLif $4_{4}$ black hole, whose metric reads [34, 88, 89]

$$
\begin{equation*}
d s^{2}=\frac{1}{z^{d_{\theta}}}\left(-z^{-2(\zeta-1)} f(z) d t^{2}+\frac{d z^{2}}{f(z)}+d x^{2}+d y^{2}\right) \quad f(z) \equiv 1-\left(z / z_{h}\right)^{d_{\theta}+\zeta} \tag{2.29}
\end{equation*}
$$

where the parameter $z_{h}$ corresponds to the horizon, which determines the black hole temperature [34]

$$
\begin{equation*}
T=\frac{\left|d_{\theta}+\zeta\right|}{4 \pi z_{h}^{\zeta}} \tag{2.30}
\end{equation*}
$$

Unlike hvLif 4 , where the Lifshitz exponent $\zeta$ occurs only in the $g_{t t}$ component of the metric, in (2.29) it enters also in $f(z)$; hence the minimal surface $\hat{\gamma}_{A}$ depends on $\zeta$.

For $1<d_{\theta}<3$, specialising the general formula (2.18) to the black hole metric (2.29), for the finite term of the holographic entanglement entropy we find

$$
\begin{equation*}
F_{A}=\frac{1}{\left(d_{\theta}-1\right)} \int_{\hat{\gamma}_{A}} \frac{1}{z^{d_{\theta}}}\left[\left(d_{\theta}-1\right)(f(z)-1)-\frac{z f^{\prime}(z)}{2}+\left(\tilde{n}^{z}\right)^{2}\left(1+\frac{z f^{\prime}(z)}{2 f(z)}\right)\right] d \tilde{\mathcal{A}} \tag{2.31}
\end{equation*}
$$

This functional reduces to (2.22) when $f(z)=1$ identically, as expected. For simplicity, here we do not consider the case $3<d_{\theta}<5$, but the corresponding computation to obtain $\mathscr{F}_{A}$ is very similar to the one leading to (2.31).

In the regime where the size of the domain $A$ is very large with respect to the black hole horizon scale $z_{h}$, the extremal surface can be approximated by a cylinder $\hat{\gamma}_{A}^{\text {cyl }}$ with horizontal cross section $\partial A$ and the second base located at $z=z_{*} \sim z_{h}$. Within this approximation, the functional (2.31) simplifies to

$$
\begin{align*}
F_{A}^{\mathrm{cyl}} & =\frac{d_{\theta}\left[f\left(z_{*}\right)-1\right]+1}{\left(d_{\theta}-1\right) z_{*}^{d_{\theta}}} \operatorname{Area}(A)+\frac{P_{A}}{d_{\theta}-1} \int_{0}^{z_{*}}\left[f(z)-\frac{z f^{\prime}(z)}{2}-1\right] \frac{d z}{z^{d_{\theta}}} \\
& =\frac{1-\left(z_{*} / z_{h}\right)^{d_{\theta}+\zeta} d_{\theta}}{z_{*}^{d_{\theta}}\left(d_{\theta}-1\right)} \operatorname{Area}(A)+\frac{\left(d_{\theta}+\zeta-2\right) z_{*}^{1-d_{\theta}}}{2(\zeta+1)\left(d_{\theta}-1\right)}\left(\frac{z_{*}}{z_{h}}\right)^{d_{\theta}+\zeta} P_{A} \tag{2.32}
\end{align*}
$$

where we used that $\tilde{n}^{z}=\sqrt{f\left(z_{*}\right)}$ on the base and $\tilde{n}^{z}=0$ on the vertical part of $\hat{\gamma}_{A}^{\text {cyl }}$. In the special case of $d_{\theta}=2$, the expression (2.32) reduces to the corresponding result of [70]. Taking the limit $z_{*} \rightarrow z_{h}$ of (2.32), we find

$$
\begin{equation*}
F_{A}^{\mathrm{cyl}}=-\frac{\operatorname{Area}(A)}{z_{h}^{d_{\theta}}}+\ldots \tag{2.33}
\end{equation*}
$$

By using (2.30), this relation can be written as $F_{A}^{\mathrm{cyl}} \simeq-T^{d_{\theta} / \zeta} \mathrm{Area}(A)$ (up to a numerical coefficient), which tells us that $-F_{A}^{\text {cyl }}$ approaches the thermal entropy in this limit.

## 3 Finite term as an integral along the entangling curve

This section is devoted to show that the finite term in the expansion of the entanglement entropy for the case $\operatorname{hvLif}_{d+1}$ can be written as an integral over the entangling ( $d-2$ ) dimensional hypersurface. This analysis extends the result obtained in [69] for $\mathrm{AdS}_{4}$. In Appendix D
we show that the same result can be obtained through a procedure on the area functional that is similar to the one leading to the Noether theorem.
The geometry of this spacetime is given by (2.1) with $d \boldsymbol{x}^{2}=\sum_{i=1}^{d-1} d x_{i}^{2}, R_{\text {AdS }}=1$ and $d_{\theta}=d-1-\theta$. This spacetime possesses a conformal Killing vector generating the following transformation

$$
\begin{equation*}
t \mapsto \lambda^{1-\zeta} t \quad z \mapsto \lambda z \quad \boldsymbol{x} \mapsto \lambda \boldsymbol{x} \tag{3.1}
\end{equation*}
$$

under which the metric changes as $d s^{2} \mapsto \lambda^{2-d_{\theta}} d s^{2}$, being $d_{\theta} \geqslant 1$.
An amusing consequence of the existence of this conformal Killing vector is the possibility to write the finite term (whenever a logarithmic divergence does not occur) as an integral over the entangling hypersurface independently of the number of divergent terms appearing in the expansion of the area and of the spacetime dimensionality. This can be shown by considering the variation of the induced area element for an infinitesimal transformation generated by the infinitesimal parameter $\lambda=1+\epsilon+\cdots$. From the scaling law of the metric, we find

$$
\begin{equation*}
\delta_{\epsilon}(\sqrt{h})=\epsilon \frac{\left(2-d_{\theta}\right) m}{2} \sqrt{h} \tag{3.2}
\end{equation*}
$$

where $m$ is the dimension of the minimal hypersurface. Namely, if we perform the transformations (3.1) the volume of the hypersurface scales as $\mathcal{V} \rightarrow \lambda^{\frac{m\left(2-d_{\theta}\right)}{2}} \mathcal{V}$.

Since the transformation (3.1) can be also viewed as an infinitesimal diffeomorphism generated by a conformal Killing vector field $V_{\mu}$ acting on the bulk, its action on the induced metric can be cast into the following form

$$
\begin{equation*}
\delta h_{a b}=\left(\nabla_{\mu} V_{\nu}+\nabla_{\nu} V_{\mu}\right) \frac{\partial x^{\mu}}{\partial \sigma^{a}} \frac{\partial x^{\nu}}{\partial \sigma^{b}}=D_{a} V_{b}+D_{b} V_{a}+K_{a b}^{(i)}\left(n_{(i)} \cdot V\right) \tag{3.3}
\end{equation*}
$$

where $\sigma^{a}$ are the coordinates on the minimal surface, $D_{a}$ is the induced covariant derivative on $\gamma_{A}$, the vector field $V_{a}=V_{\mu} \partial_{a} x^{\mu}$ is the pullback of $V_{\mu}$ on $\gamma_{A}, n_{(i)}$ are the normal vectors to the minimal surface and $K_{a b}^{(i)}$ the associated extrinsic curvature (the dot corresponds to the scalar product given by the bulk metric). Then, the variation of the volume form can be written as

$$
\begin{equation*}
\delta_{\epsilon}(\sqrt{h})=\frac{1}{2} \sqrt{h} h^{a b} \delta_{\epsilon} h_{a b}=\frac{\epsilon}{2} \sqrt{h}\left(2 D_{a} V^{a}+K^{(i)}\left(n_{(i)} \cdot V\right)\right)=\epsilon \sqrt{h}\left(D_{a} V^{a}\right) \tag{3.4}
\end{equation*}
$$

where in the last step the extremality condition has been employed. If we compare (3.2) and (3.4), we find

$$
\begin{equation*}
\sqrt{h}=\frac{2}{\left(2-d_{\theta}\right) m} \sqrt{h}\left(D_{a} V^{a}\right) \tag{3.5}
\end{equation*}
$$

which can be integrated over $\hat{\gamma}_{A, \varepsilon}$, finding

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=\frac{2}{\left(2-d_{\theta}\right) m} \int_{\hat{\gamma}_{A, \varepsilon}} \sqrt{h}\left(D_{a} V^{a}\right) d^{m} \sigma=\frac{2}{\left(2-d_{\theta}\right) m} \int_{\partial \hat{\gamma}_{A, \varepsilon}} \sqrt{h}\left(b_{a} V^{a}\right) d^{m-1} \xi \tag{3.6}
\end{equation*}
$$

where $b^{a}$ is the unit vector normal to $\partial \hat{\gamma}_{A, \varepsilon}$ along the surface $\hat{\gamma}_{A, \varepsilon}$, and $\xi^{j}$ denote the coordinates on the boundary of the minimal hypersurface. Actually, identities similar to (3.5) and (3.6) hold if the manifold admits a vector of constant divergence. The conformal Killing
vector generating dilatations is just an example of this type. The above analysis is valid in any dimension and for generic codimension of the minimal submanifold. To complete our analysis we need to know the behavior of the vector $b_{a}$ close to the boundary. In the present paper, we have performed this analysis only for the case of interest, i.e. $d=3$ and $m=2$ (see Appendix B), but it can be extended to more general situations by means of the same techniques.

For $d=3$ and $m=2$, by plugging the expansion (B.5) into (3.6), for the finite term we find

$$
\begin{equation*}
F_{A}=-\frac{d_{\theta}+1}{d_{\theta}-2} \int_{\partial A}\left(\boldsymbol{x}_{A} \cdot \widetilde{N}\right) \mathcal{U}_{d_{\theta}+1} d s \quad d_{\theta} \neq 2 \tag{3.7}
\end{equation*}
$$

where $\mathcal{U}_{d_{\theta}+1}$ is the first non analytic term encountered in the expansion (B.5), $\boldsymbol{x}_{A}$ is a shorthand notation for the parametric representation $\boldsymbol{x}_{A} \equiv(x(s), y(s))$ of the entangling curve and the vector $\widetilde{N}$ is the unit normal to this curve in the plane $z=0$ in $\widetilde{\mathcal{M}}_{3}$ (see also Appendix B).

Further remarks about (3.7) are in order. The representation (3.7) for the finite term holds for any $d_{\theta} \neq 2$ and there is no restriction on the range of $d_{\theta}$. Even though the expression (3.7) may suggest that $F_{A}$ is completely characterized by the local behaviour of the extremal surface near the boundary, it turns out that the coefficient $\mathcal{U}_{d_{\theta}+1}$ cannot be determined only by solving perturbatively (2.8) about $z=0$ (see Appendix B); hence it depends on the whole minimal surface $\hat{\gamma}_{A}$.

## 4 Time dependent backgrounds for $1<d_{\theta}<3$

When the gravitational background is time dependent, the covariant prescription for the holographic entanglement entropy introduced in [37] must be employed. The class of surfaces $\gamma_{A}$ to consider is defined only by the constraint $\partial \gamma_{A}=\partial A$; hence $\gamma_{A}$ is not restricted to lay on a slice of constant time, as in the static gravitational spacetimes.
In this section we study the finite term in the expansion of the holographic entanglement entropy in time dependent asymptotically hvLif ${ }_{4}$ backgrounds. A crucial difference with respect to the case of static backgrounds is that surfaces in four dimensional spacetimes have two normal directions identified by the unit normal vectors $n_{N}^{(i)}$ (with $i=1,2$, whose squared norm $\epsilon_{i}=g^{M N} n_{M}^{(i)} n_{N}^{(i)}$ is either +1 or -1$)$ and therefore two extrinsic curvatures $K_{M N}^{(i)}$. In this analysis we need to extend the result obtained in [70] by including the Lifshitz scaling and the hyperscaling violation. The technical details of this computation are discussed in Appendix E and in the following we report only the final results.

In the range $1<d_{\theta}<3$, for surfaces $\gamma_{A}$ that intersect orthogonally the boundary, the expansion (2.12) holds with the finite term given by

$$
\begin{align*}
& \mathcal{F}_{A}=c_{1} \int_{\gamma_{A}} e^{2 \phi}\left[2 \tilde{h}^{M N} \partial_{M} \varphi \partial_{N} \phi-\sum_{i=1}^{2} \epsilon_{i} \tilde{n}^{(i) M} \tilde{n}^{(i) N}\left(\widetilde{D}_{M} \widetilde{D}_{N} \varphi-\widetilde{D}_{M} \varphi \widetilde{D}_{N} \varphi\right)+\widetilde{D}^{2} \varphi\right.  \tag{4.1}\\
&\left.+\frac{1}{4} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}\right] d \tilde{\mathcal{A}}-\int_{\gamma_{A}} e^{2 \varphi} d \widetilde{\mathcal{A}}-\frac{c_{1}}{4} \sum_{i=1}^{2} \epsilon_{i} \int_{\gamma_{A}} e^{2 \phi}\left(\operatorname{Tr} K^{(i)}\right)^{2} d \mathcal{A}
\end{align*}
$$

Specialising this expression to extremal surfaces $\hat{\gamma}_{A}$, that satisfy $\operatorname{Tr} K^{(i)}=0$ and for which $c_{1}$ is given in (C.10), we find

$$
\begin{align*}
F_{A}=\int_{\hat{\gamma}_{A}} \frac{2 e^{2 \phi}}{d_{\theta}\left(d_{\theta}-1\right)}[2 & \tilde{h}^{M N} \partial_{M} \varphi \partial_{N} \phi-\sum_{i=1}^{2} \epsilon_{i} \tilde{n}^{(i) M} \tilde{n}^{(i) N} \widetilde{D}_{M} \widetilde{D}_{N} \varphi  \tag{4.2}\\
& \left.+\widetilde{D}^{2} \varphi-\frac{d_{\theta}\left(d_{\theta}-1\right)}{2} e^{2(\varphi-\phi)}+\frac{1}{2} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}\right] d \tilde{\mathcal{A}} .
\end{align*}
$$

In the special case of $d_{\theta}=2$, the expressions (4.1) and (4.2) simplify to the ones obtained in [70] for time dependent asymptotically $\mathrm{AdS}_{4}$ backgrounds. In the final part of Appendix E we show that (4.2) becomes (2.18) for static backgrounds.

The temporal evolution of the holographic entanglement entropy in the presence of Lifshitz scaling and hyperscaling violation exponents has been studied in [45, 46, 97-99] by considering infinite strips and disks. It would be interesting to extend this numerical analysis to non spherical finite domains, also to check the analytic expression (4.2).

## 5 Some particular regions

In the previous sections we discussed expressions for the finite term in the expansion of the holographic entanglement entropy that hold for any smooth region $A$, independently of its shape. In this section we test these expressions by considering infinite strips (Section 5.1), disks (Section 5.2) and ellipses (Section 5.3).

### 5.1 Strip

The spatial region $A=\{(x, y):|x| \leqslant \ell / 2,|y| \leqslant L / 2\}$ in the limit of $\ell \ll L$ can be seen as an infinite strip that is invariant under translations along the $y$-direction. The occurrence of this symmetry leads to a drastic simplification because the search of the minimal area surface $\hat{\gamma}_{A}$ can be restricted to the class of surfaces $\gamma_{A}$ invariant under translations along the $y$-direction, which are fully characterised by the profile $z=z(x)$ of a section at $y=$ const.

### 5.1.1 $\mathrm{HvLif}_{4}$

Considering the $\operatorname{hvLif}_{4}$ gravitational background given by (2.21), in the regime $\ell \ll L$ the area functional evaluated on the surfaces $\gamma_{A}$ characterised by the profile $z=z(x)$ simplifies to

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=L \int_{-\ell / 2}^{\ell / 2} \frac{\sqrt{1+\left(z^{\prime}\right)^{2}}}{z^{d_{\theta}}} d x . \tag{5.1}
\end{equation*}
$$

Since the coordinate $x$ is cyclic, its conjugate momentum is conserved, namely

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{1}{z^{d_{\theta}}} \frac{1}{\sqrt{1+\left(z^{\prime}\right)^{2}}}\right)=0 \quad \Longrightarrow \quad \frac{1}{z^{d_{\theta}} \sqrt{1+\left(z^{\prime}\right)^{2}}}=\frac{1}{z_{*}^{d_{\theta}}} \tag{5.2}
\end{equation*}
$$

where in the integration we have denoted by $z_{*} \equiv z(0)$ the value of the function $z(x)$ corresponding to the tip of the surface, where $z^{\prime}(0)=0$. The parameter $z_{*}$ can be also expressed in terms of the width of the strip $\ell$ as follows

$$
\begin{equation*}
\frac{\ell}{2}=\int_{0}^{z_{*}} \frac{d z}{z^{\prime}}=\int_{0}^{z_{*}} \frac{d z}{\sqrt{\left(z_{*} / z\right)^{2 d_{\theta}}-1}}=\frac{\sqrt{\pi} \Gamma\left(\left(1+1 / d_{\theta}\right) / 2\right)}{\Gamma\left(1 /\left(2 d_{\theta}\right)\right)} z_{*} . \tag{5.3}
\end{equation*}
$$

By integrating the conservation law (5.2), for the profile $x(z)$ one finds

$$
\begin{equation*}
x(z)=\frac{\ell}{2}-\frac{z_{*}}{d_{\theta}+1}\left(\frac{z}{z_{*}}\right)^{d_{\theta}+1}{ }_{2} F_{1}\left(\frac{1}{2}, \frac{1}{2}+\frac{1}{2 d_{\theta}} ; \frac{3}{2}+\frac{1}{2 d_{\theta}} ;\left(z / z_{*}\right)^{2 d_{\theta}}\right) . \tag{5.4}
\end{equation*}
$$

The most direct approach to obtain $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$ consists in evaluating (5.1) on the profile (5.4). This calculation has been done in [34] and the corresponding expansion as $\varepsilon \rightarrow 0$ has been obtained. In the following we reproduce the finite term of this expansion by specialising the expressions (2.22) and (2.26) to the strip (for the latter formula, the computation is reported in Appendix C.3.1).

Let us first consider the tangent and normal vectors to the surfaces anchored to the boundary of the infinite strip that are characterised by the profile $z=z(x)$. They read

$$
\begin{equation*}
\tilde{t}_{1}^{\mu}=\left(\frac{z^{\prime}}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, \frac{1}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, 0\right) \quad \tilde{t}_{2}^{\mu}=(0,0,1) \quad \tilde{n}^{\mu}=\left(\frac{-1}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, \frac{z^{\prime}}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, 0\right) . \tag{5.5}
\end{equation*}
$$

For $1<d_{\theta}<3$, we can plug the component $\tilde{n}^{z}$ into (2.22), that holds for the minimal surface $\hat{\gamma}_{A}$, finding that the finite term of the holographic entanglement entropy becomes

$$
\begin{equation*}
F_{A}=\frac{1}{d_{\theta}-1} \int_{\hat{\gamma}_{A}} \frac{d x d y}{z^{d_{\theta}} \sqrt{1+\left(z^{\prime}\right)^{2}}}=\frac{4}{\left(d_{\theta}-1\right) z_{*}^{d_{\theta}}} \int_{0}^{L / 2} \int_{0}^{\ell / 2} d x d y=\frac{L \ell}{\left(d_{\theta}-1\right) z_{*}^{d_{\theta}}} \tag{5.6}
\end{equation*}
$$

where (5.2) has been used in the last step. By employing (5.3), the expression (5.6) can be written as [34]

$$
\begin{equation*}
F_{A}=\frac{L \ell^{1-d_{\theta}}}{d_{\theta}-1}\left(\frac{2 \sqrt{\pi} \Gamma\left(\left(1+1 / d_{\theta}\right) / 2\right)}{\Gamma\left(1 /\left(2 d_{\theta}\right)\right)}\right)^{d_{\theta}} . \tag{5.7}
\end{equation*}
$$

We have obtained this result for $1<d_{\theta}<3$, but it turns out to be valid for any $d_{\theta}>1$ (in Appendix C.3.1 we have checked that (5.7) is recovered also by specialising to the strip the general formula (2.26) that holds for $3<d_{\theta}<5$ ). In fact all the subleading divergences can be expressed recursively in terms of the geodesic curvature of $\partial A$ and its derivatives (see Appendix B); and this quantity trivially vanishes for the straight line.

We find it instructive to specialise the method discussed in Section 3 to the infinite strip. The analytic profile (5.4) allows us to determine the scalar function $u(z, s)$ used in Appendix B to describe the minimal surface: $u(z, s)=\ell / 2-x(z)$. By expanding this result in powers of $z$ and by comparing the expansion with (B.5), one finds the following coefficient

$$
\begin{equation*}
\mathcal{U}_{d_{\theta}+1}=\frac{1}{\left(d_{\theta}+1\right) z_{*}^{d_{\theta}}} . \tag{5.8}
\end{equation*}
$$

The expression (3.7) must be slightly modified for the infinite strip because in this case we evaluate the finite ratio $\mathcal{A} / L$ and the scaling in the direction along which the strip is infinitely long is not considered. Thus, the ratio $\mathcal{A} / L$ scales like $\mathcal{A} / L \rightarrow \lambda^{1-d_{\theta}} \mathcal{A} / L$ under (3.1). As a consequence, for the infinite strip (3.7) has to be replaced with

$$
\begin{equation*}
F_{A}=-\frac{d_{\theta}+1}{d_{\theta}-1} \int_{\partial A}\left(\boldsymbol{x}_{A} \cdot \tilde{N}\right) \mathcal{U}_{d_{\theta}+1} d s \tag{5.9}
\end{equation*}
$$

Plugging (5.8) into (5.9) and using that $\boldsymbol{x}_{A} \cdot \tilde{N}=-\ell / 2$, we recover (5.6), and therefore also (5.7), which is the result found in [34] for the infinite strip in a generic number of spacetime dimensions.

### 5.1.2 Asymptotically hvLif 4 black hole

We find it worth considering also the finite term of the holographic entanglement entropy of an infinite strip $A$ when the gravitational background is given by the asymptotically hvLif ${ }_{4}$ black hole (2.29). This can be done by adapting the procedure described in Section 5.1.1 for $\operatorname{hvLif}_{4}$.

The area functional restricted to the class of surfaces $\gamma_{A}$ that are invariant under translations along the $y$-direction (which are fully determined by the profile $z=z(x)$ of any section at $y=$ const) reads

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=L \int_{-\ell / 2}^{\ell / 2} \frac{1}{z^{d_{\theta}}} \sqrt{1+\frac{\left(z^{\prime}\right)^{2}}{f(z)}} d x \tag{5.10}
\end{equation*}
$$

that simplifies to (5.1) when $f(z)=1$ identically, as expected. Since $x$ is a cyclic coordinate in (5.10), one obtains the following conservation law

$$
\begin{equation*}
z^{d_{\theta}} \sqrt{1+\frac{\left(z^{\prime}\right)^{2}}{f(z)}}=z_{*}^{d_{\theta}} \tag{5.11}
\end{equation*}
$$

being $(z, x)=\left(z_{*}, 0\right)$ the coordinates of the tip of the profile of the minimal surface $\hat{\gamma}_{A}$, where $z^{\prime}(0)=0$ holds. We also need the unit vector $\tilde{n}^{\mu}$ normal to the surface, whose components read

$$
\begin{equation*}
\tilde{n}^{\mu}=\left(\tilde{n}^{z}, \tilde{n}^{x}, \tilde{n}^{y}\right)=\left(\frac{f(z)}{\sqrt{f(z)+\left(z^{\prime}\right)^{2}}},-\frac{z^{\prime}}{\sqrt{f(z)+\left(z^{\prime}\right)^{2}}}, 0\right) . \tag{5.12}
\end{equation*}
$$

Now we can specialise (2.31), which holds for minimal surfaces, to the strip by employing (5.12), finding that

$$
\begin{equation*}
F_{A}=\frac{2 L}{z_{*}^{d_{\theta}}\left(d_{\theta}-1\right)} \int_{0}^{\ell / 2}\left[\left(\left(d_{\theta}-1\right)(f(z)-1)-\frac{z f^{\prime}(z)}{2}\right) \frac{z_{*}^{2 d_{\theta}}}{z^{2 d_{\theta}}}+f(z)+\frac{z f^{\prime}(z)}{2}\right] d x \tag{5.13}
\end{equation*}
$$

where the emblacking factor $f(z)$ is given in (2.29). By employing the conservation law (5.11), it is straightforward to write (5.13) as an integral in $z$ between 0 and $z_{*}$. Notice that, by setting $\zeta=1$ and $d_{\theta}=2$ in (5.13), we recover the result obtained in [70].

### 5.2 Disk

In this subsection we study the holographic entanglement entropy of a disk $A$ with radius $R$ when the gravitational background is $\operatorname{hvLif}_{4}$ (Section 5.2 .1 ) or the asymptotically $\mathrm{hvLif}_{4}$ black hole (Section 5.2.2). Fixing the origin of the Cartesian coordinates $(x, y, z>0)$ in the center of $A$, the rotational symmetry of $A$ about the $z$-axis implies that $\hat{\gamma}_{A}$ belongs to the subset of surfaces $\gamma_{A}$ displaying this rotational symmetry; hence it is more convenient to adopt cylindrical coordinates $(z, \rho, \phi)$, where $(\rho, \phi)$ are polar coordinates in the plane at $z=0$. In these coordinates the entangling curve is given by $(\rho=R, \phi)$ in the plane at $z=0$.

### 5.2.1 $\quad \mathrm{HvLif}_{4}$

When the gravitational background is hvLif $_{4}$ (now it is convenient to express the metric (2.21) in cylindrical coordinates), the area functional for the surfaces invariant under rotations about the $z$-axis that are defined by their radial profile $z=z(\rho)$ and that are anchored to the entangling curve $(\rho, \phi)=(R, \phi)$ (i.e. such that $z(R)=0)$ reads

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=2 \pi \int_{0}^{R} \frac{\sqrt{1+\left(z^{\prime}\right)^{2}}}{z^{d_{\theta}}} \rho d \rho \tag{5.14}
\end{equation*}
$$

where $z^{\prime}=\partial_{\rho} z(\rho)$. Imposing the vanishing of the first variation of the functional (5.14) leads to the following second order ordinary differential equation

$$
\begin{equation*}
\frac{z^{\prime \prime}}{1+\left(z^{\prime}\right)^{2}}+\frac{z^{\prime}}{\rho}+\frac{d_{\theta}}{z}=0 \tag{5.15}
\end{equation*}
$$

where the boundary conditions $z(R)=0$ and $z^{\prime}(0)=0$ hold. It is well known that, in the special case of $d_{\theta}=2$, the hemisphere $z(\rho)=\sqrt{R^{2}-\rho^{2}}$ is a solution of (5.15) [35, 36]. For $d_{\theta} \neq 2$, the solution of (5.15) has been studied numerically in [99].

In the following we provide the finite term in the expansion of the holographic entanglement entropy for disks by specialising (2.22) and (2.26) to these domains. In terms of the cylindrical coordinates, the unit tangent and normal vectors to $\hat{\gamma}_{A}$ read

$$
\begin{equation*}
\tilde{t}_{\rho}^{\mu}=\left(\frac{z^{\prime}}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, \frac{1}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, 0\right) \quad \tilde{t}_{\phi}^{\mu}=(0,0,1) \quad \tilde{n}^{\mu}=\left(\frac{1}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, \frac{-z^{\prime}}{\sqrt{1+\left(z^{\prime}\right)^{2}}}, 0\right) \tag{5.16}
\end{equation*}
$$

where $z=z(\rho)$ satisfies (5.15). We remark that only the component $\tilde{n}^{z}$ occurs in (2.22) and (2.26). Thus, from (5.16), we easily find that for $1<d_{\theta}<3$ the expression (2.22) becomes

$$
\begin{equation*}
F_{A}=\frac{2 \pi}{d_{\theta}-1} \int_{0}^{R} \frac{\rho d \rho}{z^{d_{\theta}} \sqrt{1+\left(z^{\prime}\right)^{2}}} . \tag{5.17}
\end{equation*}
$$

In the regime $3<d_{\theta}<5$, we have that (2.26) gives

$$
\begin{equation*}
\mathscr{F}_{A}=\frac{2 \pi}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right)} \int_{0}^{R} \frac{2\left[\left(d_{\theta}-1\right)+z z^{\prime} / \rho\right]\left(z^{\prime}\right)^{2}-3}{z^{d_{\theta}}\left[1+\left(z^{\prime}\right)^{2}\right]^{3 / 2}} \rho d \rho \tag{5.18}
\end{equation*}
$$

where (5.15) has been used to rewrite $z^{\prime \prime}$.


Figure 2: Finite term $F_{A}$ in terms of $1<d_{\theta}<3$ for minimal surfaces anchored to a disk of radius $R=1$ in the $\operatorname{hvLif}_{4}$ geometry (2.21) at $t=$ const. The solid line is found by first solving numerically (with Wolfram Mathematica) the differential equation (5.15) and then plugging the resulting radial profile into (5.17). The data points labelled by the empty circles and the empty triangles have been obtained with Surface Evolver through the two formulas in (5.20) respectively. The inset contains a zoom close to the minimum of the curve, that corresponds to $\left(d_{\theta}, F_{A}\right) \simeq(2.52,4.67)$.

Even though (5.15) is invariant under the scale transformation $(z, \rho) \rightarrow \lambda(z, \rho)$, the expressions in (5.17) and (5.18) do not enjoy this invariance. However, since the metric scales as $d s^{2} \mapsto \lambda^{2-d_{\theta}} d s^{2}$, it is straightforward to observe that

$$
\begin{equation*}
F_{A}(R)=\left.R^{2-d_{\theta}} F_{A}\right|_{R=1} \quad \mathscr{F}_{A}(R)=\left.R^{2-d_{\theta}} \mathscr{F}_{A}\right|_{R=1} \tag{5.19}
\end{equation*}
$$

Thus, the finite term in the holographic entanglement entropy decreases with the radius for $d_{\theta}>2$, while it increases for $d_{\theta}<2$. The case $d_{\theta}=2$ corresponds to $\mathrm{AdS}_{4}$, which is scale invariant, and $F_{A}=2 \pi$ for a disk, independently of the radius $R$, as expected.

In our numerical analysis we have employed Wolfram Mathematica and Surface Evolver [72, 73]. Wolfram Mathematica has been used to solve numerically ordinary differential equations, which can be written whenever the symmetry of $A$ and of the gravitational background allows to parameterise $\gamma_{A}$ only in terms of a function of a single variable. In this manuscript, this is the case for the disk. Instead, Surface Evolver is more versatile in our three dimensional gravitational backgrounds (on a constant time slice) because it provides an approximation of the minimal surface $\hat{\gamma}_{A}$ through triangulated surfaces without implementing any particular parameterisation of the surface. In particular, once the three dimensional gravitational background has been introduced, given the UV cutoff $\varepsilon$ and the entangling curve $\partial A$, only the trial surface (a rough triangulation that fixes the topology of the expected minimal surface) has to be specified as initial data for the evolution. This makes Surface Evolver suitable to study the holographic entanglement entropy in $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$ for entangling curve of generic shape, as already done in $[70,71,80,81]$ (we refer the interested reader to these manuscripts for technical details about the application of Surface Evolver in this context). We remark


Figure 3: Finite term $\mathscr{F}_{A}$ in terms of $3<d_{\theta}<5$ for minimal surfaces anchored to a disk of radius $R=1$ in the $\operatorname{hvLif}_{4}$ geometry (2.21) at $t=$ const. The two curves have been obtained by first solving numerically (with Wolfram Mathematica) the differential equation (5.15) and then plugging the resulting profile either in (5.18) (solid red line) or into (5.14) (dashed blue line), once the area law term has been subtracted.
that, besides the position of the vertices of the triangulated surface, Surface Evolver can provide also the unit vectors normal to the triangles composing the triangulated surface. This information can be used to evaluate numerically the expressions discussed in Section 2.2.

Let us denote by $\hat{\gamma}_{A, \text { SE }}$ the best approximation of the minimal surface obtained with Surface Evolver and by $\mathcal{A}_{\mathrm{SE}}$ its area, which depends on the value of $\varepsilon$ adopted in the numerical analysis. These data allow to compute the finite term in the expansion of the holographic entanglement entropy in two ways: by subtracting the area law term from $\mathcal{A}_{\mathrm{SE}}$ or by plugging the numerical data provided by Surface Evolver into the general formulas discussed in Section 2.2. For $1<d_{\theta}<3$, these two ways to find the finite term are given by

$$
\begin{equation*}
F_{A, \mathrm{SE}} \equiv-\left.\left(\mathcal{A}_{\mathrm{SE}}-P_{A} / \varepsilon^{d_{\theta}-1}\right) \quad \widetilde{F}_{A, \mathrm{SE}} \equiv F_{A}\right|_{\hat{\gamma}_{A, \mathrm{SE}}} \tag{5.20}
\end{equation*}
$$

where $F_{A}$ is the expression in (2.18). In the range $3<d_{\theta}<5$ we can write expressions similar to the ones in (5.20) starting from (2.14) and (2.19).

In Fig. 2 we show the finite term $F_{A}$ for a disk of radius $R=1$ as a function of the effective dimensionality $d_{\theta}$, in the range $1<d_{\theta}<3$, when the gravitational background is hvLif ${ }_{4}$. The solid black curve has been found with Mathematica, by solving numerically (5.15) first and then plugging the resulting radial profile for the minimal surface into (5.17). The data points have been found with Surface Evolver by using $F_{A, \text { SE }}$ (empty circles) and $\widetilde{F}_{A, \text { SE }}$ (empty
triangles), introduced in (5.20). The very good agreement between the data points and the continuous curve provides a non trivial check both of the analytic formula (2.22) and of the procedure implemented in Surface Evolver, that is sensible to the value of $d_{\theta}$. For $d \simeq 3$ our numerical analysis fails; hence in Fig. 2 we have reported only the reliable results.
An interesting feature that can be observed in Fig. 2 is the occurrence of a minimum for $F_{A}$ corresponding to $\left(d_{\theta}, F_{A}\right) \simeq(2.52,4.67)$. When the gravitational background is $\mathrm{AdS}_{4}$, the bound $F_{A} \geqslant 2 \pi$ holds for any entangling curve and the inequality is saturated for the disks [70]. From Fig. 2 we notice that, for hyperscaling violating theories, $F_{A}$ assumes also values lower than $2 \pi$ for certain $d_{\theta}$.

In Fig. 3 the finite term $\mathscr{F}_{A}$ for a disk of radius $R=1$ is shown in terms of $d_{\theta}$, in the range $3<d_{\theta}<5$, when the gravitational background is $\operatorname{hvLif}_{4}$. The radial profile $z(\rho)$ for the minimal surface has been obtained by solving numerically the equation of motion (5.15). Then, the finite term has been obtained by plugging this result either into the area functional regularised by subtracting the divergent terms (solid red line) or into the analytic expression (5.18) (dashed blue line). In the figure we have reported only the reliable numerical data.

### 5.2.2 Asymptotically hvLif $_{4}$ black hole

It is worth studying the holographic entanglement entropy of a disk of radius $R$ when the gravitational background is the black hole (2.29). By adopting the cylindrical coordinates, we can find the minimal surface among the surfaces $\gamma_{A}$ invariant under rotations about the $z$-axis, characterised by their radial profile $z(\rho)$ such that $z(R)=0$, as in Section 5.2.1. The area functional for this class of surfaces reads

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=2 \pi \int_{0}^{R} \frac{1}{z^{d_{\theta}}} \sqrt{1+\frac{\left(z^{\prime}\right)^{2}}{f(z)}} \rho d \rho . \tag{5.21}
\end{equation*}
$$

Under the rescaling $(z, \rho) \rightarrow \lambda(z, \rho)$, we have that $z_{h} \rightarrow \lambda z_{h}, R \rightarrow \lambda R$ and $\mathcal{A}\left[\gamma_{A}\right] \rightarrow$ $\lambda^{2-d_{\theta}} \mathcal{A}\left[\gamma_{A}\right]$ for (5.21). This rescaling leaves invariant both the equation of motion and the shape of the extremal surface $\hat{\gamma}_{A}$.

The unit vector normal to $\hat{\gamma}_{A}$ reads

$$
\begin{equation*}
\tilde{n}^{\mu}=\left(\tilde{n}^{z}, \tilde{n}^{\rho}, \tilde{n}^{\phi}\right)=\left(\frac{f(z)}{\sqrt{f(z)+\left(z^{\prime}\right)^{2}}},-\frac{z^{\prime}}{\sqrt{f(z)+\left(z^{\prime}\right)^{2}}}, 0\right) \tag{5.22}
\end{equation*}
$$

where $z(\rho)$ satisfies the equation of motion coming from (5.21). By employing the component $\tilde{n}^{z}$ in (5.22), we can specialise (2.31) to this case, finding that for $1<d_{\theta}<3$ the finite term of the holographic entanglement entropy of a disk in the black hole geometry (2.29) is proportional to
$F_{A}=\frac{2 \pi}{d_{\theta}-1} \int_{0}^{R}\left[\left(d_{\theta}-1\right)(f(z)-1)-\frac{z f^{\prime}(z)}{2}+\frac{f^{2}(z)}{f(z)+\left(z^{\prime}\right)^{2}}\left(1+\frac{z f^{\prime}(z)}{2 f(z)}\right)\right] \frac{\sqrt{1+\left(z^{\prime}\right)^{2} / f(z)}}{z^{d_{\theta}}} \rho d \rho$.
This expression scales like $F_{A} \rightarrow \lambda^{2-d_{\theta}} F_{A}$ under the rescaling introduced above.


Figure 4: Finite term $F_{A}$ for minimal surfaces anchored to a disk of radius $R$ when the bulk metric is the black hole (2.29), with $d_{\theta}=2$, different values of $\zeta$ and the horizon set to $z_{h}=1$. The solid black curve corresponds to the analytic solution (5.28) described in Section 5.2.3, while the remaining coloured solid lines have been obtained by evaluating (5.23) on the minimal surface whose radial profile has been found by solving numerically the equation of motion of (5.21). The data points labelled by the empty circles and the empty triangles have been obtained with Surface Evolver through the two formulas in (5.20) respectively. The horizontal black dashed line corresponds to $F_{A}=2 \pi$, that gives the finite term of the holographic entanglement entropy of disks when the gravitational background is $\mathrm{AdS}_{4}$.

The radial profile characterising the minimal area surface $\hat{\gamma}_{A}$ can be found by solving the second order ordinary differential equation obtained by extremising the area functional (5.21). This can be done numerically for any $d_{\theta}$ (e.g. with Wolfram Mathematica). Then, the finite term $F_{A}$ for $1<d_{\theta}<3$ can be found by plugging the resulting profile into the integral (5.21) properly regularised and subtracting the leading divergence (2.10),

In order to check our results, we have studied the finite term $F_{A}$ as a function of the radius $R$ for different values of $\zeta$, where the gravitational background given by the black hole (2.29) with fixed $d_{\theta}=2$ and the black hole horizon set to $z_{h}=1$. The results are shown in Fig. 4, where the same quantity has been computed by employing analytic expressions and numerical methods based either on Mathematica or on Surface Evolver, finding a remarkable agreement. For very small regions, $F_{A}$ tends to $2 \pi$ as in the $\mathrm{AdS}_{4}$ and, in particular, it is independent on $\zeta$. For very large regions we expect to obtain the behaviour (2.33), indepedent of $\zeta$, while for


Figure 5: Radial profiles of minimal surfaces anchored to disks with $R=0.85$ and $R=2$ in the black hole background (2.29) for $d_{\theta}=2$ and different values of $\zeta$. The grey horizontal line is the black hole horizon at $z_{h}=1$. The solid black lines correspond to the asymptotic regime $\zeta \rightarrow+\infty$ : when $R \leqslant z_{h}$ they are hemispheres $z(\rho)=\sqrt{R^{2}-\rho^{2}}$, otherwise they are given by (5.24). The coloured dashed lines, that correspond to some finite values of $\zeta$, are radial profiles obtained numerically with Mathematica.
intermediate sizes $F_{A}$ depends on $\zeta$ in a non trivial way.
Let us remark that, in Fig. 4, the curves having $d_{\theta}=2$ and different $\zeta$ tend to accumulate toward a limiting curve as $\zeta$ increases. In Section 5.2.3 we provide the analytic expression of this limiting curve.

### 5.2.3 Analytic solution for $d_{\theta}=2$ and $\zeta \rightarrow \infty$

Analytic solutions for the minimal surfaces anchored to the disk with radius $R$ can be found for the black hole background (2.29) in the asymptotic regime given by $d_{\theta}=2$ and large $\zeta$. In this limit the original black hole geometry collapses to $\mathrm{AdS}_{4}$ for $z \leqslant z_{h}$, with an event horizon located at $z=z_{h}$. The horizon prevents the minimal surface from entering the region $z>z_{h}$.

When $R / z_{h} \leqslant 1$, the minimal surface is provided by the usual hermisphere, that in cylindrical coordinates reads $z(\rho)=\sqrt{R^{2}-\rho^{2}}$. When $R / z_{h}>1$, the extremal surface consists of two branches: a non trivial profile connecting the conformal boundary to the horizon and a flat disk that lies on the horizon. The detailed procedure to construct analytically this minimal surface is given in Appendix F and below we summarize the main results.

In cylindrical coordinates, the profile of the minimal surface for $R / z_{h}>1$ is parametrically defined by

$$
(z, \rho)= \begin{cases}R e^{q_{+, k}(\hat{z})}(\hat{z}, 1) & 0<\hat{z}<k^{1 / 4}  \tag{5.24}\\ \left(z_{h}, \rho\right) & 0<\rho<z_{h} / k^{1 / 4}\end{cases}
$$

where $\hat{z}=z / \rho$ and $k$ is an integration constant whose value as function of $R / z_{h}$ is determined by the following condition

$$
\begin{equation*}
\frac{R}{z_{h}}=\frac{e^{q_{+, k}\left(k^{1 / 4}\right)}}{k^{1 / 4}} \tag{5.25}
\end{equation*}
$$

The function $q_{+, k}(\hat{z})$ is one of the two functions emerging from the integration of the differential equation for the extremal surface (see Appendix F). They both can be written in terms of elliptic integrals of different kinds:

$$
\begin{equation*}
q_{ \pm, k}(\hat{z})=\frac{1}{2} \log \left(1+\hat{z}^{2}\right) \pm \kappa \sqrt{\frac{1-2 \kappa^{2}}{\kappa^{2}-1}}\left[\Pi\left(1-\kappa^{2}, \Omega(\hat{z}) \mid \kappa^{2}\right)-\mathbb{F}\left(\Omega(\hat{z}) \mid \kappa^{2}\right)\right] \tag{5.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\Omega(\hat{z}) \equiv \arcsin \left(\frac{\hat{z} / \hat{z}_{m}}{\sqrt{1+\kappa^{2}\left(\hat{z}^{2} / \hat{z}_{m}^{2}-1\right)}}\right) \quad \kappa \equiv \sqrt{\frac{1+\hat{z}_{m}^{2}}{2+\hat{z}_{m}^{2}}} \tag{5.27}
\end{equation*}
$$

where $\hat{z}_{m}^{2}=(k+\sqrt{k(k+4)}) / 2$.
In Fig. 5 , we have plotted the profile of the minimal surfaces in the limit $\zeta \rightarrow+\infty$ for two different radii $R=0.85$ and $R=2$ (continuous black lines). In the former case the solution is the hemisphere, while in the latter one it is given by the profile (5.24). As a consistency check, we have obtained numerically (with Mathematica) the radial profiles for finite values of $\zeta$ (coloured dashed lines), finding that they approach the analytical solution as $\zeta$ increases.

We can now compute the finite term $F_{A}$ for this family of surfaces and the result reads

$$
F_{A}=\left\{\begin{array}{lll}
2 \pi & \text { when } & R \leqslant z_{h}  \tag{5.28}\\
2 \pi\left(\mathcal{F}_{k}\left(k^{1 / 4}\right)-\frac{1}{2 \sqrt{k}}\right) & \text { when } & R>z_{h}
\end{array}\right.
$$

with

$$
\begin{equation*}
\mathcal{F}_{k}(\hat{z}) \equiv \frac{\sqrt{k\left(1+\hat{z}^{2}\right)-\hat{z}^{4}}}{\sqrt{k} \hat{z}}-\frac{\mathbb{F}\left(\arcsin \left(\hat{z} / \hat{z}_{m}\right) \mid-\hat{z}_{m}^{2}-1\right)-\mathbb{E}\left(\arcsin \left(\hat{z} / \hat{z}_{m}\right) \mid-\hat{z}_{m}^{2}-1\right)}{\hat{z}_{m}} \tag{5.29}
\end{equation*}
$$

where $\mathbb{F}$ and $\mathbb{E}$ are the first and second elliptic integral respectively. The curve (5.28) is a continuous function of $R$.

The solid black curve in Fig. 4 has been obtained by a parametric plot employing (5.25) and (5.28) (with $z_{h}=1$ ) for $R>1$, while $F_{A}=2 \pi$ for $R<1$.

### 5.3 Ellipses

The main feature of the analytic expressions obtained in Section 2 and Section 4 for the finite term of the holographic entanglement entropy is that they hold for any smooth shape of the entangling curve. In order to evaluate these formulas for explicit domains, one needs to know the entire minimal surface $\hat{\gamma}_{A}$ and this task is usually very difficult, in particular when the entangling curve does not display some useful symmetry. Surface Evolver can be employed to study numerically $\hat{\gamma}_{A}$ for a generic smooth entangling curve $\partial A$, as already done in some asymptotically $\mathrm{AdS}_{4}$ backgrounds [70, 71, 80, 81].


Figure 6: Finite term $F_{A}$ in terms of $d_{\theta}$ in the range $1<d_{\theta}<3$ for minimal surfaces in hvLif ${ }_{4}$ anchored to ellipses $A$ having fixed perimeter $P_{A}=1$. Different colours correspond to ellipses with different eccentricity. The data points have been obtained with Surface Evolver in the two ways described in (5.20) (the markers have been assigned as in the previous figures). The solid black curve, that corresponds to the disk, is the curve reported in Fig. 2 multiplied by $\left(P_{A} /(2 \pi R)\right)^{2-d_{\theta}}$.

In this subsection we consider the finite term of the holographic entanglement entropy of ellipses when the gravitational spacetime is $\mathrm{hvLif}_{4}$ in (2.19) or the asymptotically hvLif ${ }_{4}$ black hole (2.29).

In Fig. 6, we show the finite term $F_{A}$ of elliptic regions having the same perimeter $P_{A}=1$ as a function of the effective dimension $1<d_{\theta}<3$, when the bulk is hvLif ${ }_{4}$. Ellipses with different eccentricity $e$ have been considered (we recall that $e=\sqrt{1-\left(R_{1} / R_{2}\right)^{2}} \in[0,1)$, being $R_{1} \leqslant R_{2}$ the semi-axis of the ellipse). The numerical data have been obtained with Surface Evolver and $F_{A}$ has been found through the two different methods described in (5.20). In particular, the empty circles and the empty triangles correspond respectively to $F_{A, \mathrm{SE}}$ and $\widetilde{F}_{A, \text { SE }}$ (the coloured dashed lines just join the data points). The solid black line gives the finite term for disks and it has been obtained by using Mathematica (it is the same curve shown in Fig. 2,multiplied by the factor $\left.\left(P_{A} /(2 \pi R)\right)^{2-d_{\theta}}\right)$.

The finite term $F_{A}$ when the bulk metric is the black hole (2.29) depends also on $d_{\theta}$. In Fig. 7 we show $F_{A}$ for ellipses having different eccentricity in terms of their perimeter $P_{A}$ for two different values of $d_{\theta}\left(d_{\theta}=1.5\right.$ in the left panel and $d_{\theta}=2.5$ in the right panel) and the same value of the Lifshitz parameter $\zeta=1.5$. Also in this case, the data points have been found by evaluating numerically (2.31) on the approximated minimal surfaces obtained with Surface Evolver, while the solid black curve has been obtained numerically by using Mathematica. The very good agreement between the various methods provides a highly non trivial check of the general formula (2.18).

A qualitative difference can be observed between the two panels in Fig. 7. Indeed, for very


Figure 7: Finite term $F_{A}$ in terms of the perimeter $P_{A}$ for minimal surfaces in the asymptotically hvLif $_{4}$ black hole (2.29) anchored to ellipses $A$. The Lifshitz exponent is fixed to $\zeta=1.5$, while $d_{\theta}=1.5$ in the left panel and $d_{\theta}=2.5$ in the right panel. Different colours correspond to ellipses with different eccentricity: disk (black), $R_{2}=2 R_{1}$ (blue) and $R_{2}=3 R_{1}$ (red). The data points labelled by the empty circles and the empty triangles have been obtained with Surface Evolver through the two formulas in (5.20) respectively. The solid black curves for disks have been found numerically by employing Mathematica. All the curves and the data points have been obtained by using (2.18).
small regions the behaviour of $F_{A}$ depends on $d_{\theta}$. In particular, when $P_{A} \rightarrow 0$, we have that $F_{A} \rightarrow 0$ for $d_{\theta}<2$ while $F_{A} \rightarrow+\infty$ for $d_{\theta}>2$. This can be understood by observing that the finite term $F_{A}$ of small regions (whose maximal penetration in the bulk is very far from the horizon) is not influenced by the occurrence of the horizon, hence it scales approximately as in (5.19), which is valid in hvLif $_{4}$.

## 6 Conclusions

In this manuscript we have explored the shape dependence of the holographic entanglement entropy in $\mathrm{AdS}_{4} / \mathrm{CFT}_{3}$ in the presence of Lifshitz scaling and hyperscaling violation. Both static and time dependent backgrounds have been studied and, for the sake of simplicity, we restricted to smooth entangling curves and to the regime $1 \leqslant d_{\theta} \leqslant 5$ for the hyperscaling parameter. In the expansion of the holographic entanglement entropy as the UV cutoff $\varepsilon$ vanishes, both the divergent terms and the finite term have been analysed.

Our main results are analytic expressions for the finite term that can be applied for any smooth entangling curve: for static backgrounds, they are given by (2.18) when $1<d_{\theta}<3$ and by (2.19) when $3<d_{\theta}<5$; for time dependent backgrounds, we have obtained (4.2) when $1<d_{\theta}<3$. In the regime $1<d_{\theta}<3$, the finite term for static and time dependent backgrounds has been studied also for surfaces that intersect orthogonally the boundary along smooth curves, finding the expressions (2.17) and (4.1) respectively. This class of surfaces include the extremal surfaces providing the holographic entanglement entropy.

When $d_{\theta} \in\{1,3,5\}$, a logarithmic divergence occurs in the expansion of the holographic entanglement entropy. The coefficient of this divergence is determined only by the geometry
of the entangling curve and its analytic expression for a generic smooth entangling curve has been reported in (2.11), (2.13) and (2.16) respectively.

The new results summarised above have been found by extending the analysis first performed in [68] and then further developed in [69, 70, 81] for gravitational backgrounds having $d_{\theta}=2$.

We find it worth mentioning two other analytic results obtained in this manuscript. For $\operatorname{hvLif}_{d+1}$ spacetime we showed that the finite term of the extremal surface can be expressed as an integral over the entangling surface, since the background metric admits a conformal Killing vector generating dilatations. Moreover we have briefly discussed the extension of this result to more general geometries. By applying this result to $\mathrm{hvLif}_{d+1}$, the simple expression (3.7) is found for the finite term, valid in any dimension and for any $d_{\theta}>1$. Another result has been obtained for the asymptotically hvLif $_{4}$ black hole (2.29) in the asymptotic regime given by $d_{\theta}=2$ and $\zeta \rightarrow \infty$, where we have found the analytic expression of the minimal surface anchored to a disk and of the finite term in the expansion of its area.

For the static backgrounds given by the $\mathrm{hvLif}_{4}$ spacetime (2.21) and the asymptotically hvLif ${ }_{4}$ black hole (2.29), a numerical analysis has been performed by considering disks and ellipses. Disks have been studied mainly through the standard Wolfram Mathematica, while for the ellipses we have employed Surface Evolver [72, 73], a software that has been already used to explore the shape dependence of the holographic entanglement entropy for four dimensional gravitational backgrounds [70, 71, 80, 81]. A very good agreement between the analytic expressions in (2.18) and (2.19) and the numerical data has been observed.

The results reported in this manuscript can be extended in various directions. We find it worth exploring $d_{\theta}>5$ because other divergent terms occur and it is interesting to understand their dependence on the shape of the entangling curve. Also the numerical approach employed in this manuscript deserves further studies. For instance, it is important to extend the application of Surface Evolver to time dependent backgrounds, both to check on non spherical finite regions the analytic expressions for the finite term in the expansions of the holographic entanglement entropy found in [70] and in Section 4 of this manuscript and to improve the current understanding of the shape dependence of the holographic entanglement entropy.
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## A Null Energy Condition

In this appendix we discuss the constraints for the Lifshitz and the hyperscaling exponents imposed by the Null Energy Condition (NEC), that has been introduced in Section 2.

Let us consider spacetimes whose metric has the following form

$$
\begin{equation*}
d s^{2}=e^{2 A(z)}\left(-e^{2 B(z)} f(z) d t^{2}+\frac{d z^{2}}{f(z)}+d x^{2}+d y^{2}\right) \tag{A.1}
\end{equation*}
$$

for some $A(z), B(z)$ and $f(z)$, being $z>0$ the holographic coordinate. In [34], it is shown that the NEC leads to the following constraints

$$
\begin{align*}
& \left(2 A^{\prime}+3 B^{\prime}\right) f^{\prime}+2 f\left(2 A^{\prime} B^{\prime}+B^{\prime 2}+B^{\prime \prime}\right)+f^{\prime \prime} \geqslant 0  \tag{A.2}\\
& f\left(A^{\prime 2}+A^{\prime} B^{\prime}-A^{\prime \prime}\right) \geqslant 0 \tag{A.3}
\end{align*}
$$

Since we are mainly interested in the black hole metric (2.29), let us fix the functions $A(z)$, $B(z)$ and $f(z)$ as follows

$$
\begin{equation*}
A(z)=-\frac{d_{\theta}}{2} \log z \quad B(z)=(1-\zeta) \log z \quad f(z)=1-\left(\frac{z}{z_{h}}\right)^{\chi_{1}}+a z^{\chi_{2}} \tag{A.4}
\end{equation*}
$$

where $a$ is a constant. Plugging (A.4) into (A.2) and (A.3), one obtains respectively
$d_{\theta}\left(d_{\theta}+2 \zeta-4\right) f \geqslant 0$
$2\left(d_{\theta}+\zeta\right)(\zeta-1)+\left(\frac{z}{z_{h}}\right)^{\chi_{1}}\left(d_{\theta}+\zeta-\chi_{1}\right)\left(2-2 \zeta+\chi_{1}\right)-a z^{\chi_{2}}\left(d_{\theta}+\zeta-\chi_{2}\right)\left(2-2 \zeta+\chi_{2}\right) \geqslant 0$.

Restricting to the region of spacetime outside the horizon, where $f>0$, one observes that (A.5) provides the same constraint holding in the $\mathrm{hvLif}_{4}$, that is the first inequality in (2.2). The constraint (A.6) is more involved because it depends on the coordinate $z$ in a non trivial way. Notice that the second inequality in (2.2) is recovered by taking $z \rightarrow 0$ in (A.6).

Let us focus on the simple case given by $a=0$ and assume that $\chi_{1} \geqslant 0$, in order to have an asymptotically hvLif 4 background (this class of metrics includes (2.29)). Taking the limit $z \rightarrow z_{h}$ in the inequality (A.6) with $a=0$, one finds $\chi_{1} \leqslant d_{\theta}+3 \zeta-2$. Setting $\chi_{1}=d_{\theta}+\zeta \geqslant 0$ as in (2.29), one obtains $\zeta-1 \geqslant 0$ corresponding to the first constraint in (2.2).

## B Expansion of the area near the boundary

This appendix is devoted to review the derivation of the expansion near the boundary of the area functional $\mathcal{A}\left[\gamma_{A}\right]$ for two dimensional surfaces $\gamma_{A}$ that intersect orthogonally the boundary $\partial \mathcal{M}_{3}$. In the following we adapt the analysis reported in [69] to the gravitational backgrounds of our interest. Since the structure of this expansion depends only on the local geometry of $\gamma_{A}$ near $\partial \mathcal{M}_{3}$, we may as well suppose that $\mathcal{M}_{3}$ is conformally flat (i.e. $\widetilde{\mathcal{M}}_{3}=\mathbb{R}^{3}$ ) and that the form (2.3) of the metric is valid for any value of the coordinate $z$. The analysis
below can be also adapted directly to spaces whose metric is only asymptotically of the form (2.3), though the equations involve higher order correction terms and the procedure becomes more complicated.

The boundary curve $\partial \gamma_{A} \subset \partial \widetilde{\mathcal{M}}_{3} \equiv \mathbb{R}^{2}$ is taken to be smooth and its parametric form $\boldsymbol{x}_{A}(s)$ is given by $(x(s), y(s))$, being $s$ the affine parameter. At each non singular point of $\partial \gamma_{A}$ the unit tangent vector $\widetilde{T}=\boldsymbol{x}^{\prime}{ }_{A}(s)$ and the normal one $\widetilde{N}$ provide a basis for the boundary plane $\partial \widetilde{\mathcal{M}}_{3}$. Then, let us consider the vertical cylinder $\Gamma \subset \widetilde{\mathcal{M}}_{3}$ constructed over the curve $\boldsymbol{x}_{A}(s)$, which is given by $\left\{(z, x, y) \in \mathcal{M}_{3} \mid\left(z, \boldsymbol{x}_{A}(s)\right)\right\}$. Near $\partial \widetilde{\mathcal{M}}_{3}$, i.e. close to the boundary plane $z=0$, we can parametrize the surface $\gamma_{A}$ as a horizontal graph over $\Gamma$. This means that we can introduce a scalar function $u(s, z)$ so that the embedding $E(s, z)$ of $\gamma_{A}$ takes the form

$$
\begin{equation*}
E(s, z)=\left(z, \boldsymbol{x}_{A}(s)+u(s, z) \tilde{N}\right) \tag{B.1}
\end{equation*}
$$

The function $u(s, z)$ in (B.1) describes the displacement of $\gamma_{A}$ from the vertical cylinder over $\partial \gamma_{A}$. The boundary condition $E(s, 0)=\boldsymbol{x}_{A}(s)$ implies that $u(s, 0)=0$, and thus the partial derivative with respect to $s$ at $z=0$ vanishes as well, i.e. $u_{s}(s, 0)=0$. From (B.1) one finds the two vectors tangent to the surface by taking the derivative with respect to $s$ and $z$

$$
\begin{equation*}
t_{1}=E_{s}(s, z)=\left(0, w(s, z) \widetilde{T}+u_{s} \widetilde{N}\right) \quad t_{2}=E_{z}(s, z)=\left(1, u_{z} \widetilde{N}\right) \tag{B.2}
\end{equation*}
$$

where we have introduced $w(s, z)=1-k(s) u(s, z)$, being $k(s)$ the geodesic curvature of the entangling curve $\boldsymbol{x}_{A}(s)$.

The scalar product of the vectors in (B.2) provides the metric $\tilde{h}_{a b}$ (and the its inverse $\tilde{h}^{a b}$ ) induced on the surface by the embedding (B.1)

$$
\tilde{h}_{a b}=\left(\begin{array}{cc}
w^{2}+u_{s}^{2} & u_{z} u_{s}  \tag{B.3}\\
u_{z} u_{s} & 1+u_{z}^{2}
\end{array}\right) \quad \tilde{h}^{a b}=\frac{1}{\tilde{h}}\left(\begin{array}{cc}
1+u_{z}^{2} & -u_{z} u_{s} \\
-u_{z} u_{s} & w^{2}+u_{s}^{2}
\end{array}\right)
$$

where $\tilde{h}=\operatorname{det}\left(\tilde{h}_{a b}\right)=u_{s}^{2}+w^{2}\left(1+u_{z}^{2}\right)$. The inward unit normal vector $\tilde{n}_{\mu}$ can be evaluated by taking the normalized wedge product of $t_{1}$ and $t_{2}$, finding that

$$
\begin{equation*}
\tilde{n}^{\mu}=\frac{\left(t_{1} \wedge t_{2}\right)^{\mu}}{\left|t_{1} \wedge t_{2}\right|}=\frac{1}{\sqrt{\tilde{h}}}\left(-u_{z} w,-u_{s} \widetilde{T}+w \widetilde{N}\right) \tag{B.4}
\end{equation*}
$$

In order to study the behaviour of the minimal surface $\hat{\gamma}_{A}$ near the boundary $z=0$, we expand the function $u=u(s, z)$ in a power series of $z$ about $z=0$ as follows

$$
\begin{equation*}
u(s, z)=\frac{U_{2}(s)}{2} z^{2}+\frac{U_{3}(s)}{3!} z^{3}+\frac{U_{4}(s)}{4!} z^{4}+\cdots+z^{\alpha}\left[\mathcal{U}_{\alpha}(s)+\mathcal{U}_{\alpha+1}(s) z+\mathcal{U}_{\alpha+2}(s) \frac{z^{2}}{2!}+\ldots\right] \tag{B.5}
\end{equation*}
$$

where we have assumed that this expansion may contain both an analytic and a non analytic part, in order to be consistent with the non analytic behaviour of the bulk metric near the boundary. The non analytic component is controlled by a real exponent $\alpha$. The boundary condition $u(s, 0)=0$ has been employed to set $U_{0}(s)=0$ in (B.5). Instead, the requirement that $\gamma_{A}$ intersects orthogonally the plane $z=0$ leads to $U_{1}(s)=0$ and $\alpha>1$. In fact, if we use the expression in (B.2) for $t_{2}^{\mu}$, we immediately recognize that this condition translates
into $u_{z}(s, 0)=0$, which in turn entails the above two constraints. In the following we shall adopt the stronger requirement $\alpha \geqslant d_{\theta}+1$. This ensures that the structure of the divergences is determined only by the analytical part of the expansion and, moreover, it is automatically satisfied by a minimal surface, as discussed below.

From (B.3), we can easily write the regularized area functional as follows

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=\int_{\gamma_{A, \varepsilon}} \frac{1}{z^{d_{\theta}}} \sqrt{\tilde{h}} d \Sigma=\int_{\gamma_{A, \varepsilon}} \frac{1}{z^{d_{\theta}}} \sqrt{u_{s}^{2}+w^{2}\left(1+u_{z}^{2}\right)} d s d z \tag{B.6}
\end{equation*}
$$

where $\gamma_{A, \varepsilon} \equiv \gamma_{A} \cap\{z \geqslant \varepsilon\}$. Assuming that the embedding function $u(s, z)$ can be expanded as in (B.5) (with $\alpha \geqslant d_{\theta}+1$ ), for the leading contributions as $z \rightarrow 0$ we obtain

$$
\begin{align*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=\int_{\partial \gamma_{A, \varepsilon}} d s \int_{\varepsilon}^{z_{\max }} \frac{1}{z^{d_{\theta}}}[1 & +\frac{z^{2}}{4}\left(-2 k(s) U_{2}(s)+U_{2}^{\prime}(s)+2 U_{2}(s)^{2}\right)  \tag{B.7}\\
& \left.+\frac{z^{3}}{12}\left(-2 k(s) U_{3}(s)+6 U_{2}(s) U_{3}(s)+U_{3}^{\prime}(s)\right)+\mathcal{O}\left(z^{4}\right)\right] d z
\end{align*}
$$

which contains divergent terms only if $d_{\theta} \geqslant 1$. The integration of the first term within the expansion between square bracket provides the leading divergence (2.10), where the perimeter $P_{A}$ of the entangling curve comes from the integration over $s$. The subleading terms are obtained by performing the integration over $z$ in the remaining terms in the expansion (B.7). This leads to

$$
\begin{align*}
\mathcal{A}\left[\gamma_{A}\right]= & \frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}+\frac{1}{2\left(d_{\theta}-3\right) \varepsilon^{d_{\theta}-3}} \int_{\partial A}\left[U_{2}(s)-k(s)\right] U_{2}(s) d s  \tag{B.8}\\
& +\frac{1}{6\left(d_{\theta}-4\right) \varepsilon^{d_{\theta}-4}} \int_{\partial A}\left[3 U_{2}(s)-k(s)\right] U_{3}(s) d s+\mathcal{O}\left(\max \left\{1 / \varepsilon^{d_{\theta}-5}, 1\right\}\right) \quad d_{\theta} \notin \mathbb{N}
\end{align*}
$$

When $d_{\theta}=n \in \mathbb{N}$ is a positive integer, this expansion still holds except for a crucial modification of the $O\left(\varepsilon^{n-d_{\theta}}\right)$ term, where $1 /\left[\left(d_{\theta}-n\right) \varepsilon^{d_{\theta}-n}\right]$ has to be replaced with $\log \varepsilon$. For instance, when $d_{\theta}=3$ we obtain

$$
\begin{equation*}
\mathcal{A}\left[\gamma_{A}\right]=\frac{P_{A}}{2 \varepsilon^{2}}-\frac{\log \varepsilon}{2} \int_{\partial A} d s\left[U_{2}(s)-k(s)\right] U_{2}(s)+\mathcal{O}(1) \tag{B.9}
\end{equation*}
$$

In the above analysis, we considered surfaces $\gamma_{A}$ whose smooth boundary is $\partial \gamma_{A}=\partial A$, that intersect orthogonally the boundary plane $z=0$ and which are not necessarily minimal. Moreover, we have assumed that the embedding function $u(s, z)$ defined in (B.1) admits an expansion of the form (B.5) close to $z=0$ with $\alpha \geqslant 0$. In the following we specialize to surfaces $\hat{\gamma}_{A}$ that are extrema of the area functional (2.7), namely to surfaces whose mean curvature vanishes everywhere (see (2.8)) or, equivalently, which obey (2.9).

In terms of the parameterisation introduced in (B.1), the second fundamental form $\widetilde{K}_{a b}$ reads

$$
\widetilde{K}_{a b}=-\tilde{h}^{-1}\left(\begin{array}{cc}
w\left(u_{s s}+k w\right)-u_{s}\left(w_{s}-k u_{s}\right) & w u_{z s}+k u_{z} u_{s}  \tag{B.10}\\
w u_{z s}+k u_{z} u_{s} & w u_{z z}
\end{array}\right)
$$

Taking the trace of (B.10), we can translate the extremality condition (2.8) into the following second order partial differential equation for $u(s, z)$

$$
\begin{align*}
& \left(1+u_{z}^{2}\right)\left[w\left(u_{s s}+k w\right)-u_{s}\left(w_{s}-k u_{s}\right)\right]-2 u_{z} u_{s}\left(w u_{z s}+k u_{z} u_{s}\right)+w u_{z z}\left(w^{2}+u_{s}^{2}\right) \\
& =d_{\theta} \frac{u_{z} w}{z}\left[u_{s}^{2}+w^{2}\left(1+u_{z}^{2}\right)\right] \tag{B.11}
\end{align*}
$$

with the boundary conditions $u(s, 0)=0$.
We can employ the expansion (B.5) to solve the equation (B.11) order by order in $z$. Even if $U_{1}(s)=0$ is not assumed in (B.5), the vanishing of the leading term in the sector of the expansion of (B.11) with integer powers implies $U_{1}(s)=0$. In other words, an extremal surface is necessarily orthogonal to the boundary. Instead, the vanishing of the leading term in the non analytic sector of the expansion of (B.11), where the powers depends on $\alpha$, determines the value of $\alpha$ to be $d_{\theta}+1$. The associated coefficient $\mathcal{U}_{\alpha}(s)$ in (B.5) cannot be determined through this local analysis near the boundary because it encodes global properties of $\hat{\gamma}_{A}$. On the other hand, (B.11) allows us to determine recursively the analytical part of the expansion (B.5). For the lowest coefficients of an extremal surface $\hat{\gamma}_{A}$, we find

$$
\begin{array}{rlrl}
U_{2}(s) & =\frac{k(s)}{d_{\theta}-1} & d_{\theta} \neq 1 \\
U_{3}(s) & =0 & d_{\theta} & \neq 2 \\
U_{4}(s) & =\frac{3 k^{\prime \prime}(s)}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right)}+\frac{3\left(d_{\theta}^{2}-2 d_{\theta}-1\right)}{\left(d_{\theta}-1\right)^{3}\left(d_{\theta}-3\right)} k^{3}(s) & d_{\theta} & \neq 1,3 \\
U_{5}(s) & =0 & d_{\theta} & \neq 4 \tag{B.12d}
\end{array}
$$

The integer values of $d_{\theta}$ require a separate analysis. For even values of $d_{\theta}$, the non analytical sector in (B.5) disappears and in general the odd coefficients $U_{d_{\theta}+2 n+1}(s)$ (with $n \geqslant 0$ ) can be non vanishing. In particular, this local analysis leaves $U_{d_{\theta}+1}(s)$ undetermined, as above. When $d_{\theta}$ is an odd integer, it is necessary to introduce terms of the form $z^{d_{\theta}+1+n} \log z$ in the expansion (B.5) in order to satisfy the extremality condition (B.11). However, these additional terms do not contribute to the divergent part of $\mathcal{A}\left[\gamma_{A}\right]$, hence they can be neglected in the present discussion.

Finally, by plugging the expressions in (B.12) into the expansions (B.8) and (B.9), one obtains the subleading divergent contributions in (2.13) and (2.14).

## B. 1 Asymptotic hvLif 4 black hole

In the above analysis we have investigated the UV divergent terms in the expansion of the holographic entanglement entropy when the bulk metric $\tilde{g}_{\mu \nu}$ of $\widetilde{\mathcal{M}}_{3}$ is flat. However, since the leading divergence in (2.10) is completely determined by the value of $\sqrt{\tilde{h}}$ on the boundary curve $\partial \hat{\gamma}_{A}$, i.e. $\left.\tilde{h}\right|_{z=0}=1$, the expansion of the area of the minimal surface is given by (2.10) for any metric $g_{\mu \nu}$ satisfying (2.3). Instead, the subleading divergent terms in the expansion (2.10) can be different from the ones occurring for the hvLif $\operatorname{Li}_{4}$ spacetime. Thus, in the expansion $g_{\mu \nu}(z, \boldsymbol{x})=g_{\mu \nu}^{\mathrm{hvLif}}(\boldsymbol{x})+\delta g_{\mu \nu}^{(1)}(\boldsymbol{x}) z+\delta g_{\mu \nu}^{(2)}(\boldsymbol{x}) z^{2}+\ldots$ of the metric near the plane
$z=0$, the occurrence of the terms $\delta g_{\mu \nu}^{(n)}$ might lead to important modifications of the analysis presented above (e.g. (B.12) are expected to be modified). In this appendix we address this issue in a concrete example where the asymptotic behaviour of the metric near the boundary is given by a black hole geometry with hyperscaling violation.

Considering the general metric (A.1) with $A(z), B(z)$ and $f(z)$ given by (A.4), the induced metric $g_{\mu \nu}$ on $\mathcal{M}_{3}$ reads

$$
\begin{equation*}
d s^{2}=\frac{1}{z^{d_{\theta}}}\left(\frac{d z^{2}}{f(z)}+d x^{2}+d y^{2}\right) \quad f(z)=1-\left(z / z_{h}\right)^{\chi_{1}}+a z^{\chi_{2}} \tag{B.13}
\end{equation*}
$$

The parametrization (B.1) for $\hat{\gamma}_{A} \subset \widetilde{\mathcal{M}}_{3}$ allows to write the unit normal vector as follows

$$
\begin{equation*}
\tilde{n}^{\mu}=\frac{1}{\sqrt{u_{s}^{2}+w^{2}\left[1+u_{z}^{2} f(z)\right]}}\left(-u_{z} w f(z),-u_{s} \widetilde{T}+w \widetilde{N}\right) \tag{B.14}
\end{equation*}
$$

By expressing $\tilde{n}^{\mu}$ in terms of the unit normal vector $\tilde{n}_{\text {hvLif }}^{\mu}$ corresponding to $f(z) \equiv 1$, one finds

$$
\begin{equation*}
\tilde{n}^{\mu}=C\left(\tilde{n}_{\text {hvLif }}^{z} f(z), \tilde{n}_{\text {hvLif }}^{x}\right) \quad C \equiv \frac{\sqrt{\tilde{h}_{\text {hLLif }}}}{\sqrt{u_{s}^{2}+w^{2}\left[1+u_{z}^{2} f(z)\right]}} \tag{B.15}
\end{equation*}
$$

where $\tilde{h}_{\text {hvLif }}$ is the determinant of the induced metric for $\mathrm{hvLif}_{4}$. Thus, for the trace of the second fundamental form we have

$$
\begin{align*}
\operatorname{Tr} \widetilde{K}=\widetilde{\nabla}_{\alpha} \tilde{n}^{\alpha} & =C^{-1} \tilde{n}^{\alpha} \partial_{\alpha} C+C \widetilde{\nabla}_{\alpha}\left(C^{-1} \tilde{n}^{\alpha}\right)  \tag{B.16}\\
& =C^{-1} \tilde{n}^{\alpha} \partial_{\alpha} C+C\left(\partial_{x} \tilde{n}_{\text {hvLif }}^{x}+\partial_{z} \tilde{n}_{\text {hvLif }}^{z} f(z)+\frac{1}{2} \tilde{n}_{\text {hvLif }}^{z} f^{\prime}(z)\right)
\end{align*}
$$

where we used that, for the metric (B.13), the following result holds

$$
\begin{equation*}
\Gamma_{\alpha \mu}^{\alpha} \tilde{n}^{\mu}=-\frac{C}{2} f^{\prime}(z) \tilde{n}_{\mathrm{hvLif}}^{z} \tag{B.17}
\end{equation*}
$$

The extremal surfaces $\hat{\gamma}_{A}$ fulfil (2.9), which can be written as

$$
\begin{equation*}
C^{-2} \tilde{n}^{\alpha} \partial_{\alpha} C+\partial_{x} \tilde{n}_{\mathrm{hvLif}}^{x}+f(z) \partial_{z} \tilde{n}_{\mathrm{hvLif}}^{z}+\frac{1}{2} f^{\prime}(z) \tilde{n}_{\mathrm{hvLif}}^{z}=d_{\theta} \frac{f(z)}{z} \tilde{n}_{\mathrm{hvLif}}^{z} \tag{B.18}
\end{equation*}
$$

Specialising (B.18) to the expression of $f(z)$ given in (B.13), we find that the equation solved by extremal surfaces in $\operatorname{hvLif}_{4}$ gets modified by $O\left(z^{\chi_{1}}\right)$ and $O\left(z^{\chi_{2}}\right)$ terms. Thus, for arbitrary exponents $\chi_{1}$ and $\chi_{2}$, the divergent terms in $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$ are different from the ones discussed in Section 2.1. However, in the following we show that, for black hole geometries, new divergencies do not occur because of the NEC.

The black hole geometry corresponds to $a=0$ and $\chi_{1}=d_{\theta}+\zeta$ in (B.13). In this case the NEC inequalities in (A.5) and (A.6) reduce to ones in (2.2). Since $d_{\theta}+\zeta \geqslant 0$, we also have $\zeta \geqslant 1$; hence for the cases of interest, where $d_{\theta}>1$, we can assume $d_{\theta}+\zeta>2$. Now we are ready to analyze the behaviour of the solution of (B.18) for small $z$. Since the leading behaviour of $\tilde{n}_{\text {hvLif }}^{z}$ for $z \rightarrow 0$ (see (B.5) and (C.17b)) is given by $\tilde{n}_{\text {hvLif }}^{z} \simeq-U_{2} z+O\left(z^{3}\right)$, the extremality equation (B.18) in a black hole geometry differs from (B.11) by $O\left(z^{d_{\theta}+\zeta}\right)$ terms.

This implies that the putative expansion for the function $u(s, z)$, which solves (B.18), must also contain terms of the form $z^{d_{\theta}+\zeta+n}$ with $n \in \mathbb{N}$. An explicit calculation shows that the first new non vanishing term occurs for $n=2$ and its coefficient reads

$$
\begin{equation*}
\frac{d_{\theta}-\zeta-2}{2\left(d_{\theta}-1\right)\left(d_{\theta}+\zeta+2\right)\left(d_{\theta}+\zeta+1\right)} k(s) \tag{B.19}
\end{equation*}
$$

These new terms, which scale at least like $z^{d_{\theta}+\zeta+2}$, cannot contribute to the divergent part of the holographic entanglement entropy. Thus, the analysis performed for hvLif ${ }_{4}$ remains valid also for the black hole geometry.

## C On the finite term

In this appendix we describe the details of the derivation of the results presented in Section 2.2.
Considering a constant time slice $\mathcal{M}_{3}$ of an asymptotically hvLif ${ }_{4}$ spacetime endowed with the metric $g_{\mu \nu}$, the asymptotically flat metric $\tilde{g}_{\mu \nu}$ of the conformally equivalent space $\widetilde{\mathcal{M}}_{3}$ is related to $g_{\mu \nu}$ through the relation $g_{\mu \nu}=e^{2 \varphi} \tilde{g}_{\mu \nu}$. In [70] it was shown that, for any surface (not necessarily anchored to a curve on the boundary) the following identity holds

$$
\begin{equation*}
\left(\widetilde{\mathcal{D}}^{2} \varphi-\widetilde{\nabla}^{2} \varphi+\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}-\frac{1}{4}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}}+\frac{1}{4}(\operatorname{Tr} K)^{2} d \mathcal{A}=0 \tag{C.1}
\end{equation*}
$$

where the tilded quantities are evaluated considering $\widetilde{\mathcal{M}}_{3}$ as embedding space, while $\mathcal{M}_{3}$ is the embedding space for the untilded ones. In particular, $\operatorname{Tr} K$ and $\operatorname{Tr} \widetilde{K}$ are the mean curvatures of $\gamma_{A}$ computed in the two embedding spaces, while $d \mathcal{A}$ and $d \widetilde{\mathcal{A}}$ are the two area elements. Denoting by $\tilde{n}^{\nu}$ the versor perpendicular to the surface $\gamma_{A}$ viewed as a submanifold of $\widetilde{\mathcal{M}}_{3}$, the covariant derivative $\widetilde{\nabla}$ is the one defined in $\widetilde{\mathcal{M}}_{3}$ while $\widetilde{\mathcal{D}}$ is the one induced on the surface $\gamma_{A}$ by the embedding space $\widetilde{\mathcal{M}}_{3}$.

Let us focus on surfaces $\gamma_{A}$ anchored orthogonally to $\partial A$, that are not necessarily extremal surfaces. The first term in the left hand side of (C.1) is a total derivative; hence it yields a boundary term when integrated over $\gamma_{A}$. As we will discuss in detail later in this Appendix, the main step to construct a finite area functional is to multiply both sides of (C.1) by a suitable term that makes this total derivative the only source of the type of divergences discussed in Section 2.1 when the integration over $\gamma_{A}$ is carried out. Our analysis follows slightly different paths, depending on the ranges of $d_{\theta}$. In particular, we consider separately the ranges $1<d_{\theta}<3$ and $3<d_{\theta}<5$. The special cases $d_{\theta}=3$ and $d_{\theta}=5$, where a logarithmic divergence occurs, can be studied as limiting cases.

## C. 1 Regime $1<d_{\theta}<3$

In order to find the finite term in the expansion (2.12) of the area of the surfaces $\gamma_{A}$ anchored orthogonally to $\partial A$ (not necessarily extremal), first we multiply the identity (C.1) by a factor $c_{1} e^{2 \phi}$, where $\phi$ is a function of the coordinates and $c_{1}$ is a numerical constant to be determined.

Then, integrating the resulting expression over the surface $\gamma_{A, \varepsilon} \equiv \gamma_{A} \cap\{z \geqslant \varepsilon\}$, one finds

$$
\begin{align*}
0= & c_{1} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}\left(\widetilde{\mathcal{D}}^{2} \varphi-\widetilde{\nabla}^{2} \varphi+\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}-\frac{1}{4}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}} \\
& +c_{1} \int_{\gamma_{A, \varepsilon}} e^{2 \phi} \frac{1}{4}(\operatorname{Tr} K)^{2} d \mathcal{A} \tag{C.2}
\end{align*}
$$

By adding the area functional of $\gamma_{A}$ to both sides of this identity, we get

$$
\begin{align*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]= & c_{1} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}\left(\widetilde{\mathcal{D}}^{2} \varphi-\widetilde{\nabla}^{2} \varphi+\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}-\frac{1}{4}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}} \\
& +\int_{\gamma_{A, \varepsilon}} e^{2 \varphi} d \widetilde{\mathcal{A}}+\frac{c_{1}}{4} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}(\operatorname{Tr} K)^{2} d \mathcal{A} \tag{C.3}
\end{align*}
$$

The first term of the first integrand can be arranged as a divergence minus a term that does not contain second derivatives as follows

$$
\begin{equation*}
e^{2 \phi} \widetilde{\mathcal{D}}^{2} \varphi=\widetilde{\mathcal{D}}^{\mu}\left(e^{2 \phi} \partial_{\mu} \varphi\right)-2 e^{2 \phi} \tilde{h}^{\mu \nu} \partial_{\nu} \phi \partial_{\mu} \varphi \tag{C.4}
\end{equation*}
$$

At this point, Stokes' theorem can be employed to transform the integration over the divergence in (C.4) into a integral over the boundary of $\gamma_{A, \varepsilon}$. Thus, (C.3) becomes

$$
\begin{align*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]= & c_{1} \int_{\partial \gamma_{A, \varepsilon}} e^{2 \phi} \tilde{b}^{\mu} \partial_{\mu} \varphi d \tilde{s}+\int_{\gamma_{A, \varepsilon}} e^{2 \varphi} d \widetilde{\mathcal{A}}+\frac{c_{1}}{4} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}(\operatorname{Tr} K)^{2} d \mathcal{A}  \tag{C.5}\\
& -c_{1} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}\left(2 \tilde{h}^{\mu \nu} \partial_{\nu} \phi \partial_{\mu} \varphi+\widetilde{\nabla}^{2} \varphi-\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi+\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}+\frac{1}{4}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}}
\end{align*}
$$

where $\tilde{b}^{\mu}$ is the outward pointing unit vector normal to the boundary curve. The function $\phi$ and the constant $c_{1}$ can be fixed by requiring that the divergence originating from the boundary term in (C.5) as $\varepsilon \rightarrow 0$ matches the divergence in (2.12). The limit $\varepsilon \rightarrow 0$ of the remaining terms provides the finite contribution $\mathcal{F}_{A}$ in (2.12).

As for the vector $\tilde{b}^{\mu}$ normal to the boundary of $\gamma_{A, \varepsilon}$, it has the same direction of the vector $t_{2}^{\mu}$ in (B.2). This gives

$$
\begin{equation*}
\tilde{b}^{\mu}=\frac{-1}{\sqrt{1+u_{z}^{2}}}\left(1, u_{z} \tilde{N}\right) \tag{C.6}
\end{equation*}
$$

whose expansion as $\varepsilon \rightarrow 0$ reads

$$
\begin{equation*}
\tilde{b}^{\mu}=\left(-1+\frac{\varepsilon^{2}}{2} U_{2}^{2}+O\left(\varepsilon^{4}\right),-U_{2} \tilde{N} \varepsilon+O\left(\varepsilon^{3}\right)\right) \tag{C.7}
\end{equation*}
$$

This expansion can be used to determine the behaviour of the boundary term in (C.5), finding

$$
\begin{equation*}
c_{1} \int_{\partial \gamma_{A}, \varepsilon} e^{2 \phi} \tilde{b}^{\mu} \partial_{\mu} \varphi d \tilde{s}=-\frac{c_{1} d_{\theta} P_{A}}{2 \varepsilon} e^{2 \phi(\varepsilon)}+O\left(\varepsilon^{a}\right) \tag{C.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\varphi=-\frac{d_{\theta}}{2} \log z \tag{C.9}
\end{equation*}
$$

and $a$ is determined by the specific choice of $\phi$. By imposing consistency between the leading divergence in (2.12) and (C.8), one obtains

$$
\begin{equation*}
\phi=\frac{2-d_{\theta}}{2} \log z+O\left(z^{2}\right) \quad c_{1}=\frac{2}{d_{\theta}\left(d_{\theta}-1\right)} . \tag{C.10}
\end{equation*}
$$

By considering the expressions of $\varphi$ in (C.9) and of $\phi$ in (C.10), together with the expansion in (C.7), the integral (C.8) leads to $a=3-d_{\theta}$. Notice that the leading singular behaviour of $\phi$ vanishes identically when $d_{\theta}=2$. The sum of the remaining terms in (C.5) must be finite; hence we can safely remove the cutoff $\varepsilon$, obtaining the expression (2.17) for the finite term.

We remark that (2.17) holds for surfaces $\gamma_{A}$ that intersect orthogonally $\partial \mathcal{M}_{3}$ and that this class includes the extremal surfaces. For extremal surfaces, (2.8) and (2.9) can be employed to simplify (2.17), which reduces to (2.18). In the special case of $d_{\theta}=2$, the expression (2.18) simplifies further to the formula valid for the asymptotically $\mathrm{AdS}_{4}$ backgrounds found in [70].

## C. 2 Regime $3<d_{\theta}<5$

In this range of $d_{\theta}$ we limit our analysis to the case of extremal surfaces because the condition of orthogonal intersection with the boundary does not fix completely the structure of the divergences. Instead, for extremal surfaces anchored to $\partial A$ we can have only two types of divergences as $\varepsilon \rightarrow 0$ and they are of the form occurring in (2.14). To single out these singular terms, we multiply both sides of the identity (C.1) by the following factor

$$
\begin{equation*}
c_{1} e^{2 \phi}+c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2} \tag{C.11}
\end{equation*}
$$

where $c_{1}$ ans $c_{2}$ are numerical coefficients and $e^{2 \phi}$ and $e^{2 \psi}$ are functions of the coordinates to be determined. Integrating the resulting expression over $\hat{\gamma}_{A, \varepsilon}$ and then adding the area $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$ to both sides, we obtain

$$
\begin{align*}
\mathcal{A}\left[\hat{\gamma}_{A}\right]= & \int_{\hat{\gamma}_{A, \varepsilon}}\left(c_{1} e^{2 \phi}+c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2}\right)\left(\widetilde{\mathcal{D}}^{2} \varphi-\widetilde{\nabla}^{2} \varphi+\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}-\frac{1}{4}(\operatorname{Tr} \widetilde{K})^{2}\right) d \tilde{\mathcal{A}} \\
& +\int_{\hat{\gamma}_{A, \varepsilon}} e^{2 \varphi} d \tilde{\mathcal{A}} \tag{C.12}
\end{align*}
$$

where the equation of motion $\operatorname{Tr} K=0$ has been used. As done in Section C.1, let us rewrite the term proportional to $\widetilde{\mathcal{D}}^{2} \varphi$ as a total divergence minus residual contributions. In particular, we have

$$
\begin{aligned}
\left(c_{1} e^{2 \phi}+c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2}\right) \widetilde{\mathcal{D}}^{2} \varphi= & \widetilde{\mathcal{D}}^{\mu}\left[c_{1} e^{2 \phi} \partial_{\mu} \varphi+c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2} \partial_{\mu} \varphi\right]-2 c_{1} e^{2 \phi} \tilde{h}^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \varphi \\
& -2 c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2} \tilde{h}^{\mu \nu} \partial_{\mu} \psi \partial_{\nu} \varphi-2 c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K}) \tilde{h}^{\mu \nu} \partial_{\mu}(\operatorname{Tr} \widetilde{K}) \partial_{\nu} \varphi .
\end{aligned}
$$

Plugging this expression back into (C.12), we can write the area of $\hat{\gamma}_{A, \varepsilon}$ in the following form

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=\int_{\hat{\gamma}_{A, \varepsilon}} \widetilde{\mathcal{D}}^{\mu} J_{\mu} d \tilde{\mathcal{A}}-\mathscr{F}_{A, \varepsilon} \tag{C.13}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{\mu}=c_{1} e^{2 \phi} \partial_{\mu} \varphi+c_{2} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2} \partial_{\mu} \varphi \tag{C.14}
\end{equation*}
$$

and $\mathscr{F}_{A, \varepsilon}$ contains all the remaining terms. By Stokes' theorem, the integral of the divergence turns into a line integral over the boundary curve

$$
\begin{equation*}
\int_{\hat{\gamma}_{A, \varepsilon}} \widetilde{\mathcal{D}}^{\mu} J_{\mu} d \tilde{\mathcal{A}}=\int_{\partial \hat{\gamma}_{A, \varepsilon}} \tilde{b}^{\mu} J_{\mu} d \tilde{s}=\int_{\partial \hat{\gamma}_{A, \varepsilon}}\left(c_{1} e^{2 \phi} \tilde{b}^{\mu} \partial_{\mu} \varphi+c_{2} e^{2 \psi}(\operatorname{Tr} \tilde{K})^{2} \tilde{b}^{\mu} \partial_{\mu} \varphi\right) d \tilde{s} . \tag{C.15}
\end{equation*}
$$

The first term occurs also in (C.8) and it contains the leading divergence of $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$. Thus, we must choose $e^{2 \phi}$ and $c_{1}$ as in (C.10). Then we fix $c_{2}$ and $e^{2 \psi}$ so that the boundary term (C.15) reproduces also the subleading divergence in (2.14). Specifically, if we use the explicit expressions of $c_{1}$, of $e^{2 \phi}$ and the extremal equation (2.9), we can rewrite the above boundary term as follows

$$
\begin{equation*}
\int_{\partial \hat{\gamma}_{A, \varepsilon}} \tilde{b}^{\mu} J_{\mu} d \tilde{s}=-\int_{\partial \hat{\gamma}_{A, \varepsilon}} \tilde{b}^{z}\left(\frac{\varepsilon^{1-d_{\theta}}}{d_{\theta}-1}+c_{2} e^{2 \psi} d_{\theta}^{3} \frac{\left(\tilde{n}^{z}\right)^{2}}{2 \varepsilon^{3}}\right) d \tilde{s} . \tag{C.16}
\end{equation*}
$$

From the analysis reported in Appendix 2.1, we obtain the following expansions as $z \rightarrow 0$

$$
\begin{align*}
& \tilde{b}^{z}=-1+\frac{U_{2}(s)^{2}}{2} z^{2}+O\left(z^{4}\right)  \tag{C.17a}\\
& \tilde{n}^{z}=-U_{2}(s) z+O\left(z^{3}\right)  \tag{C.17b}\\
& d \tilde{s}=\left(1-\frac{k(s) U_{2}(s)}{2} z^{2}+O\left(z^{4}\right)\right) d s \tag{C.17c}
\end{align*}
$$

where $U_{2}(s)$ is given in (B.12a). Plugging (C.17) into (C.16) and collecting the terms containing $k(s)^{2}$, we get

$$
\begin{align*}
\int_{\partial \hat{\gamma}_{A, \varepsilon}} \tilde{b}^{\mu} J_{\mu} d \tilde{s} & =\int_{\partial \hat{\gamma}_{A, \varepsilon}}\left(1-\frac{U_{2}^{2}}{2} \varepsilon^{2}\right)\left(\frac{\varepsilon^{1-d_{\theta}}}{d_{\theta}-1}+c_{2} e^{2 \psi} d_{\theta}^{3} \frac{U_{2}^{2}}{2 \varepsilon}\right)\left(1-\frac{U_{2} k}{2} \varepsilon^{2}\right) d s  \tag{C.18}\\
& =\frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}-\int_{\partial \hat{\gamma}_{A, \varepsilon}}\left(\frac{\varepsilon^{3-d_{\theta}}}{2\left(d_{\theta}-1\right)^{3}}-\frac{c_{2} d_{\theta}^{3} e^{2 \psi}}{2\left(d_{\theta}-1\right)^{2} \varepsilon}+\frac{\varepsilon^{3-d_{\theta}}}{2\left(d_{\theta}-1\right)^{2}}\right) k^{2} d s \\
& =\frac{P_{A}}{\left(d_{\theta}-1\right) \varepsilon^{d_{\theta}-1}}+\frac{1}{2\left(d_{\theta}-1\right)^{2} \varepsilon^{d_{\theta}-3}}\left(c_{2} d_{\theta}^{3} e^{2 \psi} \varepsilon^{d_{\theta}-4}-\frac{d_{\theta}}{d_{\theta}-1}\right) \int_{\partial \hat{\gamma}_{A, \varepsilon}} k^{2} d s .
\end{align*}
$$

The simplest choice to obtain the right subleading divergence in (2.14) is given by

$$
\begin{equation*}
c_{2}=-\frac{2}{d_{\theta}^{3}\left(d_{\theta}-3\right)\left(d_{\theta}-1\right)} \quad e^{2 \psi}=z^{4-d_{\theta}}\left(1+O\left(z^{2}\right)\right) . \tag{C.19}
\end{equation*}
$$

Since the boundary integral (C.18) with the substitutions (C.19) yields all the correct divergences of the area as $\varepsilon \rightarrow 0$, the sum of the remaining terms is finite in this limit and provides the finite contribution $\mathscr{F}_{A}$ to $\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]$. After some simple algebraic manipulations, $\mathscr{F}_{A}$ can be expressed as in (2.19).

The procedure to subtract the divergences and consequently to write down a finite functional $F_{A}$ is not unique. Instead of adding a second exponential weighted by the $(\operatorname{Tr} K)^{2}$, we could have achieved the same result by tuning the subleading in the expansion of $\phi$. For instance if we choose

$$
\begin{equation*}
\phi=\frac{2-d_{\theta}}{2} \log z-\frac{k(s)^{2}}{\left(d_{\theta}-3\right)\left(d_{\theta}-1\right)^{2}} z^{2}+O\left(z^{4}\right) \tag{C.20}
\end{equation*}
$$

the functional (2.18) would produce the correct result in the entire interval $1<d_{\theta}<5$. It would be interesting to find a geometrical interpretation of (C.20).

## C. $3 \quad \mathrm{HvLif}_{4}$

In hvLif ${ }_{4}$, we have that $\tilde{g}_{\mu \nu}=\delta_{\mu \nu}$ and this leads to drastic simplifications in (2.18) and (2.19).
As for $F_{A}$ in (2.18), we observe that the following combination of terms vanishes identically (for any $d_{\theta}$ )

$$
\begin{equation*}
\widetilde{\nabla}^{2} \varphi+2 \tilde{g}^{\mu \nu} \partial_{\nu} \phi \partial_{\mu} \varphi-\frac{d_{\theta}\left(d_{\theta}-1\right)}{2} e^{2(\varphi-\phi)}=\frac{1}{2 z^{2}}\left(d_{\theta}+d_{\theta}\left(d_{\theta}-2\right)-d_{\theta}\left(d_{\theta}-1\right)\right)=0 . \tag{C.21}
\end{equation*}
$$

The remaining terms can be written through $\tilde{n}^{z}$ as follows

$$
\begin{equation*}
\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi=d_{\theta} \frac{\left(\tilde{n}^{z}\right)^{2}}{2 z^{2}} \quad(\operatorname{Tr} \widetilde{K})^{2}=d_{\theta}^{2} \frac{\left(\tilde{n}^{z}\right)^{2}}{z^{2}} \quad \tilde{n}^{\mu} \tilde{n}^{\nu} \partial_{\nu} \phi \partial_{\mu} \varphi=d_{\theta}\left(d_{\theta}-2\right) \frac{\left(\tilde{n}^{z}\right)^{2}}{4 z^{2}} . \tag{C.22}
\end{equation*}
$$

The above observations allow to write $F_{A}$ in the form (2.22) or (2.23).
Next, we show that $\mathscr{F}_{A}$ in (2.19) simplifies to (2.26) for the hvLif g geometry. First, we find $^{\text {g }}$ it useful to decompose $f$ in (2.20) as the following sum

$$
\begin{equation*}
f=f_{0}+f_{n} \tag{C.23}
\end{equation*}
$$

where $f_{0}$ includes the terms that do not contain the vector $\tilde{n}^{\mu}$, namely

$$
\begin{equation*}
f_{0}=-\widetilde{\nabla}^{2} \varphi-2 \tilde{g}^{\mu \nu} \partial_{\mu} \psi \partial_{\nu} \varphi \tag{C.24}
\end{equation*}
$$

while the terms containing $\tilde{n}^{\mu}$ are collected into $f_{n}$. Then, the combination

$$
\begin{equation*}
F_{A}-c_{2} \int_{\hat{\gamma}_{A}} e^{2 \psi}(\operatorname{Tr} \widetilde{K})^{2} f_{0} d \tilde{\mathcal{A}} \tag{C.25}
\end{equation*}
$$

in $\mathscr{F}_{A}$ can be shown to vanish identically when $\tilde{g}_{\mu \nu}=\delta_{\mu \nu}$ with the help of (2.22) and (C.22). In fact, we find

$$
\begin{equation*}
F_{A}-c_{2} \int_{\hat{\gamma}_{A}} e^{2 \psi} f_{0}(\operatorname{Tr} \widetilde{K})^{2} d \tilde{\mathcal{A}}=\frac{1}{d_{\theta}-1} \int_{\hat{\gamma}_{A}} \frac{\left(\tilde{n}^{z}\right)^{2}}{z^{d_{\theta}}} d \tilde{\mathcal{A}}+c_{2} \frac{d_{\theta}^{3}\left(d_{\theta}-3\right)}{2} \int_{\hat{\gamma}_{A}} \frac{\left(\tilde{n}^{z}\right)^{2}}{z^{d_{\theta}}} d \tilde{\mathcal{A}}=0 \tag{C.26}
\end{equation*}
$$

where in the last equality we used the value of $c_{2}$ in (C.19). Thus the functional (2.19) for $\mathscr{F}_{A}$ collapses to

$$
\begin{equation*}
\mathscr{F}_{A}=-c_{2} \int_{\hat{\gamma}_{A}} e^{2 \psi}\left((\operatorname{Tr} \widetilde{K})^{2} f_{n}-2(\operatorname{Tr} \widetilde{K}) \tilde{h}^{\mu \nu} \partial_{\mu}(\operatorname{Tr} \widetilde{K}) \partial_{\nu} \varphi\right) d \tilde{\mathcal{A}} \tag{C.27}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{n}=\tilde{n}^{\mu} \tilde{n}^{\nu} \widetilde{\nabla}_{\mu} \widetilde{\nabla}_{\nu} \varphi-2\left(\tilde{n}^{\lambda} \partial_{\lambda} \varphi\right)^{2}+2 \tilde{n}^{\mu} \tilde{n}^{\nu} \partial_{\mu} \psi \partial_{\nu} \varphi \tag{C.28}
\end{equation*}
$$

and reduces to (2.26) when $\tilde{g}_{\mu \nu}$ is the flat metric. We can also explicitly verify that the result (2.26) is finite in the limit $\varepsilon \rightarrow 0$. If we use the near boundary expansion (C.17b) of the normal vector, we can easily check that the integrand in first term of (2.26) is of order $z^{4-d_{\theta}}$ and it is convergent for $d_{\theta}<5$. Then, assuming the parametrization (B.1), for the integrand in the the second term of (2.26) one gets

$$
\begin{equation*}
\frac{\tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z \mu} \partial_{\mu}\left(\frac{\tilde{n}^{z}}{z}\right)=\frac{\tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z z} \partial_{z}\left(\frac{\tilde{n}^{z}}{z}\right)+\frac{\tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z s} \partial_{s}\left(\frac{\tilde{n}^{z}}{z}\right) . \tag{C.29}
\end{equation*}
$$

From (B.3) we know that near $z=0$ the inverse metric components are $\tilde{h}^{z z}=1+O\left(z^{2}\right)$ and $\tilde{h}^{z s}=O\left(z^{3}\right)$, so that we have the following behaviours

$$
\begin{equation*}
\frac{\tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z z} \partial_{z}\left(\frac{\tilde{n}^{z}}{z}\right) \propto \frac{1}{z^{d_{\theta}-3}} \partial_{z}\left(\frac{U_{2} z+O\left(z^{3}\right)}{z}\right) \propto z^{4-d_{\theta}} \quad \frac{\tilde{n}^{z}}{z^{d_{\theta}-2}} \tilde{h}^{z s} \partial_{s}\left(\frac{\tilde{n}^{z}}{z}\right) \propto z^{6-d_{\theta}} \tag{C.30}
\end{equation*}
$$

and both scalings provide convergent integrals for $d_{\theta}<5$.

## C.3.1 Consistency check of $\mathscr{F}_{A}$ for the strip

In this section we show that the functional $\mathscr{F}_{A}$ in $(2.26)$ gives the expected result when $\hat{\gamma}_{A}$ is the extremal surface anchored to the infinite strip discussed in 5.1.1, when the gravitational background is (2.21) with $3<d_{\theta}<5$.

By employing the parametrization of Section 5.1.1, we find that (2.26) becomes

$$
\begin{array}{r}
\mathscr{F}_{A}=\frac{4}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right)} \int_{0}^{L / 2} \int_{0}^{\ell / 2}\left[\frac{2}{z^{d_{\theta}-2}}\left(1-\frac{1}{1+\left(z^{\prime}\right)^{2}}\right) \frac{1}{z^{\prime}} \partial_{x}\left(\frac{1}{z \sqrt{1+\left(z^{\prime}\right)^{2}}}\right)\right.  \tag{C.31}\\
\left.-\frac{3}{z^{d_{\theta}}} \frac{1}{\left(1+\left(z^{\prime}\right)^{2}\right)^{\frac{3}{2}}}\right] d x d y
\end{array}
$$

where $\tilde{h}^{z \mu} \partial_{\mu}=\tilde{h}^{z z} \partial_{z}+\tilde{h}^{z y} \partial_{y}=\left(1-\tilde{n}^{z} \tilde{n}^{z}\right)\left(1 / z^{\prime}\right) \partial_{x}$ has been used. The conserved quantity (5.2) allows to rewrite the (C.31) as

$$
\begin{equation*}
\mathscr{F}_{A}=-\frac{4}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right)} \int_{0}^{L / 2} \int_{0}^{\ell / 2}\left[\frac{3}{z_{*}^{d_{\theta}}\left(1+\left(z^{\prime}\right)^{2}\right)}-\frac{2\left(d_{\theta}-1\right)\left(z^{\prime}\right)^{2}}{z_{*}^{d_{\theta}}\left(1+\left(z^{\prime}\right)^{2}\right)}\right] d x d y \tag{C.32}
\end{equation*}
$$

which can be further simplified by eliminating $z^{\prime}$ with the help of (5.2):

$$
\begin{equation*}
\mathscr{F}_{A}=-\frac{2 L\left(2 d_{\theta}+1\right)}{\left(d_{\theta}-1\right)\left(d_{\theta}-3\right) z_{*}^{3 d_{\theta}}} \int_{0}^{\ell / 2} z^{2 d_{\theta}} d x+\frac{2 L \ell}{\left(d_{\theta}-3\right) z_{*}^{d_{\theta}}} \tag{C.33}
\end{equation*}
$$

Now we perform the integral in (C.33)

$$
\begin{equation*}
\int_{0}^{\ell / 2} z^{2 d_{\theta}} d x=\int_{0}^{z_{*}} \frac{z^{2 d_{\theta}} d z}{\sqrt{\left(z_{*} / z\right)^{2 d_{\theta}}-1}}=\frac{\sqrt{\pi} \Gamma\left(\frac{3}{2}+\frac{1}{2 d_{\theta}}\right)}{2 d_{\theta} \Gamma\left(2+\frac{1}{2 d_{\theta}}\right)} z_{*}^{2 d_{\theta}+1}=\frac{\ell\left(d_{\theta}+1\right)}{2\left(2 d_{\theta}+1\right)} z_{*}^{2 d_{\theta}} \tag{C.34}
\end{equation*}
$$

where in the first step we changed integration variable first and then we used (5.2) again, while in the last step we employed the expression (5.3) for $\ell / 2$. Finally, by plugging (C.34) in (C.33) we obtain the r.h.s. of (5.6).

We stress that the same result can be achieved by starting from the more general functional (2.19). Since the functional $F_{A}$ in (2.19) is the same as the one in (2.18), it is sufficient to show that the remaining integral in (2.19) vanishes. This can be shown through a calculation similar to the one performed in this section.

## D On the finite term as an integral along the entangling curve

This appendix is devoted to an alternative and more field theoretical derivation of the expression (3.7) for the finite term written as an integral along the entangling curve. The method employed below is also discussed in [100].

Let us denote with $\hat{\gamma}$ an extremal $m$ dimensional hypersurface embedded in $\mathcal{M}_{d}$ with tangent vectors $t_{a}^{\mu}$, where $a=1 \cdots m$. The area of $\hat{\gamma}$ is the integral

$$
\begin{equation*}
\mathcal{I}=\int_{\hat{\gamma}} \mathcal{L}\left[x^{\mu}(\sigma), \partial_{b} x^{\mu}(\sigma)\right] d^{m} \sigma \quad \mathcal{L}\left[x^{\mu}(\sigma), \partial_{b} x^{\mu}(\sigma)\right] \equiv \sqrt{h} \tag{D.1}
\end{equation*}
$$

where $\sigma$ is a set of local coordinates on $\hat{\gamma}$ and $h=\operatorname{det}\left(t_{a}^{\mu} t_{b}^{\nu} g_{\mu \nu}\right)$. Next we assume that the metric $g_{\mu \nu}$ is endowed with a conformal Killing vector $V^{\mu}$, namely a vector field obeying the equation

$$
\begin{equation*}
\nabla_{\mu} V_{\nu}+\nabla_{\nu} V_{\mu}=\frac{2}{d} g_{\mu \nu} \nabla_{\rho} V^{\rho} . \tag{D.2}
\end{equation*}
$$

This vector generates the infinitesimal coordinate transformation $x^{\mu} \rightarrow x^{\mu}+\epsilon V^{\mu}$, under which the volume form on $\hat{\gamma}$ transforms as

$$
\begin{equation*}
\delta \sqrt{h}=\frac{1}{2} \sqrt{h} h^{a b} \delta h_{a b}=\frac{1}{2} \sqrt{h} h^{a b} t_{a}^{\mu} t_{b}^{\nu} \delta g_{\mu \nu} . \tag{D.3}
\end{equation*}
$$

The variation of the metric $g_{\mu \nu}$ is given by $\delta g_{\mu \nu}=\epsilon g_{\mu \nu} \nabla_{\rho} V^{\rho}$, hence the variation (D.3) can be rewritten as

$$
\begin{equation*}
\delta \sqrt{h}=\frac{\epsilon}{2} \sqrt{h} h^{a b} h_{a b} \nabla_{\rho} V^{\rho}=\epsilon \frac{m\left(2-d_{\theta}\right)}{2} \sqrt{h} . \tag{D.4}
\end{equation*}
$$

Let us now suppose that the divergence of the vector $V^{\mu}$ is a constant $c$. The transformation law of the area of $\hat{\gamma}$ becomes

$$
\begin{equation*}
\delta \mathcal{I}=\epsilon \frac{m c}{2} \mathcal{I} . \tag{D.5}
\end{equation*}
$$

The left hand side of (D.5) can be cast into a total divergence as follows

$$
\begin{align*}
\delta \mathcal{I} & =\int_{\hat{\gamma}}\left[\frac{\delta \mathcal{L}}{\delta x^{\mu}} \delta x^{\mu}+\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} \delta \partial_{a} x^{\mu}\right] d^{m} \sigma \\
& =\int_{\hat{\gamma}}\left[\left(\frac{\delta \mathcal{L}}{\delta x^{\mu}}-\partial_{a} \frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}}\right) \delta x^{\mu}+\partial_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} \delta x^{\mu}\right)\right] d^{m} \sigma  \tag{D.6}\\
& =\int_{\hat{\gamma}} \partial_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} \delta x^{\mu}\right) d^{m} \sigma=\epsilon \int_{\hat{\gamma}} \partial_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} V^{\mu}\right) d^{m} \sigma
\end{align*}
$$

where the equations of motions and $\delta x^{\mu}=\epsilon V^{\mu}$ have been used. By employing the Stokes' theorem, we can write (D.6) as the following integral over $\partial \hat{\gamma}$

$$
\begin{equation*}
\delta \mathcal{I}=\epsilon \int_{\partial \hat{\gamma}} b_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} V^{\mu}\right) d^{m-1} s \tag{D.7}
\end{equation*}
$$

where $b^{a}$ is the unit normal vector to $\partial \hat{\gamma}$. Finally, by plugging (D.7) into (D.5), we get

$$
\begin{equation*}
\mathcal{I}=\frac{2}{m c} \int_{\partial \hat{\gamma}} b_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} V^{\mu}\right) d^{m-1} s . \tag{D.8}
\end{equation*}
$$

This result tells us that the area of an extremal hypersurface can be expressed as a boundary integral whenever the ambient metric exhibits a conformal Killing vector with constant divergence.

Let us now specialize (D.8) to our case of interest, namely to a two dimensional extremal surface $\hat{\gamma}_{A}$ anchored to $\partial A$ embedded into $\mathcal{M}_{3}$ with metric $g_{\mu \nu}$ given by (2.21) (thus, $m=2$ and $d=3$ ). This metric has a conformal Killing vector $V^{\mu}=x^{\mu}$ with constant divergence that generates scale transformations $x^{\mu} \rightarrow \lambda x^{\mu}$. Under dilation the metric acquires an overall factor $g_{\mu \nu} \rightarrow \lambda^{2-d_{\theta}} g_{\mu \nu}$, i.e. $c=2-d_{\theta}$. Thus, in the case of hvLif $_{4}$ geometry we can rewrite (D.8) as

$$
\begin{equation*}
\mathcal{I}=\frac{1}{2-d_{\theta}} \int_{\partial \hat{\gamma}_{A}} b_{a}\left(\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}} x^{\mu}\right) d s . \tag{D.9}
\end{equation*}
$$

The expression (D.9) can be further simplified by employing the parametrization (B.1) for the minimal surface $\hat{\gamma}_{A}$; hence $\sigma=\{z, s\}$. The derivative of $\mathcal{L}=\sqrt{h}=e^{2 \varphi} \sqrt{\tilde{h}}$ yields

$$
\begin{equation*}
\frac{\delta \mathcal{L}}{\delta \partial_{a} x^{\mu}}=\frac{e^{2 \varphi}}{2} \sqrt{\tilde{h}} \tilde{h}^{b c} \frac{\delta \tilde{h}_{b c}}{\delta \partial_{a} x^{\mu}}=e^{2 \varphi} \sqrt{\tilde{h}} \tilde{h}^{a b} \partial_{b} x^{\nu} \tilde{g}_{\mu \nu} . \tag{D.10}
\end{equation*}
$$

In order to compute the vector $b_{a}$ we remind that the integral (D.9) is defined on ${ }^{3} \mathbb{R}^{2}$, so it is simply the normal vector to the boundary of the coordinate domain of the surface $\hat{\gamma}_{A}$. The integral is divergent and therefore we need to introduce a cutoff. In particular, this means the line integral (D.9) has to be performed over the curve $\partial \hat{\gamma}_{A, \varepsilon}=\{z=\varepsilon\} \cap \hat{\gamma}_{A}$. Finally, by plugging (D.10) into (D.9), using the explicit expression of $\tilde{h}^{a b}$ in (B.3) and $\tilde{g}_{\mu \nu}=\delta_{\mu \nu}$, for the area of extremal surfaces in $\mathrm{hvLif}_{4}$ in terms of the function $u(z, s)$ we obtain

$$
\begin{equation*}
\mathcal{I}=\frac{1}{d_{\theta}-2} \int_{\partial \hat{\gamma}_{A, \varepsilon}} \frac{\left(w^{2}+u_{s}^{2}\right)\left(z+u_{z} \boldsymbol{x}_{A} \cdot \tilde{N}+u_{z} u\right)-u_{z} u_{s}\left(w \tilde{T} \cdot \partial \gamma+u_{s} \boldsymbol{x}_{A} \cdot \tilde{N}+u_{s} u\right)}{z^{d_{\theta}} \sqrt{u_{s}^{2}+w^{2}\left(1+u_{z}^{2}\right)}} d s \tag{D.11}
\end{equation*}
$$

Although this form is not very illuminating, it is interesting to observe that, once we expand the integrand near to $z=0$, only the term $u_{z} x_{A} \cdot \widetilde{N}$ gives a finite contribution to $\mathcal{I}$. By writing the area of the regularized extremal surface $\gamma_{A, \varepsilon}$ in the following form

$$
\begin{equation*}
\mathcal{A}\left[\hat{\gamma}_{A, \varepsilon}\right]=P_{A}(\varepsilon)-F_{A}+\mathcal{O}(\varepsilon) \tag{D.12}
\end{equation*}
$$

where $P_{A}(\varepsilon)$ is a shorthand for all the divergent terms in (D.11), and employing the expansion of $u(z, s)$ given in (B.5), we find (3.7).

## E Time dependent backgrounds

In this appendix we derive the expressions (4.1) and (4.2), which generalize the results found in the Appendix C. 1 to time dependent backgrounds.

Let us consider a two dimensional spacelike surface $\gamma_{A}$ embedded in a four dimensional Lorentzian spacetime $\mathcal{M}_{4}$, endowed with the metric $g_{M N}$. Given the two unit vectors $n^{(i)}$

[^2](with $i=1,2$ ) normal to $\gamma_{A}$ and orthogonal between them, the induced metric (the projector) on the surface is
\[

$$
\begin{equation*}
h_{M N}=g_{M N}-\sum_{i=1}^{2} \epsilon_{i} n_{M}^{(i)} n_{N}^{(i)} \tag{E.1}
\end{equation*}
$$

\]

where $\epsilon_{i}=g^{M N} n_{M}^{(i)} n_{N}^{(i)}$ is either +1 or -1 . The surface $\gamma_{A}$ is now a codimension two surface in the full spacetime $\mathcal{M}_{4}$ and we can compute its two extrinsic curvatures as

$$
\begin{equation*}
K_{M N}^{(i)}=h_{M}{ }^{A} h_{N}{ }^{B} \nabla_{A} n_{B}^{(i)} \tag{E.2}
\end{equation*}
$$

We introduce an auxiliary conformally equivalent four dimensional space $\widetilde{\mathcal{M}}_{4}$ given by $\mathcal{M}_{4}$ with the same boundary at $z=0$, but equipped with the metric $\tilde{g}_{M N}$, which is asymptotically flat as $z \rightarrow 0$ and Weyl related to $g_{M N}$, i.e.

$$
\begin{equation*}
g_{M N}=e^{2 \varphi} \tilde{g}_{M N} \tag{E.3}
\end{equation*}
$$

where $\varphi$ is a function of the coordinates. Within this framework, in [70] the following identity was shown to hold for any surface (not necessarily anchored to a curve on the boundary)

$$
\begin{align*}
0= & {\left[\widetilde{\mathcal{D}}^{2} \varphi+\sum_{i=1}^{2} \epsilon_{i} \widetilde{N}^{(i) M} \tilde{n}^{(i) N}\left(\widetilde{D}_{M} \widetilde{D}_{N} \varphi-\widetilde{D}_{M} \varphi \widetilde{D}_{N \varphi}\right)-\widetilde{D}^{2} \varphi-\frac{1}{4} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}\right] d \tilde{\mathcal{A}} } \\
& +\frac{1}{4} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} K^{(i)}\right)^{2} d \mathcal{A} \tag{E.4}
\end{align*}
$$

where the tilded quantities are evaluated considering $\widetilde{\mathcal{M}}_{4}$ as embedding space, while for the untilded ones the embedding space is $\mathcal{M}_{4}$. In particular $\operatorname{Tr} K^{(i)}$ and $\operatorname{Tr} \widetilde{K}^{(i)}$ are the mean curvatures of the surface computed in the two embedding spaces, while $d \mathcal{A}$ and $d \widetilde{\mathcal{A}}$ are the two area elements. The vectors $\tilde{n}^{(i) M}$ are versors perpendicular to the surface viewed as a submanifold of $\widetilde{\mathcal{M}}_{4}$. The covariant derivative $\widetilde{\nabla}$ is the one defined in $\widetilde{\mathcal{M}}_{4}$ while $\widetilde{\mathcal{D}}$ is the one induced on the surface by the embedding space $\widetilde{\mathcal{M}}_{4}$.

At this point, let us consider the surfaces $\gamma_{A}$ anchored to some smooth entangling curve $\partial A$ and orthogonal to the boundary. Similarly to the static case considered in Section C.1, we multiply (E.4) by $c_{1} e^{2 \phi}$, integrate over $\gamma_{A, \varepsilon}$ and add the regularized area function to both sides of (E.4). Thus, we obtain

$$
\begin{align*}
\mathcal{A}\left[\gamma_{A, \varepsilon}\right]=c_{1} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}[ & \widetilde{\mathcal{D}}^{2} \varphi+\sum_{i=1}^{2} \epsilon_{i} \tilde{n}^{(i) M} \tilde{n}^{(i) N}\left(\widetilde{D}_{M} \widetilde{D}_{N} \varphi-\widetilde{D}_{M} \varphi \widetilde{D}_{N} \varphi\right)-\widetilde{D}^{2} \varphi  \tag{E.5}\\
& \left.-\frac{1}{4} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}\right] d \tilde{\mathcal{A}}+\int_{\gamma_{A, \varepsilon}} e^{2 \varphi} d \widetilde{\mathcal{A}}+\frac{c_{1}}{4} \sum_{i=1}^{2} \epsilon_{i} \int_{\gamma_{A, \varepsilon}} e^{2 \phi}\left(\operatorname{Tr} K^{(i)}\right)^{2} d \mathcal{A}
\end{align*}
$$

When we evaluate the first term in the r.h.s. of (E.5) over $\gamma_{A, \varepsilon}$ with the same procedure of the static case, it provides the divergent contribution to $\mathcal{A}\left[\gamma_{A, \varepsilon}\right]$. Thus, the expansion (2.12) is obtained, with $\mathcal{F}_{A}$ given by (4.1).

For non static geometries the holographic entanglement entropy of a region $A$ belonging to the asymptotic boundary of $\mathcal{M}_{4}$ can be computed by employing the prescription [37]. One
has to compute the area of the minimal surface $\hat{\gamma}_{A}$ anchored to the boundary of the region $A$. Since $\hat{\gamma}_{A}$ has codimension two, we have the following two extremality conditions

$$
\begin{equation*}
\operatorname{Tr} K^{(i)}=0 \quad \Longleftrightarrow \quad\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}=4\left(\tilde{n}^{(i) M} \partial_{M} \varphi\right)^{2} \tag{E.6}
\end{equation*}
$$

By specialising (4.1) to an extremal surface $\hat{\gamma}_{A}$, we find the expression (4.2) for the finite term in the expansion of the area.

For scale invariant theories, where $d_{\theta}=2$, the first term in (4.2) vanishes because $\phi$ can be set to 0 ; hence the expression for $F_{A}$ reduces to [70]

$$
\begin{equation*}
F_{A}=\int_{\hat{\gamma}_{A}}\left[\widetilde{D}^{2} \varphi-\sum_{i=1}^{2} \epsilon_{i} \tilde{n}^{(i) M} \tilde{n}^{(i) N} \widetilde{D}_{M} \widetilde{D}_{N} \varphi-e^{2 \varphi}+\frac{1}{2} \sum_{i=1}^{2} \epsilon_{i}\left(\operatorname{Tr} \widetilde{K}^{(i)}\right)^{2}\right] d \tilde{\mathcal{A}} . \tag{E.7}
\end{equation*}
$$

We shall now briefly discuss how to recover the result (2.18) for the static cases from (4.2). The most general static metric can be written as

$$
\begin{equation*}
d s^{2}=-N^{2} d t^{2}+g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{E.8}
\end{equation*}
$$

where $N$ and $g_{\mu \nu}$ are functions of the spatial coordinates $x^{\mu}=(z, \boldsymbol{x})$ only. In this background metric, the two unit normal vectors can be written as $n_{M}^{(1)}=(N, 0,0)$ and $n_{M}^{(2)}=\left(0, n_{\mu}\right)$. With the choice of coordinates (E.8), the only non vanishing Christoffel symbols are

$$
\begin{equation*}
\Gamma_{\mu t}^{t}=\frac{1}{2 N^{2}} \partial_{\mu} N \quad \Gamma_{t t}^{\mu}=\frac{1}{2} g^{\mu \nu} \partial_{\nu} N \quad \Gamma_{\nu \rho}^{\mu}={ }^{(3)} \Gamma_{\nu \rho}^{\mu} \tag{E.9}
\end{equation*}
$$

where ${ }^{(3)} \Gamma_{\nu \rho}^{\mu}$ denotes the Christoffel computed with the three dimensional metric $g_{\mu \nu}$ of the constant time hypersurface. Combining (E.9) with the observation that the time components $h_{t M}$ of the projector (E.1) vanish, we easily conclude that the extrinsic curvature in the timelike direction $K_{M N}^{(1)}$ is zero. Thus, the first equation of motion in (E.6) is identically satisfied. Instead the second equation of motion in (E.6) reduces to (2.8) because only the spatial components of the extrinsic curvature $K_{M N}^{(2)}$ are non vanishing; hence $\operatorname{Tr} K^{(2)}=\operatorname{Tr} K$. Similar conclusions can be reached for the tilded quantities: $\widetilde{K}_{M N}^{(1)}=0, \widetilde{K}_{\mu \nu}^{(2)}=\widetilde{K}_{\mu \nu}$ and $\widetilde{K}_{t t}^{(2)}=0$, being $\varphi$ independent of $t$. Finally, due to (E.9), $\tilde{n}^{(2) M} \tilde{n}^{(2)} N \widetilde{D}_{M} \widetilde{D}_{N} \varphi=\widetilde{\nabla}_{M} \widetilde{\nabla}_{N} \varphi$, while the Laplacian $\widetilde{D}^{2} \varphi$ and the term $\tilde{n}^{(1) M} \tilde{n}^{(1) N} \widetilde{D}_{M} \widetilde{D}_{N}$ sum to $\widetilde{\nabla}^{2} \varphi$.

## F On the analytic solution for a disk when $d_{\theta}=2$ and $\zeta \rightarrow \infty$

In this appendix we analytically study minimal surfaces $\hat{\gamma}_{A}$ anchored to circular regions $A$ in spacetimes equipped with the metric (2.29) in the limit $\zeta \rightarrow+\infty$ and for $d_{\theta}=2$. The background metric becomes the $\operatorname{AdS}_{4}$ metric for $z \leqslant z_{h}$ with an event horizon located at $z=z_{h}$. The only effect of the horizon is to forbid the minimal surface enters the region $z>z_{h}$. As discussed below, for regions large enough, the minimal surfaces reach and stick to the horizon sharing a portion of surface with it.

For small regions $A$, the minimal surfaces do not reach the horizon and their profile is the same as in $\operatorname{AdS}_{4}$ case, i.e. it is given by the hemisphere: $z(\rho)=\sqrt{R^{2}-\rho^{2}}$. This occurs as long
as the surface does not intersect the horizon, namely for $R<z_{h}$. For $R=z_{h}$ the hemisphere is tangent to the event horizon at the point $(z, \rho)=\left(z_{h}, 0\right)$. As the radius $R$ increases further, a certain portion of the dome would cross the horizon; hence in this regime the hemispheres cannot be the extremal surfaces. The actual minimal surfaces consist of two parts: a flat disk that lies on the horizon and a non trivial surface connecting the conformal boundary to the horizon. The aim of the following discussion is to find analytically the latter one.

Let us consider the most general solution of the differential equation (5.15) for $d_{\theta}=2$. Following [71, 81] (see also [101-104]), we replace $\rho$ with the variable $u$ and $z(\rho)$ with the function $\hat{z}(u)$, defined as follows

$$
\begin{equation*}
\rho=e^{u} \quad \hat{z}(u)=\frac{z(\rho)}{\rho}=e^{-u} z\left(e^{u}\right) \tag{F.1}
\end{equation*}
$$

The minimality condition in $\mathrm{AdS}_{4}$ gives (5.15) and for $d_{\theta}=2$ it becomes

$$
\begin{equation*}
\hat{z}\left(\hat{z}_{u}+\hat{z}_{u u}\right)+\left[1+\left(\hat{z}+\hat{z}_{u}\right)^{2}\right]\left[2+\hat{z}\left(\hat{z}+\hat{z}_{u}\right)\right]=0 \tag{F.2}
\end{equation*}
$$

which can be integrated over $\hat{z}$ to yield

$$
\begin{equation*}
\hat{z}_{u, \pm}=-\frac{1+\hat{z}^{2}}{\hat{z}}\left[1 \pm \frac{\hat{z}}{\sqrt{k\left(1+\hat{z}^{2}\right)-\hat{z}^{4}}}\right]^{-1} \quad k>0 \tag{F.3}
\end{equation*}
$$

where $k$ is an integration constant. The differential equation (F.3) can be integrated again, finding

$$
\begin{equation*}
\log \rho=-\int \frac{\hat{z}}{1+\hat{z}^{2}}\left(1 \pm \frac{\hat{z}}{\sqrt{k\left(1+\hat{z}^{2}\right)-\hat{z}^{4}}}\right) d \hat{z} \equiv-q(\hat{z})_{ \pm, k}+C \tag{F.4}
\end{equation*}
$$

where $C$ is a second integration constant and

$$
\begin{equation*}
q_{ \pm, k}(\hat{z}) \equiv \int_{0}^{\hat{z}} \frac{\lambda}{1+\lambda^{2}}\left(1 \pm \frac{\lambda}{\sqrt{k\left(1+\lambda^{2}\right)-\lambda^{4}}}\right) d \lambda \quad 0 \leqslant \hat{z}<\hat{z}_{m} \tag{F.5}
\end{equation*}
$$

The parameter $\hat{z}_{m}^{2}=(k+\sqrt{k(k+4)}) / 2$ solves the polynomial under the square root in (F.5). The integral (F.5) can be performed explicitly obtaining (5.26).

The two integration constants $k$ and $C$ are determined through the boundary conditions. In particular, $C$ can be fixed by imposing $\rho=R$ at $z=0$. Since $q_{ \pm, k}(\hat{z}=0)=0$, we get $C=\log R$ and the profile reads

$$
\begin{equation*}
\rho=R e^{-q_{ \pm, k}(\hat{z})} \tag{F.6}
\end{equation*}
$$

where the plus/minus ambiguity will be fixed below.
Let us denote by $P_{*}=\left(\rho_{*}, z_{h}\right)$ the intersection point between (F.6) and the horizon. For $\rho<\rho_{*}$, the minimal surface is a disk lying exactly on the horizon. The position of $P_{*}$ and the constant $k$ are then determined by requiring that the solution is continuous and differentiable at $P_{*}$. Since the tangent vector to the surface for $\rho \geqslant \rho_{*}$ is $t_{\rho}^{\mu}=\left(t_{\rho}^{\rho}, t_{\rho}^{z}\right)=\left(\rho^{\prime}, \rho+\hat{z} \rho^{\prime}\right)$, the condition of being tangent to the horizon reads $\rho+\hat{z} \rho^{\prime}=0$. Being $\rho^{\prime}=-\rho q_{ \pm, k}^{\prime}$, we obtain $\hat{z}_{*} q^{\prime}\left(\hat{z}_{*}\right)_{ \pm, k}=1$, that implies $\pm \hat{z}_{*}^{3}=\sqrt{k\left(1+\hat{z}_{*}^{2}\right)-\hat{z}_{*}^{4}}$; and this is meaningful only if the plus
sign is chosen in (F.6). This choice, in turn, gives $\hat{z}_{*}=k^{1 / 4}$. Finally, the value of $k$ is evaluated by imposing that $z=z_{h}$ when $\hat{z}=\hat{z}_{*}$. This leads to (5.25) which implicitly determines $k$ in terms of $R / z_{h}$. The possibility of inverting (5.25) is controlled by its derivative with respect to $k$. We find

$$
\begin{equation*}
\frac{d}{d k}\left(\frac{R}{z_{h}}\right)=-\frac{R}{z_{h}} \int_{0}^{k^{1 / 4}} \frac{\lambda^{2}}{2\left[k\left(1+\lambda^{2}\right)-\lambda^{4}\right]^{3 / 2}} \leqslant 0 \tag{F.7}
\end{equation*}
$$

Since $R / z_{h}$ is a monotonic function of $k$, the condition (5.25) has at most one solution for any value of $R / z_{h}$. On the other hand, in Section F. 2 we show that $R / z_{h} \rightarrow+\infty$ for $k \rightarrow 0$, while $R / z_{h} \rightarrow 1$ for $k \rightarrow+\infty$. Thus (5.25) admits exactly one solution in the range $R / z_{h} \in(1,+\infty)$ which leads to the profile (5.24). Instead, let us remind that in the range $R / z_{h} \in(0,1]$ the solution is the hemisphere $z(\rho)=\sqrt{R^{2}-\rho^{2}}$.

## F. 1 Area

As for the area of the minimal surface $\hat{\gamma}_{A}$, when $R<z_{h}$ it is the area of the hemisphere $z(\rho)=\sqrt{R^{2}-\rho^{2}}$ regularised by the condition $z \geqslant \varepsilon$, namely

$$
\begin{equation*}
\mathcal{A}=\frac{2 \pi R}{\varepsilon}-2 \pi \quad R<z_{h} \tag{F.8}
\end{equation*}
$$

For $R>z_{h}$, the area is $\mathcal{A}=\mathcal{A}_{1}+\mathcal{A}_{2}$, where $\mathcal{A}_{1}$ corresponds to a flat disk located at $z_{h}$ and with radius $\rho_{*}=z_{h} / \hat{z}_{*}=k^{1 / 4} / z_{h}$; hence it reads

$$
\begin{equation*}
\mathcal{A}_{1}=\frac{\pi \rho_{*}^{2}}{z_{h}^{2}}=\frac{\pi}{\sqrt{k}} \tag{F.9}
\end{equation*}
$$

The contribution $\mathcal{A}_{2}$ is the area of the profile (F.6) between $\hat{z}=0$ and $\hat{z}_{*}=k^{1 / 4}$. In terms of the variables introduced in (F.1), the area functional (5.21) in the limit $\zeta \rightarrow+\infty$ and for $d_{\theta}=2$ reduces to

$$
\begin{equation*}
\mathcal{A}_{2}=2 \pi \int_{\varepsilon / R}^{\hat{z}_{*}} \frac{d \lambda}{\lambda^{2} \sqrt{1+\lambda^{2}-\lambda^{4} / k}} \tag{F.10}
\end{equation*}
$$

where we introduced the UV cutoff $\varepsilon$. The primitive $\mathcal{F}_{k}(\lambda)$ of the integrand in (F.10) can be written explicitly in terms of elliptic integrals and it has been reported in (5.29). In order to single out the UV divergence, one employs its expansion as $\lambda \rightarrow 0^{+}$

$$
\begin{equation*}
\mathcal{F}_{k}(\lambda)=\frac{1}{\lambda}+\frac{\lambda}{2}+\mathcal{O}\left(\lambda^{3}\right) \tag{F.11}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mathcal{A}_{2}=\frac{2 \pi R}{\varepsilon}-2 \pi \mathcal{F}_{k}\left(k^{1 / 4}\right)+\mathcal{O}(\varepsilon / R) \tag{F.12}
\end{equation*}
$$

where also $\hat{z}_{*}=k^{1 / 4}$ has been used. By adding (F.12) to (F.9), we find that the area of $\hat{\gamma}_{A}$ for $R>z_{h}$ reads

$$
\begin{equation*}
\mathcal{A}=\frac{2 \pi R}{\varepsilon}-2 \pi\left(\mathcal{F}_{k}\left(k^{1 / 4}\right)-\frac{1}{2 \sqrt{k}}\right) \quad R>z_{h} \tag{F.13}
\end{equation*}
$$

which provides (5.28).

## F. 2 Limiting regimes

Let us consider the limit of (5.25) and (F.13) for $R / z_{h} \rightarrow+\infty$, which corresponds to $k \rightarrow 0$. The expansion of (F.13) is straightforward, and we find

$$
\begin{equation*}
\mathcal{A}=\frac{2 \pi R}{\varepsilon}-2 \pi\left[-\frac{1}{2 \sqrt{k}}+\frac{\sqrt{2} \pi^{3 / 2}}{\Gamma(1 / 4)^{2} \sqrt[4]{k}}+\frac{1}{2}\right]+\mathcal{O}\left(k^{1 / 4}\right) . \tag{F.14}
\end{equation*}
$$

In order to expand (5.25) for small $k$, we find more convenient to use the integral representation (F.5). First one performs the change of variable $\lambda \rightarrow k^{1 / 4} \lambda$, obtaining a definite integral between the two extrema in $\lambda=0$ and $\lambda=1$. Then, we expand the integrand as $k \rightarrow 0$ and we integrate term by term, finding

$$
\begin{equation*}
q_{+, k}\left(k^{1 / 4}\right)=\frac{\sqrt{2} \pi^{3 / 2}}{\Gamma(1 / 4)^{2}} k^{1 / 4}+\frac{\sqrt{k}}{2}+\ldots \tag{F.15}
\end{equation*}
$$

that leads to

$$
\begin{equation*}
\frac{R}{z_{h}}=\frac{1}{k^{1 / 4}}+\frac{\sqrt{2} \pi^{3 / 2}}{\Gamma(1 / 4)^{2}}+\left(\frac{\pi^{3}}{\Gamma(1 / 4)^{4}}+\frac{1}{2}\right) k^{1 / 4}+\ldots \tag{F.16}
\end{equation*}
$$

Now, by plugging (F.16) into (F.14) we get

$$
\begin{equation*}
\mathcal{A}=\frac{2 \pi R}{\varepsilon}+\left(\frac{\pi R^{2}}{z_{h}^{2}}+\frac{4 \pi \sqrt{2} \pi^{3 / 2} R}{\Gamma(1 / 4)^{2} z_{h}}\right)+\mathcal{O}(1) \tag{F.17}
\end{equation*}
$$

where the leading term in $R$ agrees with (2.33).
In the regime given by $k \rightarrow+\infty$, from the definition of $\hat{z}_{m}$ we have $\hat{z}_{m} \rightarrow+\infty$, and therefore the surface reaches $\rho=0$. Moreover from (F.5) we obtain

$$
\begin{equation*}
q_{ \pm, k}(\hat{z})=\int_{0}^{\hat{z}} \frac{\lambda}{1+\lambda^{2}} d \lambda=\frac{1}{2} \log \left(1+\hat{z}^{2}\right) \tag{F.18}
\end{equation*}
$$

that gives the profile of the hemisphere $z(\rho)=\sqrt{R^{2}-\rho^{2}}$. By means of (F.18) we find that $q_{+, k}\left(k^{1 / 4}\right)=\log k^{1 / 4}+\ldots$ as $k \rightarrow \infty$, which leads to $R / z_{h} \rightarrow 1$ in the same limit. Notice that $R=z_{h}$ is the value of the radius corresponding to the transition between the two minimal surfaces. Since we showed that the solution reduces to the hemisphere with radius $R=z_{h}$ in this limit, we conclude that (F.13) reduces to $\mathcal{A} \rightarrow 2 \pi R / \varepsilon-2 \pi$ as $k \rightarrow \infty$. In particular, this means that the function $F_{A}(R)$ given in (5.28) is continuous in $R$.
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