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Supplementary Data

• Figure SD1 θ/ρ probability density distributions in the pairing and stacking zone obtained
from a non-redundant PDB dataset.
• Figure SD2 θ/ρ probability density distributions in the paring zone for the 16 different

nucleotide combinations.
• Figure SD3 θ/ρ probability density distributions in the stacking zone for the 16 different

nucleotide combinations.
• Text SD4 Description of the non-linear mapping G for ERMSD calculation.
• Figure SD5 Comparison between ERMSD and the scalar version of ERMSD.
• Table SD6 Summary of the decoy screening capabilities of different scoring functions.
• Figure SD7 ESCORE versus RMSD plots of the FARNA decoy sets [1].
• Figure SD8 ESCORE versus RMSD plots of the NM and MD decoy sets [2].
• Text SD9 Molecular dynamics simulation methods.
• Text SD10 Description of the motif search strategy.
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Figure SD1. Empirical density distributions of neighboring nucleobases obtained by projecting
points belonging to the pairing and stacking zone on the θ − ρ plane. At variance with Figure 1
in main text, the plots are obtained using a high-resolution, non-redundant RNA dataset[2]. As a
reference, the 6-membered and 5-membered (for purines only) rings are sketched in red. Plots were
obtained using a Gaussian kernel density estimation with bandwidth=0.25Å.
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Figure SD2. Empirical density distributions of neighboring nucleobases obtained by projecting
points belonging to the pairing zone on the θ − ρ plane. All the 16 possible combinations between
nucleotides are reported, as labeled. As a reference, the 6-membered and 5-membered (for purines
only) rings are sketched in red. Plots were obtained using a Gaussian kernel density estimation
with bandwidth=0.25Å.
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Figure SD3. Empirical density distributions of neighboring nucleobases, obtained by projecting
points belonging to the stacking zone on the θ− ρ plane. All the 16 possible combinations between
nucleotides are reported, as labeled. As a reference, the 6-membered and 5-membered (for purines
only) rings are sketched in red.
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Text SD4.
The relationship between distances in G space and distances in r̃ space is important to understand
how ERMSD discriminates between two structures α and β depending on the similarity of the
contacts formed in the two structures. Here, we discuss three possible cases:

• r̃α ≥ r̃cutoff, r̃
β ≥ r̃cutoff

In the case of a vector r̃ with modulus r̃ ≥ r̃cutoff the corresponding G(r̃) vector is the null
vector. Thus, r̃ vectors larger than the cutoff distance are considered as equivalent. This
implies that if a contact between two bases is not formed in structures α and β, this contact
does not contribute to the ERMSD between the two structures.
• r̃α ≥ r̃cutoff, r̃

β < r̃cutoff

In this case the modulus of the distance in G space reduces to |G(r̃β)−G(r̃α)| = |G(r̃β)| =
1
γ

√
2 + 2 cos γr̃β = 2

γ cos γ2 r̃
β. As a consequence, the contribution to the ERMSD of a

contact that is formed in one of the two structures and not in the other goes smoothly to
zero as r̃β approaches r̃cutoff. This is the desired behavior of a smooth contact map.
• r̃α < r̃cutoff, r̃

β < r̃cutoff

The case where a contact is formed in both structures is more complicated. This contact will
contribute to the ERMSD depending on how different are the distances and the approach
angles. The angular dependence vanishes when the contact distance approaches the cutoff
value, as discussed below.

We first consider the case of two vectors r̃α and r̃β with different modulus and identical

direction ( r̃
α

r̃α = r̃β

r̃β
≡ r̃

r̃ ). Their difference is

∆G =
1

γ


(sin γr̃β − sin γr̃α) r̃xr̃
(sin γr̃β − sin γr̃α)

r̃y
r̃

(sin γr̃β − sin γr̃α) r̃zr̃
cos γr̃β − cos γr̃α


After proper algebra it can be shown that the modulus of this difference is |∆G| =
1
γ

√
2− 2 cos γ(r̃β − r̃α) = 2

γ sin γ
2 |r̃

β − r̃α|. If the two moduli r̃α and r̃β are close to each

other then the expression above can be approximated to first order as |∆G| ≈
∣∣r̃β − r̃α∣∣. As

a consequence, if two vectors r̃ are close to each other and pointing in the same direction,
their distance in G space is equal to their distance in r̃ space. This property also holds for
the simplified scalar distance based on Eq. 6 in main text.

We then consider the case of two vectors r̃α and r̃β with identical modulus and different
direction (r̃α = r̃β ≡ r̃). Their difference is

∆G =
sin γr̃

γr̃


r̃βx − r̃αx
r̃βx − r̃αy
r̃βx − r̃αz

0


This expression implies |∆G| = sin γr̃

γr̃

∣∣r̃β − r̃α
∣∣. As a consequence, if two vectors r̃ have

the same modulus, their distance in G space is scaled by a modulus-dependent factor when
compared with the distance in r̃ space. The function sin γr̃

γr̃ interpolates between 1 (for

r̃ → 0) and 0 (for r̃ = r̃cutoff) so that the weight of the angular distance decreases as
the modulus approaches r̃cutoff. This is necessary to have a continuous function, since the
distance of two vectors r̃ for which r̃ = r̃cutoff should be zero. This angular contribution is
ignored in the simplified scalar distance based on Eq. 6 in main text.
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Figure SD5. Comparison between ERMSD (Eq. 4, main text) and the scalar version (Eq. 6).
When considering distances between structures composed by two, three and 4 nucleotides, the
two quantities are poorly correlated. Structures were obtained from a steered molecular dynamics
simulation of a short hairpin loop (See Fig. 4 in main text and Text SD9).
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Table SD6. Performance of ESCORE compared to the all-atom scoring functions FARFAR and RASP. For each

decoy set, we report the normalized rank and the deviation of the best scoring decoy from the native structure.

Structural deviation is calculated with the standard RMSD measure, as well as using the interaction fidelity network

(INF) and the ERMSD. The best-performing scoring function(s) are highlighted in green for each decoy set and

for each measure. Note that a good normalized rank does not necessarily imply a good performance in the decoy

screening test.
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Figure SD7. RMSD versus ESCORE for the 20 decoy sets generated using the FARNA algorithm
(http://daslab.stanford.edu/das_resources.html) [1]. The white square indicates the score
of the native structure, while the best scoring decoy is shown as a black circle. Notice that for most
of the decoy sets there is a poor correlation between the RMSD from native and the ESCORE.
Notable examples include the decoy sets 1A4D, 1L2X and 2A43, for which the ESCORE is able
to discriminate the native structure (normalized rank=0), but fails to identify the best scoring
structure within the decoy set.
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Figure SD8. RMSD versus ESCORE for 19 decoy sets obtained from the work of Bernauer et
al. [2] (http://csb.stanford.edu/rna/download.html). The white square indicates the score of
the native structure, while the best scoring decoy is shown as a black circle. The decoy set NM
1X9K was discarded as the decoy sequence differs from the native one. Notice that there is a clear
correlation between the RMSD from native and the ESCORE.
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Text SD9. All simulations were performed using GROMACS 4.5 [3] and PLUMED 2.0 [4] with
the AMBER99sb force field [5] and parambsc0 [6] + chiOL [7] corrections. All simulations were
performed in NPT ensemble (T=300K, P=1 atm) with stochastic velocity rescaling [8] and Berend-
sen barostat [9]. Long range electrostatics were treated using Particle-Mesh Ewald summation [10].
The equations of motion were integrated with a 2 fs time step. All bond lengths were constrained
using the LINCS algorithm [11].
Steered molecular dynamics. A gccUUCGggc stem-loop (residues 6-15 from PDB code 1F7Y
[12]) was solvated with 2627 TIP3P [13] water molecules and NaCl at 0.1 M in a rhombic dodecahe-
dral box. A 85ns steered molecular dynamics simulation was performed using as a collective variable
the RMSD from the native structure. Starting from the native structure, the unfolding/folding was
simulated by repeatedly applying an harmonic restraint from 0 to 1 nm (and vice versa) with speed
0.1nm/ns and force constant k = 3000kJmol−1nm−2. INF measure was calculated as described in
Ref.[14], considering base-pairing as well as stacking, base-phosphate and base-sugar interactions.
Free molecular dynamics of add Riboswitch The kinetic analysis presented in Fig.5 was per-
formed on a 100ns simulation of the add riboswitch [15]. The crystal structure was solvated with
11190 water molecules and NaCl at 0.1 M in a rhombic dodecahedral box, and ligand was removed.
RMSD and dRMSD were calculated using the GROMACS software package.

Text SD10. The internal loop motif search was performed as follows:

• Obtain the query motif by extracting from the PDB file the atomic coordinates of the
nucleotides composing the motif. A double stranded motif of length n is composed by two
halves Ha and Hb of length l and m, respectively. Note that each half does not necessarily
follow the chain connectivity (i.e. can contain bulged bases).
• Calculate the ERMSD between Ha and all possible chain stretches of length l in a molecule.
• Create the collection of structures Γa = γ1, γ2, . . . such that ERMSD(Ha, γ) < C for each
γ ∈ Γa. Typical values for the threshold C are between 0.5 and 1.0.
• Create the equivalent collection Γb obtained by calculating the ERMSD with respect to Hb.
• Consider the cartesian product Γ = Γa × Γb, that contains the set of pairs (γa, γb), where
γa ∈ Γa and γb ∈ Γb.
• Remove from Γ all pairs with sequence overlaps.
• Remove from Γ all pairs such that |CoM(γa)−CoM(γb)| > 2.5× |CoM(Ha)−CoM(Hb)|,

where CoM is the center of mass calculated on the centroids.
• Calculate the ERMSD between (Ha, Hb) and all instances in Γ and retain those with
ERMSD < C.
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