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Abstract
We investigate the dynamics of the rate function and of local observables after a quench inmodels
which exhibit phase transitions between a superfluid and an insulator in their ground states. Zeros of
the return probability, corresponding to singularities of the rate functions, have been suggested to
indicate the emergence of dynamical criticality andwe address the question of whether such zeros can
be tied to the dynamics of physically relevant observables and hence order parameters in the systems.
For this we first numerically analyze the dynamics of a hard-core boson gas in a one-dimensional
waveguidewhen a quenched lattice potential is commensurate with the particle density. Such a system
can undergo a pinning transition to an insulating state andwefindnon-analytic behavior in the
evolution of the rate functionwhich is indicative of dynamical phase transitions. In addition, we
perform simulations of the time dependence of themomentumdistribution and compare the
periodicity of this collapse and revival cycle to that of the non-analyticities in the rate function: the two
are found to be closely related only for deep quenches.We then confirm this observation by analytic
calculations on a closely related discretemodel of hard-core bosons in the presence of a staggered
potential andfind expressions for the rate function for the quenches. By extraction of the zeros of the
survival amplitudewe uncover a non-equilibrium timescale for the emergence of non-analyticities
and discuss its relationshipwith the dynamics of the experimentally relevant parity operator.

1. Introduction

Recent experimental progress has reached a state where the dynamics of a complex and thermally isolated
quantum system can be studied for unprecedentedly long evolution times. In particular, advances in the field of
ultra-cold atoms have allowed for such a high degree of controllability that, when combinedwith the absence of
thermal phonons, studies of non-equilibrium coherent dynamics over timescales which are usually inaccessible
in conventional condensedmatter physics are possible [1, 2]. Not surprisingly, this has inspired a surge of
theoretical interest and a growth of whole scientific communities which aim at the description of isolated, non-
equilibrium, quantum systems [3–7].

Pioneering early experiments in this direction included the observation of the non-equilibriumdynamics of
a one-dimensional Bose gas (a paradigmatic integrablemodel) [8], which reopened foundational issues
regarding thermalization of observables in closed quantum systems [4, 6, 7]. Perhaps the earliest experiment in
thisfieldwas conducted byGreiner et al [9], where a systemwas quenched across a superfluid toMott-insulator
transition and a coherent collapse and revival of the interference peaks inmomentum spacewas observed in real
time. This highly non-trivial non-equilibriumdynamics will be a central focus of this work andwe aim at
investigating its relationship to theoretical workwhich highlights the emergence of dynamical phase transitions
(DPTs) in quenched dynamics. The idea ofDPTswas first introduced byHeyl et alwho studied the vacuum
persistence amplitude (survival amplitude) for certain quenches in the paradigmatic transverse Isingmodel [10].
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Through awell knownmappingwith the boundary partition function [11, 12] they noticed that the rate function
for certain quenches exhibits non-analyticities whenever thewave function becomes orthogonal to the initial
state. According toHeyl et al this behavior therefore indentifies aDPT. Since the original inception, DPTs have
been studied in awide range ofmodels [13–38] andwhile originally DPTswere believed tomanifest when the
systemwas quenched across an equilibriumphase transition, it is now known that they can occur even for
quencheswithin the same phase [17, 20, 22]. An exciting recent development is the observations ofDPTs in
experimental platforms such as ion trap architectures [39] and cold atom arrays [40].

Despite the range ofmodels that have been investigated in relation toDPTs over the past years it is perhaps
surprising that there have been little or no investigations of theirmanifestation in the original experiments
which ignited thefield, i.e.the breathing dynamics across the superfluid toMott insulator transition [9] and
dynamics in the Tonks–Girardeau gas [8]. One central aimof this work is tofill that void. For this wefirst clarify
themeaning of non-analyticities in the rate function proposed in [10] and show then that, in general, the
orthogonality of the time evolved state to the initial state is not related to the temporal behavior of local
observables. Ourfirst systemof choice for this is an important continuummodel, namely the Tonks–Girardeau
gas [41] undergoing a pinning transition to an insulator by application of a commensurate lattice potential. This
effect wasfirst theoretically predicted by Büchler et al [42] and later experimentally realized byHaller et al [43].
The dynamical quench problemwasfirst studied by Lelas et al in [44]. In our calculations we provide thefirst
evidence of periodically appearing non-analyticities in the rate function for this process and explore the
connection to the collapse/revival cycles in the dynamics of themomentumdistribution. Both periodic cycles
turn out to be connected only for deep quenches.

We then confirm this observation by presenting an exactly solvable discretemodel which contains the same
physical phenomenology i.e.hard-core bosons in a lattice at half fillingwith a staggered field. In thismodel
analytic expressions can be found for the rate function andwe compute the dynamics of the experimentally
relevant parity operator and detail the connectionwith the rate function.

In the followingwewillfirst briefly review the basic ideas relating toDPTs and particular the connection
with dynamical restoration of symmetry.We thenfirst present our results for the continuummodel and follow
this with an in-depth discussion of the latticemodel. After this we concludewith an overall discussion of some of
the issues raised.

2.Dynamical phase transitions

TheDPTs defined byHeyl et al [10] are primarily centered around an object which is known as the survival
amplitude

 = áY Y ñ-( ) ∣ ∣ ( )t e , 1Ht
0

i
0

andwhich has been exhaustingly studied under a number of guises in the pastfifty years. This amplitude,
following aWick rotation z= it, can be thought of as a boundary partition function  = áY Y ñ-( ) ∣ ∣z e zH

0 0 for
Îz [11, 12]. Exploiting thismapping,Heyl et al noticed that, since the free energy density can be defined as

= - ¥( ) ( )f z zlim lnL L

1 for a systemof size L, the Fisher zeros in this boundary partition function
(corresponding to singularities in f (t)) coalesce into lineswhich can cross the real axis. This leads to the
emergence of critical times *tn at which the so called rate function

= -( ) ( ) ( )f t
L

t
1

ln , 2

displays non-analyticities. According to the definition ofDPTs, these singularities identify points at which the
time evolved state is orthogonal to the initial one and in the followingwewill examine this definition for
analyzing the dynamics in systemswhich contain a superfluid-Mott insulator transition.

It is interesting to note that in the presence of symmetry breaking one can alsomodify the concept of
dynamical criticality as the dynamical restoration of symmetry rather than orthogonality [19]. This can be seen
by considering an initial conditionwhich breaks anNs-fold symmetry of theHamiltonian. Starting in Y ñ∣ 0 and
labeling the states obtained by repeated action of the symmetry operation as áY{ ∣}j ( = -j N1, .., 1s ), one can
define the probability to remain in the ground-statemanifold as

å= áY Y ñ
=

-
-( ) ∣ ∣ ∣ ∣ ( )P t e . 3

j

N

j
Ht

0

1
i

0
2

s

This quantity turns out to have singularities not in the presence of temporal orthogonality but when the system
crosses the boundary between two symmetry sectors. To demonstrate this let us consider for simplicity a twofold
symmetry (likeZ2) andwrite according to equation (2)
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áY Y ñ =- -∣ ∣ ( )( )e e , 4j
Ht Lf ti

0 j

where ( )f t0 and ( )f t1 correspond to the rate function in the two symmetry sectors. Let us nowdefine the real
valued rate function =( ) [ ( )]Rl t f t2j j . It is evident that at a certain time *t when the real parts of the rate
function coincide, i.e. =( ) ( )l t l t1 0 , the symmetry is dynamically restored, i.e.there is equal probability to be in
both symmetry sectors. At all other times one has >( ) ( )l t l t1 0 or <( ) ( )l t l t0 1 , whichmeans that one of the two
functions dominatesP(t) because the L factor can be large in the exponentials. Therefore at the times *t cusp
singularities appear inP(t) and a correspondence betweenDPTs and standard symmetry breaking in the steady
state can be established [36].

It is therefore clear that great caremust be takenwhen interpreting non-analyticities in the rate function as
points of dynamical criticality. Strictly speaking such non-analytic points are timeswhen the evolving state after
the quench becomes orthogonal to the initial state. Since, in general, this has nothing to dowith the restoration
of a symmetry onewould not expect the global orthogonality to be reflected in the dynamics of experimentally
relevant observables. However, as pointed out in [10], there is a case when they can be interpreted to be the same:
if the initial state is a Schrödinger cat state of the form

åñ = Yñ
=

-

∣ ∣ ( )
N

0
1

, 5
s j

N

j
0

1s

i.e.a linear superposition of symmetry related ground-states of the initial Hamiltonian. Defining the generic
rate functions via

áY Y ñ =- -∣ ∣ ( )( )e e , 6j
Ht

k
Lf ti jk

we get the survival amplitude

 å= á ñ =- -( ) ∣ ∣ ( )( )t
N

0 e 0
1

e . 7Ht

s j k

Lf ti

,

jk

Since in the thermodynamic limit this expression is dominated by the rate functionwith the smallest real part we
have that

 =
+¥

∣ ( )∣ ( ) ( )t P tlim , 8
L

2

i.e. the return probability calculated on a state like equation (5) is equivalent to the probability to stay in the
ground statemanifold in the thermodynamic limit. Since the Fisher zeros are singularities of the rate functions
fjl(t), cusps inP(t) emergewhen two rate functions have the same real part.

The two objects therefore generally give different information about the state of the system and the question
is whether this information can be extracted from localmeasurements or not. Indeed,P(t) can be shown to be
connected to local symmetries of theHamiltonian, since such symmetries are characterized by having local
operators as generators. Furthermore, since the order parameter is an object which is in general not invariant
under such local operations, the cusps inP(t) are naturally connected to zeros of the order parameter since they
indicate symmetry restoration. In turn singularities in ( )t and hence f (t) (or equivalently l(t)) indicate
orthogonality. Since the ground states ofHamiltonians across a symmetry breaking phase boundary are
orthogonal (in the thermodynamic limit), it is interesting to askwhether a connection between such singularities
and the dynamics of local observables is present also in this case (see [45, 46] for a related study of criticality in
systemswith long range interactions). This is what wewill investigate below in the first of the twomodels where
we focus on the emergence of non analyticities in the rate function f (t) in a highly experimentally relevant
continuousmodel and explore their emergence with the dynamics of ameasurable observable.

3. Temporal orthogonality in the Tonks–Girardeau gas

Thefirstmodel we consider describes a one-dimensional systemofN bosons confined in an external trapping
potential. TheHamiltonian can bewritten as

å å d= -  + + + -
= >

⎛
⎝⎜

⎞
⎠⎟( ) ( ) ( ) ( )H

m
V x V x g x x

2
, 9

j

N

j b j j
j l

j l
1

2
2

1D

where g1D is a parameter characterizing the sign andmagnitudeof the interaction andVb(x) is a boxpotential of
lengthLwith infinitelyhighwalls. Let us assume anoptical lattice potential of depthV0 is applied in addition to the
already existing trappingpotential and isdescribedby =( ) ( )V x V k xcos0

2
0 where thewavevector is given by

p=k M L0 andM is the number ofwells in the lattice.When the strength of the lattice ismuch larger than the
recoil energy, = ( ) ( )V E k m2r0 0

2 , themodel above canbemappedonto the celebratedBose–Hubbardmodel,
whichhas a transition between a superfluid and insulating state [1]. In the limitwhen V Er0 , theBose–Hubbard
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model is no longer applicable but interestingly itwas shown in [42] that at lowenergies themodel canbemappedon
to the Sine–Gordonmodel and a phase transitionbetween a superfluid and insulating state remainswhen the
applied lattice is commensuratewith the particledensity. The transitionwas observed experimentally byHaller
et al [43].

In this workwewill consider the hard-core limit of the system,  ¥g1D , where a pinning transitionwill
occur for any infinitesimal lattice strength. In this limit the system is known as the Tonks–Girardeau gas, which
allows for an exact solution due to the existence of the Fermi–Bosemapping theorem [41]. The essence of the
mapping is that the interaction term in equation (9) can be dealt with by imposing the following constraint on
themany-bodywave-function: Y ¼ =( )x x x, , , 0N0 1 2 if - =∣ ∣x x 0i j for ¹i j and  <i j N1 . The system
can then bemapped to free fermions subject to appropriate symmetry: Y ¼ =( )x x x, , , N0 1 2   < sgni j N1

- Y ¼( ) ( )x x x x x, , ,i j F N1 2 where Y =
!F N

1 y= [ ( )]xdetn j
N

n j, 1 is a Slater determinant of single particle states.

Thismapping theorem also holds time dependently and offers a convenient way to numerically calculate the
real valued rate function =( ) [ ( )]Rl t f t2 from time evolving the single particle states in the quenched
HamiltonianHf as

= - áY Y ñ-( ) [∣ ∣ ∣ ∣ ] ( )l t
L

1
ln e , 10H t

0
i

0
2f

= - [ ∣ ( )∣ ] ( )
L

A t
1

ln det , 11mn
2

where the *òy y=( ) ( ) ( )A t x x t x, 0 , dmn m n are thematrix elements of the overlaps between the pre- and post-
quench single particle states. This allows for a straightforward and numerically exact approach to the
computation of the rate function.We note that this quantity has previously been used in the context of the
Tonks–Girardeau gas in order to describe the decay into the continuum [47, 48].

Thefigure ofmerit wewill consider is the time dependentmomentumdistribution ( )n p t, which is
routinelymeasured in cold atom setups. It is defined as the Fourier transformof the reduced single particle
densitymatrix (RSPDM)

òp
r= ¢ ¢- ¢( ) ( ) ( )( )n p t x x x x t,

1

2
d d e , , , 12p x xi

where the time dependent RSPDM is

*òr ¢ = Y ¢ ¼ Y ¼( ) ( ) ( ) ( )x x t N x x x x x t x x x t, , d d , , , , , , , , , 13N N N2 0 2 0 2

which is evaluated numerically using the technique developed in [49].
In the followingwewill study three types of quenches: switching the lattice on, switching the lattice off and

changing the sign of the lattice potential. If the lattice potential is commensurate with the particle number,
M=N, then switching on the lattice potential from an initial depth =V 0i to afinal depth >V 0f allows one to
observe temporal orthogonality occurring in a quench from a conducting to an insulating phase. The rate
function for this quench is shown infigure 1(a) and non-analytic peaks can be seen to occur at times

a= +t 1 2 (whereα is an integer)with a periodicity of p=T V4R f . In panel (b) the value of themomentum
distribution at p=0 is shown and for specific times the fullmomentumdistribution is plotted in panel (c). The
momentumdistribution is initially sharply peaked at p=0, which is characteristic for a Tonks–Girardeau gas
trapped in an infinite well andwhich reflects the expected partial first order coherence due to the order present
in the RSPDM .After the quench the sharp peak vanishes as themomentumdistribution broadens, signaling the
transition to the insulating phase. Themagnitude of the zeromomentum component therefore oscillates as the
systemmoves between insulating and conducting phases, with the firstminimumoccurring at a timewhich is
slightly earlier than the emergence of the non-analytic peak in l(t). For later times, thismismatch becomesmore
pronounced and the simulation clearly demonstrates that the timescale for non-analyticities in the rate function
quantifying orthogonality and that for the collapse/revival cycles in themomentumdistribution are close but
not the same.However, the stronger the quench ( >V Ef R), themore the two tend to coincide andwewill
explore this inmore detail later when discussing the discretemodel.

Let us now turn to the quench from insulator to superfluid, i.e.from >V 0i to =V 0f . The behavior of the
rate function is shown infigure 2 for different system sizes on a time axis that is rescaled by p ( )N E2 r .While one
can observe a revival effect where at half the scaling time there is a type of transient criticality signaled by an
apparent non-analyticity in l(t) at times a= +t 1 2 (α an interger), these non-analyticities do not signal the
existence ofDPTs, but rather are a result of the propagation of density waves from the box edges which then
interfere at the box center. This is precisely the dynamical de-pinning effect that was studied byCartarius et al
recently in the samemodel [50]. Therefore, this non-analyticity is the result of afinite size effect and does not
exist in the thermodynamic limit. Instead the systemundergoes a crossover from the insulating to the superfluid

4
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Figure 1.Dynamics of a quench from the conducting (Vi=0) to the insulating phase (Vf=ER) for a systemofN=100 particles. (a)
The rate function and (b) the height of themomentumpeak as a function of timewhich is scaledwith respect toTR. The solid vertical
lines indicate the times that the non-analyticities appear in l(t), while the dashed vertical lines indicate theminima of l(t). For the times
marked by symbols in (a), (b) themomentumdistribution is plotted in (c). The black solid lines are for times corresponding to the
extrema of themomentumpeak, while the red dotted lines are for times corresponding to the extrema of l(t). The gray solid line is the
instantaneousmomentumdistribution of the insulating phase.
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phase. This suggests thatDPTs do not occur during dynamical de-pinning andwewill explore this further in the
discretemodel in the next section.

Finally, we display infigure 3 the dynamics of the rate function and themomentumdistribution for
quencheswithin the insulating phase, for =V Vi to = -V Vf , which allows us to observe the post-quench
dynamics on a timescale which is not governed by the lattice depth.Here the oscillations of both the rate
function andmomentumpeak decay quickly, whilst it is clear that there is no simple relationship between non-
analyticities which emerge in the rate function and any features in the behavior of themomentumdistribution.
Let us attempt to understand in detail this phenomenology by studying a closely related exactly solvablemodel.

4. Tight bindingmodel

Weconsider a systemofN hard core-bosons in a staggered onsite potential described by theHamiltonian

å å= + + -
=

+
=

( ) ( ) ( )† †H J b b V b bh.c. 1 , 14
j

N

j j
j

N
j

j j
1

1
1

Figure 2.Dynamics of a quench from insulator (Vi=ER) to superfluid (Vf=0) for several systemswith different particle number,N.
Note that the time axis is rescaled by the revival time in the box, p ( )N E2 r , which has the implication that the non-analyticities will
not be observed in the thermodynamic limit.

Figure 3. (a)The rate function and (b) the height of themomentumpeak forN=100 particles after a quench from the insulating
phase ( =V E2i R) to the insulating phase ( = -V E2f R). The solid vertical lines indicate the times at which the non-analyticities appear
in l(t), while the dashed vertical line indicates itsminima.

6

New J. Phys. 19 (2017) 113018 T Fogarty et al



where bj are hard core bosons, J is the tunneling strength andV is the strength of the onsite potential. Thismodel
has an advantage over the previous continuousmodel in that it is analytically solvablewhile retaining all the
essential physics. Although the continuummodel has an exact numerical solvability and has an effective low
energy description, its exact dynamical solution is not known to our knowledge.

The procedure for solving thismodel is well known [51], using the Jordan–Wigner transformation
= på <† ††

b aej
a a

j
i l j l l and using Fourier transformed variables, = å -a aej N k

kj
k

1 i theHamiltonian can bewritten

as

å= Y Y
p<

ˆ ( )
∣ ∣

†H H , 15
k

k k k
2

where Y = p+( )a a,k k k
T and s s= +ˆ ( )H J k V2 cosk

z y, where s are the Paulimatrices. Notice that
p= +( )k n N2 1 , with = ¼ -n N0, , 4 1. TheHamiltonian can be diagonalized in terms of the new

variables G = Yq sek k
i k

y
, where q =( ) ( ( ))V ktan 2 2 cosk , and the resulting spectrum is characterized by a

dispersion  = +( ( ))J k V2 cosk
2 2 . For our purposes wewill work at half fillingwhere the spectrum is always

gapped unlessV=0, inwhich case the gap at p= k 2 closes. Hence for ¹V 0we have an insulating charge
density wave phase, while forV=0 it is a ‘superfluid’. Inwhat followswewill consider three different types of
quenched dynamics as we did in the previous section: quenches from the superfluid to insulator, quenches from
the insulator to superfluid and then quenches within the superfluid phase.We note that the samemodel can also
be solved in the presence of an external flux [52].

Fixing the tunneling strength J=1 and considering a general quench fromVi toVf, the survival amplitude
can be computed using the Bogoliubov rotation connecting the old to the newquasiparticles

q sG = D G( ) [ ] ( )V Vexp ik f k y k i where q q qD = -( ) ( )V Vk k f k i . Representing the ground state ñ∣0 Vi
relative toVi as

a squeezed state in terms of g gG = + -( ) ∣ ( ) ( )∣†V k kk f
T

 q g gñ = + D ñ
p<

+ -∣ ( ( ) ( ) ( ))∣ ( )
∣ ∣

† †

N
k k0

1
1 tan 0 , 16V

k
k V

2
i f

and computing the time evolution onefinally obtains




 q
q

=
+ D

+ Dp<

⎧⎨⎩
⎫⎬⎭( ) ( )

( )
( )

∣ ∣

( )
z

1 tan e

1 tan
. 17

k

k
V z

k2

2 2i

2

k f

Recalling that the Fisher zeros are the roots of this complex valued function, one can solve them for  =( )z 0k

andfind the expression

 
p

q=
+

+ D
( ) ( ( )) ( )z

n2 1

2

i
log tan . 18k

k k
k

For quenches towards the insulating phase ( >V 0f ) it is evident that the Fisher zeros hit the real axis, hence
corresponding to zeros of the survival amplitude (singularities of l(t))whenever q q p- =( ) ( )V V 4k f k i . This
corresponds to qD = - +  ¥( ( ) ( ( )( )) ( ( ) )k V V k V Vtan 2 2 cos 4 cosk f i f i

2 , which for >V 0f and
Î -[ ]V V4 , 0i f implies that zk= 0 for

* = -
⎡
⎣⎢

⎤
⎦⎥ ( )k

V V
arccos

4
. 19

f i

A singularity at thesemomenta corresponds to a singularity in the rate functionwith a period

p
=

-( )
( )T

V V V
. 20R

f f i

For quenches towards the superfluid phase Fisher zeros have always afinite imaginary part implying the absence
of singularities in f (t) and therefore noDPTs are observed.However, keeping the system size finite and rescaling
the time by it, one can observe a nice collapse and revival picture (see figure 4), as we previously discussed in the
continuousmodel infigure 2.

5.Orthogonality and observables

As discussed above, singularities in the rate function signal zeros at times when the time evolved state becomes
orthogonal to the initial one.We now gain further understanding of why this occurrence is related to the time
evolution of physical observables only for deep quenches. Notice that according to the calculation performed
above, the overlap between the different ground states of theHamiltonian equation (14) at different strengths of
the staggered potential, Vi andVf , is given by
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Therefore different ground states turn out to be orthogonal in the thermodynamic limit, with the overlap
vanishing exponentially in the system size. This is suggestive, since if upon quenchingV say from the superfluid
Vi= 0 to the insulator ¹V 0f the systemdynamics would result in consecutive collapses and revivals of the
superfluid into the insulator, one could expect the system to attain orthogonality with the initial state at the
farthest point from the superfluid, i.e. when the collapse into the insulator is complete. This intuitionwould be
correct if the systemwould be able to dissipate thework done on it by the quench procedure. In the the present
case of unitary dynamics, however, the fact that the system remains in a superposition of excited states of the
post-quenchHamiltonian,makes the identification of the phenomena problematic. In otherwords it is only in
the thermodynamic limit that ground states with different parameters are orthogonal. Hence only in that limit
one could expect that, if the systemwas indeed able to collapse and turn back fromone state to the other, one
would get orthogonality when the superfluid fully collapses into aMott insulator. An exception are deep
quenches as wewill now show.

In order to distinguish between the superfluid and the insulating phase, we choose the experimentally
accessible parity operator which is an observable that characterizes charge density wave order

å= -( ) ( )†M
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b b
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i i

In the fermionic representation this is given by
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The calculation of á ñM gives
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Plotting this function in general in a situationwhere singularities in the rate function are present shows that
while both quantities oscillate the time scales are typically very different (see figure 5). There is however one
instance inwhich the two quantities appear to have a correlated behavior (seefigure 6), i.e. for quenches from
V 0i to a large >V 0f ( V J 1f ). In this case the parity operator oscillates between zero and a negative value

periodically and each time aminimum is attained a cusp singularity is observed. This result is however simple to

understand: the period of the oscillations of á ñ( )M t is p= + ( )T V J2R f
2 2 (restoring the tunneling strength

J), while that of the singularities is p= -( )T V V VR f f i . The two are clearly equal if V V J,f i inwhich case
the dispersion is effectively flat and all k-modes oscillate with the same frequency. Therefore only in this case the
orthogonality appears to be tied to oscillations of the order parameter. Onemight be tempted to argue that this is
just thewrong operator to detect orthogonality. If however a different operator is used, such as for example the
kinetic energy operator,

Figure 4. l(t) versus t/N for a quench from the insulator (Vi = 0.3) to the superfluid (Vf = 0) for different system sizes.
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it is easy to show that after a quench
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which produces results similar to the ones presented above.

Figure 5. (a) l(t) and (b) á ñ( )M t versus t forN=100 and a quench from = -V 1 6i toVf = 3. The correspondence betweenminima
of á ñ( )M t and cusps of l(t) is not present in this case.

Figure 6. (a) l(t) and (b) á ñ( )M t versus t forN=100 and a quench from superfluid (Vi= 0) to deep in the insulating phase (Vf = 10).
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6.Discussion

In this paper we have undertaken an extensive study of dynamical criticality in systemswhich contain a
superfluid-Mott insulator transition in equilibrium.We studied numerically the dynamics of both the rate
function and themomentumdistribution following a quench in the Tonks–Girardeau gas across the pinning
transition, which to our knowledge, is thefirst numerical study of this type in a continuummodel. In a discrete
model we provided analytic calculations for the rate function and the dynamics of the parity operator, which
displayed qualitatively similar physics to the continuummodel. In bothmodels we have found that although
non-analyticities which signal temporal orthogonality are present after a quench, the same temporal behavior is
onlymanifested in experimentally relevant observables after deep quenches. As known from state
discrimination protocols in quantum information, it is an extremely difficult task to uncover global
orthogonality from localmeasurements on pure states [53] and in the case ofmixed states it is generally
impossible [54]. Thereforewe are lead to conjecture that in general it is not possible to detect orthogonality in the
dynamics of themany-body state and hence non-analyticities in the rate functions by observing the dynamics of
local observables alone.Nevertheless, we stress that one could still hope to detect such points through non-trivial
order parameters [55] or perhaps even by extending ancilla based interferometry schemeswhich have been
proposed [56–59] and experimentally implemented in local quenches in Fermi gases [60]. In addition, studying
the dynamics of the rate function and these experimentally relevant observables for quenches in criticalmodels
is interesting in its own right andwe hope it will inspire further experiments in this direction.
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