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#### Abstract

This thesis discusses the general problem of the self-adjoint realisation of formal Hamiltonians with a focus on a number of quantum mechanical models of actual relevance in the current literature, which display certain symmetries. In the first part we analyse the general extension theory of (possibly unbounded) linear operators on Hilbert space, and in particular we revisit the Kreĭn-Višik-Birman theory that we are going to use in the applications. We also discuss the interplay between extension theory and presence of discrete symmetries, which is the framework of the present work.

The second part of the thesis contains the study of three explicit quantum models, two that are well-known since long and a more modern one, each of which is receiving a considerable amount of attention in the recent literature as far as the identification and the classification of the extensions is concerned. First we characterise all self-adjoint extensions of the Hydrogen Hamiltonian with pointlike interaction in the origin and of the Dirac-Coulomb operators. For these two operators we also provide an explicit formula for the eigenvalues of every self-adjoint extension and a characterisation of the domain of respective operators in term of standard functional spaces. Then we investigate the problem of geometric quantum confinement for a particle constrained on a Grushin-type plane: this yields the analysis of the essential self-adjointness for the Laplace-Beltrami operator on a family of Riemannian manifolds.
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## Introduction

To the present understanding of Nature, microscopic world is ruled by quantum mechanics. In its axiomatic definition, states are element of a Hilbert space $\mathcal{H}$ and observables are self-adjoint operators on $\mathcal{H}$. Deep physical reasons, such as Heisenberg's uncertainty principle, let alone the very mathematical modelling of the quantum system, in many relevant cases make it unavoidable for the observables to be represented as (densely defined) unbounded self-adjoint operators on $\mathcal{H}$. This gives rise to a primary conceptual problem - the rigorous self-adjoint realisation of physical Hamiltonians - that in a vast generality is surely under control since Kato's proof of self-adjointness of molecular Hamiltonians in the 1950 's, and yet turns out to be most topical in many instances of today's research agenda, when new quantum systems of physical interest are investigated, or well-studied quantum Hamiltonians are revisited with more modern and more general mathematical tools.

This thesis is part of the above-outlined research programme and discusses the realisation of some formal physical Hamiltonians as self-adjoint operators. In particular, motivated by their importance in physics, we are concerned with Hamiltonians that are invariant under the action of symmetry groups.

Let us present, in simple words, where the theory of self-adjoint realisations enters in quantum mechanics. When we are describing a quantum mechanical system on a Hilbert space $\mathcal{H}$, a physical procedure (usually first quantisation) provides a formal expression for an observable $T$ on $\mathcal{H}$.

If $T$ is a pseudodifferential expression (as is often the case), two standard choices for the domain are avaible: the minimal and the maximal one (Section 1.2). In assigning these domains, we construct two (a priori) different operators, $T_{\min }$ and $T_{\max }$, as realisations of the same formal expression $T$. Under some hypothesis on the minimal operator that are often met in realistic problems, such as the presence of a spectral gap or the existence of a bottom, von Neumann's celebrated theorem (Theorem 1.3.1) guarantees the existence of at least one self-adjoint extension of the minimal operator, and shows that such extension lies between $T_{\min }$ and $T_{\max }$ (in the operator inclusion sense). In fact, only two possibilities are allowed: either there is only one self-adjoint realisation of $T$ on $\mathcal{H}$ or there are infinitely many. In the first case, the association of an observable to the formal expression $T$ is unambiguous since, in this case, the minimal and the maximal operator coincide. The second case is more challenging and one major issue is to classify all self-adjoint extensions of $T_{\min }$ in order to construct all quantum observables associated with the formal expression $T$. At this point a self-adjoint extension theory is needed (a la von Neumann or a la Kreĭn-Višik-Birman).

When $T$ is invariant under some simmetry group, one may decompose the Hilbert space into orthogonal subspaces that reduce $T$, thus simplifying the analysis of $T$ boiling it down to the analysis of each component of $T$. At this point it may happen that some of the extensions of the minimal operator are not invariant under the action of the symmetry group. It is therefore physically relevant to determine which ones preserve the symmetry and which ones do not.

## Self-adjoint extension theory

Self-adjointness and self-adjoint extension theory constitute a well-established branch of functional analysis and operator theory, with deep-rooted motivations and applications, among others, in the boundary value problems for partial differential equations and in the mathematical methods for quantum mechanics and quantum field theory. As recalled in the previous section, at the highest level of generality, it is von Neumann's celebrated theory of self-adjoint extensions that provides, very elegantly, the complete solution to the problem of finding self-adjoint operator(s) that extend a given densely defined symmetric operator $S$ on a given Hilbert space $\mathcal{H}$. As well known, the whole family of such extensions is naturally indexed by all the unitary maps $U$ between the subspaces $\operatorname{ker}\left(S^{*}-z\right)$ and $\operatorname{ker}\left(S^{*}-\bar{z}\right)$ of $\mathcal{H}$ for a fixed $z \in \mathbb{C} \backslash \mathbb{R}$, the condition that such subspaces be isomorphic being necessary and sufficient for the problem to have a solution; each extension $S_{U}$ is determined by an explicit constructive recipe, given $U$ and the above subspaces.

A relevant special case is when $S$ is semi-bounded - one customarily assumes it to be bounded below, and so shall we henceforth - which is in fact a typical situation in the quest for stable quantum mechanical Hamiltonians. In this case $\operatorname{ker}\left(S^{*}-z\right)$ and $\operatorname{ker}\left(S^{*}-\bar{z}\right)$ are necessarily isomorphic, which guarantees the existence of self-adjoint extensions. Among them, a canonical form construction (independent of von Neumann's theory) shows that there exists a distinguished one, the Friedrichs extension $S_{F}$, whose bottom coincides with the one of $S$, which is characterised by being the only self-adjoint extension whose domain is entirely contained in the form domain of $S$, and which has the property to be the largest among all self-adjoint extensions of $S$, in the sense of the operator ordering " $\geqslant$ " for self-adjoint operators.

By the Krĕ̆n-Višik-Birman (KVB) theory (where the order here reflects the chronological appearance of the seminal works of Kreŭn [74], Višik [112], and Birman [15]), one means a development of Krĕ̆n's original theory, in the form of an explicit and extremely convenient classification of all self-adjoint extensions of a given semi-bounded and densely defined symmetric operator $S$, both in the operator sense and in the quadratic form sense.

The KVB theory has a number of features that make it in many respects more informative as compared to von Neumann's. First and most importantly, the KVB parametrisation $B \leftrightarrow S_{B}$ identifies special subclasses of extensions of $S$, such as those whose bottom is above a prescribed level, in terms of a corresponding subclass of parameters $B$. In particular, both the Friedrichs extension $S_{F}$ and the Kreĭn-von Neumann extension $S_{N}$ of $S$ relative to a given reference lower bound can be selected a priori, meaning that the special parameter $B$ that identifies $S_{F}$ or $S_{N}$ is explicitly known. In contrast, the parametrisation $U \leftrightarrow S_{U}$ based on unitaries $U$ provided by von Neumann's theory does not identify a priori the particular $U$ that gives $S_{F}$ or $S_{N}$. An amount of further relevant information concerning each extension, including invertibility, semi-boundedness, and special features of its negative spectrum (finiteness, multiplicity, accumulation points) turn out to be controlled by the the analogous properties of the extension parameter. Furthermore, the KVB extension theory has a natural and explicit re-formulation in terms of quadratic forms, an obviously missing feature in von Neumann's theory. On this last point, it is worth emphasizing that whereas the KVB classification of the extensions as operators is completely general, the classification in terms of the corresponding quadratic forms only applies to to the family of semi-bounded self-adjoint extensions of $S$, while unbounded below extensions (if any) escape this part of the theory. ${ }^{1}$

For several historical and scientific reasons (a fact that itself would indeed deserve a separate study) the mathematical literature in English language on the KVB theory is considerably more

[^0]limited as compared to von Neumann's theory. Over the decades the tendency has been in general to re-derive and discuss the main results through routes and with notation and "mathematical flavour" that differ from the original formulation.

At the price of an unavoidable oversimplification, we can say that while in the applications to quantum mechanics von Neumann's theory has achieved a dominant role, and is nowadays a textbooks standard, on a more abstract mathematical level the original results of Kreŭn, Višik, and Birman, and their applications to boundary value problems for elliptic PDE, have eventually found a natural evolution and generalisation within the modern theory of boundary triplets. Thus, in modern terms the deficiency space $\operatorname{ker}\left(S^{*}+\lambda \mathbb{1}\right)$ is referred to as a boundary value space, this space is then equipped with a boundary triplet structure, and the extensions of $S$ are parametrised by linear relations on the boundary space, with a distinguished position for the Friedrichs and the Krein-von Neumann extensions that are intrinsically encoded in the choice of the boundary triplet.

However, our work [51] and Chapter 2 are neither meant nor going to move from the point of view of the boundary triplet theory, which is surely a beautiful and prolific scheme within which one can indeed retrieve the old results of Kreı̆n, Višik, and Birman - in fact, the latter approach is already available in the literature: for example a recent, concise, and relatively complete survey of the re-derivation of Krě̆n, Višik, and Birman from the boundary triplet theory may be found in [104, Chapters 13 and 14], and in the references therein.

## Symmetries of self-adjoint operators

We have already commented on the possibility that the formal $T$ experiences a given symmetry and yet some if its extensions do not.

In the models discussed in this thesis we consider specifically compact symmetry groups. In practice the Hilbert space of interest is decomposed into an orthogonal sum of $L^{2}$-spaces over the (half-)line. In this setting, the reduced operator is an ordinary differential operator, which is simpler to study than a partial differential operator. In Chapter 3, we present general results concerning how to re-assemble all the information on the reduced operators in order to construct a self-adjoint realisation of the initial operator.

## Applications

The tools described in the previous sections are used in the second part of the thesis to classify all self-adjoint realisations of the formal Hamiltonians for three physical problems: Hydrogen atom with point interaction at the origin, Dirac operator with Coulomb interaction in the critical regime of the coupling constant, and the Laplace-Beltrami operator on Grushin-like manifolds. These problems are solved using the following strategy, which is also the structure of my works [50, 52, 49]:

- the presence of a symmetry that allows one to reduce the analysis to ordinary differential operators on the half-line;
- first, reduced operators are analysed by means of Weyl's limit-point/limit-circle criterion of essential self-adjointness (see Section 1.4);
- the kernel of the adjoint of the reduced one-dimensional ordinary differential operator is known in terms of special functions, specifically confluent hypergeometric, Whittaker and modified Bessel functions;
- the inverse of a distinguished extension can be written explicitly using Green function methods;
- further, one estimates the behaviour close to the origin of functions in the domain of the minimal realisation of the reduced ordinary differential operator;
- at this point all ingredients to apply KVB theory are known, which allows one to identify the domains of all self-adjoint realisations by suitable boundary conditions at the origin connecting the 'regular part' to the 'singular part' of every function in the domain of the maximal realisation of the ordinary differential operator.


## Hydrogen Hamiltonians with point-like perturbation at the centre

As a first example of quantum mechanical Hamiltonian with symmetry, we are concerned with certain realistic types of perturbations of the familiar quantum Hamiltonian for the valence electron of hydrogenoid atoms, namely the formal operator

$$
H_{\mathrm{Hydr}}=-\frac{\hbar^{2}}{2 m} \Delta-\frac{Z e^{2}}{|x|}
$$

on $L^{2}\left(\mathbb{R}^{3}\right)$, where $m$ and $-e$ are, respectively, the electron's mass and charge $(e>0), Z$ is the atomic number of the nucleus, $\hbar$ is Planck's constant and $\Delta$ is the three-dimensional Laplacian.

Intimately related to the three dimensional problem $(\star)$, we are concerned with its radial counterpart

$$
h_{0}^{(\nu)}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}
$$

with $\nu=-Z e^{2}$ in units where $2 m=\hbar=1$. Indeed, as we shall discuss more precisely in Chapter 4 , spherical symmetry reduces the problem of self-adjoint realisation of the three dimensional operator $(\star)$ into the problem of self-adjoint realisation of $(\star \star)$. This radial problem is already discussed in Schrödinger's paper [105] to find energy levels of the Hydrogen atom. The model with delta interaction in the origin is known as Darwin Hamiltonian and it was introduced by Darwin [33] as a relativistic correction of the Hydrogen Hamiltonian $(\star)$ in the $s$-wave sector.

From a mathematical perspective, the first analysis dates back to to Rellich [98] (even though self-adjointness was not the driving notion back then) and is based on Green's function methods to show that $-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}+\mathrm{i} \mathbb{1}$ is inverted by a bounded operator on Hilbert space when the appropriate boundary condition at the origin is selected. Some four decades later Bulla and Gesztesy [21] (a concise summary of which may be found in [4, Appendix D]) produced a 'modern' classification based on the special version of von Neumann's extension theory for second order differential operators [118, Chapter 8], in which the extension parameter that labels each self-adjoint realisation governs a boundary condition at zero. More recently Gesztesy and Zinchenko [54] extended the scope of [21] to more singular potentials than $r^{-1}$. Dereziński and Richard [35] instead studied several properties of the Whittaker operator (which is a generalisation of ( $\star \star$ ) where $\nu$ is allowed to be a complex number and one adds a complex-valued centrifugal term) with the main goal of establishing which properties are preserved when all parameters are allowed to be complex (and hence, the operator is not anymore self-adjoint).

The novelty of the analysis in my work [49], in collaboration with A. Michelangeli, consists in the explicit qualification of the closure and of the Friedrichs extension of $h_{0}^{(\nu)}$, and in the classification of all self-adjoint extensions for $(\star)-(\star \star)$ obtained through the relatively straightforward application of the extension scheme of Kreĭn, Višik, and Birman (as an alternative path with respect to the above-mentioned works).

On the physical side of the physical literature on the subject, the one dimensional model has attained a certain amount of attention since [43] (and for a recent review we refer to [81]). On one side, many different approaches have been proposed to find eigenvalues and eigenfunctions of the problem, on the other side it has been looked for some experimental realisation of a system described by $(\star \star)$. This problem is still under active investigation, as it may be seen some recent publications, e.g. [23].

## Dirac-Coulomb operator in the critical regime

The Dirac-Coulomb system is a model for a relativistic electron subjected to the electrostatic attraction of a positively-charged nucleus placed at the origin. The formal expression of the Hamiltonian is

$$
H=-\mathrm{i} \boldsymbol{\alpha} \cdot \boldsymbol{\nabla}+\beta+\frac{\nu}{|x|} \mathbb{1}
$$

as an operator acting on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Here $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\alpha_{1}, \alpha_{2}, \alpha_{3}, \beta$ are $4 \times 4$ Hermitian and anticommuting matrices (see e.g. (5.1.3)) and $\nu \in \mathbb{R}$ is the nucleus charge. The problem of the self-adjointness of $H$ has a long story that dates back to Rellich [98] and Kato [69] who established its self-adjointness for $|\nu|<\frac{1}{2}$ by means of perturbative arguments. Adapting the perturbative argument several authors proved the essential self-adjointness of the operator reaching the optimal value of $\nu=\frac{\sqrt{3}}{2}[97,61,103,28,42,77,117]$.

Many subsequent works [102, 89, 123, 41, 11] aimed at constructing a physically distinguished self-adjoint realisation of the model. It was proved that if $|\nu|<1$, there is only one self-adjoint extension whose the domain is contained in $H^{1 / 2} \cap \mathcal{D}\left(r^{-1 / 2}\right)$. Physically this requirement amounts to having finite expectation of both kinetic and potential energy. In the literature it is custumary to refer to this particular self-adjoint realisation as the distinguished extension. In the work [47] I reviewed the history of the problem and the main ideas of the proofs.

We can distinguish among three regimes:

- the subcritical regime $|\nu| \leqslant \frac{\sqrt{3}}{2}$, where the minimal operator is essentially self-adjoint;
- the critical regime $\frac{\sqrt{3}}{2}<|\nu|<1$, where the radial operator has a one real parameter family of self-adjoint realisations and there exists a distinguished one in the sense above mentioned.
- the overcritical regime, where the deficency indices depend on $|\nu|$ and no distinguished extension exists.

Only a few works in the existing literature on Dirac-Coulomb operators were concerned with the classification of its self-adjoint extensions $[114,64]$ and both were based upon von Neumann's theory.

In work [50], together with A. Michelangeli, I applied the KVB theory instead, in order to classify all the self-adjoint realisations of the radial Dirac-Coulomb operator in the critical regime. As it is well-known, Dirac-Coulomb operators are not semi-bounded but thanks to the presence of a spectral gap we could apply Grubb's version of KVB theory [60, Section 13] to classify the extensions. Working out resolvent formulas we could additionally produce a reliable estimate of the ground state of each extension.

All extensions turn out to have the same absolutely continuous spectrum, owing to KurodaBirman Theorem [104, Theorem 9.29 (ii)], since their resolvents differ by a rank-one operator from the resolvent of the distinguished extension.

As for the discrete spectra of the extensions, we classified them in my work [48]. In particular, we solved explicitly the eigenvalue equation for the generic self-adjoint extension of the model and we explained how the two classical ways to compute eigenvalues, by means of supersymmetric methods [111, Section 5.5.2] (or the works [30, 57, 91, 109]) or truncation of series (see e.g. [14, Section 16]), select naturally two self-adjoint realisations only: the distinguished one and another one which we named the 'mirror-distinguished'.

## Geometric Quantum confinement in Grushin-type manifolds

When a quantum particle is constrained on an orientable Riemannian manifold $M$, one challenging problem that arises naturally is the question of the so-called geometric quantum confinement. The Hilbert space of the system is $L^{2}\left(M, \mathrm{~d} \mu_{g}\right)$, where $\mu_{g}$ is the volume form induced by the Riemannian
metric on $M$, and the Schrödinger Hamiltonian of interest is a self-adjoint realisation of the operator $H=-\Delta_{\mu}+V$ where $-\Delta_{\mu}$ is the Laplace-Beltrami operator computed with respect to the measure $\mu$ and $V$ is a real-valued potential on $M$. Informally speaking, in this setting we have geometric quantum confinement when $-\Delta_{\mu}$ on $C_{0}^{\infty}(M)$ is essentially self-adjoint. Physically this means that the quantum particle does not reach the boundary of the manifold and hence it is confined by the geometry of the space and not by boundary conditions. In fact, boundary conditions encode an interaction of the boundary $\partial M$ with the particle localised in $M$ and if $C_{0}^{\infty}(M)$ is a domain of essential self-adjointness for $H$ it is natural to interpret this as a confinement in $M$ not due to the boundary (but to the sole geometry instead).

The case of smooth and geodesically complete Riemannian manifolds is relatively well-understood [46, 18]. For incomplete Riemannian manifolds the picture is less developed, yet fairly general classes of $V$ 's are known which ensure the self-adjointness of Schrödinger operators on bounded domains of $\mathbb{R}^{d}$ with smooth boundary of co-dimension $1[90]$ or more generally on bounded domains of $\mathbb{R}^{d}$ with non-empty boundary [115].

Quantum confinement on manifolds equipped with the so-called almost-Riemannian structure has attracted considerable attention over the last years [16, 93, 44].

In the work [52], in collaboration with A. Michelangeli and E. Pozzoli, I studied this problem in a class of two-dimensional incomplete Riemannian manifolds with metric of Grushin type, i.e.,

$$
g_{\alpha}=\mathrm{d} x \otimes \mathrm{~d} x+\frac{1}{|x|^{2 \alpha}} \mathrm{~d} y \otimes \mathrm{~d} y
$$

with $(x, y) \in(\mathbb{R} \backslash\{0\}) \times \mathbb{R}$ and $\alpha \in[0,+\infty)$. Calling $\mu_{g}$ the volume form associated with the metric $g_{\alpha}$, one can first simplify the problem by considering the splitting $L^{2}\left(\mathbb{R}^{2}, \mathrm{~d} \mu_{g}\right)=L^{2}\left(\mathbb{R}^{-} \times \mathbb{R}, \mathrm{d} \mu_{g}\right) \oplus$ $L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} \mu_{g}\right)$. The analysis of the essential self-adjointness boils down to the analysis of essential self-adjointness on each of the two reducing subspaces. Each of these subspaces can be written as constant-fibre direct integral as $L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} \mu_{g}\right)=\int_{\mathbb{R}}^{\oplus} L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right) \mathrm{d} \xi$ (and an analogous formula for $\left.L^{2}\left(\mathbb{R}^{-}, \mathrm{d} \mu_{g}\right)\right)$. On each fibre we used Weyl's criterion to fully characterise the regimes of presence and absence of essential self-adjointness of the associated Laplace-Beltrami operator (i.e., the regimes of presence or absence of quantum confinement).

In the case of $\alpha \in[0,1)$, the Laplace-Beltrami operator is not essentially self-adjoint and, with respect to the constant-fibre direct integral decomposition $L^{2}\left(\mathbb{R}^{2}, \mathrm{~d} \mu_{g}\right)=\int_{\mathbb{R}}^{\oplus}\left(L^{2}\left(\mathbb{R}^{-}, \mathrm{d} x\right) \oplus\right.$ $\left(L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)\right) \mathrm{d} \xi$, the minimal operator on each fibre has deficiency indices $(2,2)$. The problem of classification of all self-adjoint extensions of this operator is an interesting issue that will be addressed in the future.

## Structure of the thesis

The material in the thesis is organised in two parts. In the first part we present the theory starting in Chapter 1 with basic definitions, von Neumann extension theory and Weyl's criterion. In Chapter 2 we present the content of my work [51], in collaboration with A. Michelangeli and A. Ottolini, where it is revisited the Kreĭn-Višik-Birman extension theory. In Chapter 3 we present a decomposition result for symmetric spaces and we present the relation of self-adjoint extension theory and the reduction by symmetry.

In the second part of the thesis we present some applications of the theory above. Chapter 4 presents the content of my work [49], in collaboration with A. Michelageli, which analyses the rigorous construction of the Hamiltonian of the Hydrogen atom plus a delta interaction placed in the origin within the framework of KVB theory. Chapter 5 presents my works [47, 50, 48] (in collaboration with A. Michelangeli) and it analyses the self-adjoint realisations of the Dirac-Coulomb operator in the critical regime of the coupling constant. Last application, in Chapter 6, presents my work [52] in collaboration with A. Michelangeli and E. Pozzoli.

Last, in the Appendix we present the proof of a decomposition result of symmetric spaces.

General Notation. Essentially all the notation adopted here is standard, let us only emphasize the following. Concerning the Hermitian scalar product we adopt the convention of being linear in the second entry. Concerning the various sums of spaces that will occur, we shall denote by $\dot{+}$ the direct sum of vector spaces, by $\oplus$ the direct orthogonal sum of closed Hilbert subspaces of the same underlying Hilbert space $\mathcal{H}$ (the space where the initial symmetric and densely defined operator is taken), and by $\boxplus$ the direct sum of subspaces of $\mathcal{H}$ that are orthogonal to each other but are not a priori all closed. For any given symmetric operator $S$ with domain $\mathcal{D}(S)$, we shall denote by $m(S)$ the "bottom" of $S$, i.e., its greatest lower bound

$$
m(S):=\inf _{\substack{f \in \mathcal{D}(S) \\ f \neq 0}} \frac{\langle f, S f\rangle}{\|f\|^{2}}
$$

$S$ being semi-bounded means therefore $m(S)>-\infty$. Let us also adopt the customary convention to distinguish the operator domain and the form domain of any given densely defined and symmetric operator $S$ by means of the notation $\mathcal{D}(S)$ vs $\mathcal{D}[S]$. To avoid ambiguities, $V^{\perp}$ will always denote the orthogonal complement of a subspace $V$ of $\mathcal{H}$ with respect to $\mathcal{H}$ itself: when interested in the orthogonal complement of $V$ within a closed subspace $K$ of $\mathcal{H}$ we shall keep the extended notation $V^{\perp} \cap K$. Analogously, the closure $\bar{V}$ of the considered subspaces will be always meant with respect to the norm-topology of the underlying Hilbert space $\mathcal{H}$. As no particular ambiguity arises in our formulas when referring to the identity operator, we shall use the symbol $\mathbb{1}$ for it irrespectively of the subspace of $\mathcal{H}$ it acts on. As for the spectral measure of a self-adjoint operator $A$ we shall use the standard notation $\mathrm{d} E^{(A)}$ (see, e.g., [104, Chapters 4 and 5$]$ ). As customary, $\sigma(T)$ and $\rho(T)$ shall denote, respectively, the spectrum and the resolvent set of an operator $T$ on Hilbert space.

Apart from Appendix A, when the measure of $L^{p}$-spaces is not explicitly specified it is intended to be the Lebesgue measure.

## Part I

## General Theory

## Chapter 1

## Unbounded Differential Operators on Hilbert Spaces

The need of a theory of unbounded operators on Hilbert spaces was stimulated by attempts in the late 20s to put quantum mechanics on a rigorous mathematical framework. Indeed, from a purely physical point of view, Heisenberg uncertainty principle implies that at least one among position and momentum operator has to be unbounded. The systematic development of the theory is due to von Neumann [113] and Stone [108]. This subject is nowadays a classical part of functional analysis and we give in this chapter a concise summary that includes all the basic notions we are going to use in the following chapters. Since the material presented in this chapter is standard, we limit ourselves to quote references for details and proofs.

In the first Section we recall some standard definitions and in the second one we define two standard ways to realise a formal differential operator as an operator on the Hilbert space of square integrable functions. In Section 1.3 we present von Neumann's and Krein's extension theory as well as some properties of some 'distinguished' self-adjoint realisations of a densely defined semi-bounded symmetric operator, namely the Friedrichs and the Kreĭn-von Neumann extensions. In Section 1.4 we present Weyl's alternative, a standard way to compute deficiency indices for symmetric ordinary differential operators.

### 1.1 Basic definitions

Definition 1.1.1. A linear operator from a Hilbert space $\mathcal{H}$ into itself is a linear map $T$ from a linear subspace $\mathcal{D}(T) \subset \mathcal{H}$ (called the domain of $T$ ) into $\mathcal{H}$.

Together with the domain, one defines also the range

$$
\begin{equation*}
\operatorname{ran} T:=\{T \psi \mid \psi \in \mathcal{D}(T)\} \tag{1.1.1}
\end{equation*}
$$

and the kernel of $T$

$$
\begin{equation*}
\operatorname{ker} T:=\{\psi \in \mathcal{D}(T) \mid T \psi=0\} \tag{1.1.2}
\end{equation*}
$$

By a restriction of an operator $T$ on a subset $\mathcal{D} \subset \mathcal{D}(T)$ we mean the operator $S: \mathcal{D} \rightarrow \mathcal{H}$ such that $S \psi=T \psi$ for all $\psi \in \mathcal{D}$. To denote that $S$ is a restriction of $T$ we write $S \subset T$. We say that $T$ is an extension of $S$ if $S$ is a restriction of $T$.

The graph of a linear operator $T$ is the subspace $\Gamma(T) \subset \mathcal{H} \oplus \mathcal{H}$, defined as

$$
\begin{equation*}
\Gamma(T):=\{(\psi, T \psi) \mid \psi \in \mathcal{D}(T)\} \tag{1.1.3}
\end{equation*}
$$

Definition 1.1.2. A linear operator $T$ on $\mathcal{H}$ is closed if $\Gamma(T)$ is a closed subspace of $\mathcal{H} \oplus \mathcal{H}$.
An operator is said to be closable if there exists a closed operator $S$ such that $T \subset S$. If a linear operator $T$ is closable, the closure of its graph defines the graph of another operator called the closure of $T$ and denoted by $\bar{T}$ :

$$
\begin{equation*}
\Gamma(\bar{T})=\overline{\Gamma(T)} \tag{1.1.4}
\end{equation*}
$$

Alternatively one sees that on $\mathcal{D}(T)$ we can define a norm, called operator norm (or sometimes also graph norm) which is

$$
\begin{equation*}
\|\psi\|_{T}^{2}:=\|T \psi\|_{\mathcal{H}}^{2}+\|\psi\|_{\mathcal{H}}^{2} \quad \text { for } \psi \in \mathcal{D}(T) \tag{1.1.5}
\end{equation*}
$$

A set $\mathcal{D} \subset \mathcal{D}(T)$ is a core for $T$ if $\mathcal{D}$ is dense in $\mathcal{D}(T)$ in the topology induced by the operator norm.

Definition 1.1.3. Given a linear operator $T$, its adjoint is the linear operator $T^{*}$ defined on

$$
\begin{equation*}
\mathcal{D}\left(T^{*}\right):=\{\psi \in \mathcal{H} \mid \exists \eta \in \mathcal{H} \text { s.t. }\langle\psi, T \varphi=\langle\eta, \varphi\rangle \forall \varphi \in \mathcal{H}\} \tag{1.1.6}
\end{equation*}
$$

and whose action is

$$
\begin{equation*}
T^{*} \psi=\eta \tag{1.1.7}
\end{equation*}
$$

Definition 1.1.4. A linear operator $T$ is said to be self-adjoint if $T=T^{*}$, and essentially self-adjoint if $\bar{T}=T^{*}$.

An operator $T$ is said to be symmetric if

$$
\begin{equation*}
\langle T \psi, \varphi\rangle=\langle\psi, T \varphi\rangle \tag{1.1.8}
\end{equation*}
$$

for al $\psi, \varphi \in \mathcal{D}(T)$.
A densely defined symmetric operator is always closable.

### 1.2 Minimal and maximal realisations

There are many standard ways to realise operators on Hilbert spaces out of formal differential operators. In this Section we present the choice adopted in this thesis.

Let $\widetilde{T}$ be a formal differential operator of order $m$ with $C^{\infty}$ coefficients $a_{\alpha}$ on an open set $\Omega \subset \mathbb{R}^{d}$ :

$$
\begin{equation*}
\widetilde{T}=\sum_{|\alpha| \leqslant m} a_{\alpha}(x) D^{\alpha} \tag{1.2.1}
\end{equation*}
$$

where $\alpha \in \mathbb{N}^{m}$ is a multi-index, $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right),|\alpha|=\alpha_{1}+\cdots+\alpha_{m}$ and $D^{\alpha}=(-\mathrm{i})^{|\alpha|} \frac{\partial^{\alpha_{1}}}{\partial x_{1}^{\alpha_{1}}} \ldots \frac{\partial^{\alpha_{m}}}{\partial x_{m}^{\alpha_{m}}}$.
Its formal adjoint is the formal differential operator

$$
\begin{equation*}
T^{\dagger}=\sum_{|\alpha| \leqslant m} a_{\alpha}^{\dagger}(x) D^{\alpha} \tag{1.2.2}
\end{equation*}
$$

where the coefficients $a_{\alpha}^{\dagger}(x)$ are defined from the relation

$$
\begin{equation*}
\sum_{|\alpha| \leqslant m} D^{\alpha}\left(\overline{a_{\alpha}(x)} u(x)\right)=\sum_{|\alpha| \leqslant m} a_{\alpha}^{\dagger}(x)\left(D^{\alpha} u\right)(x) \tag{1.2.3}
\end{equation*}
$$

for any $u \in C_{0}^{\infty}(\Omega)$. A formal differential operator will be formally self-adjoint if $a_{\alpha}^{\dagger}(x)=a_{\alpha}(x)$ $\forall x \in \Omega$.

Note that if $\widetilde{T}$ is a formal differential operator of order $m$, so is its formal adjoint.
In the framework of quantum mechanics, one is mainly interested in a rigorous definition of operators of the form (1.2.1), on the Hilbert space $L^{2}(\Omega)$.

The information needed for such a definition is the domain, i.e. a vector subspace of $L^{2}(\Omega)$ where the action of the formal differential operator is well-defined. In this thesis we consider only densely defined operators, that are operators whose domain is a dense vector subspace of $L^{2}(\Omega)$. A first definition is a 'weak' realisation of the formal differential operator $\widetilde{T}$.

Definition 1.2.1. Given a formal differential operator of order $m, \widetilde{T}=\sum_{|\alpha| \leqslant m} a_{\alpha}(x) D^{\alpha}$, we define its maximal realisation on $L^{2}(\Omega)$ as the operator with domain

$$
\mathcal{D}\left(T_{\max }\right)=\left\{u \in L^{2}(\Omega) \left\lvert\, \begin{array}{c}
\exists \eta \in L^{2}(\Omega) \quad \text { s.t. }  \tag{1.2.4}\\
\left\langle u, \widetilde{T}^{\dagger} v\right\rangle=\langle\eta, v\rangle, \forall v \in C_{0}^{\infty}(\Omega)
\end{array}\right.\right\}
$$

and action

$$
\begin{equation*}
T_{\max } u=\eta \tag{1.2.5}
\end{equation*}
$$

To check the well-posedness of this definition one has to check that $\mathcal{D}\left(T_{\max }\right)$ is dense in $L^{2}(\Omega)$ and that $\eta$ is defined uniquely. Both issues are consequences of the density of $C_{0}^{\infty}(\Omega)$ in $L^{2}(\Omega)$ (see e.g. [80, Lemma 2.19]) together with the fact that if $u \in C_{0}^{\infty}(\Omega), T_{\max } u \in C_{0}^{\infty}(\Omega)$, and hence $C_{0}^{\infty}(\Omega) \subset \mathcal{D}\left(T_{\text {max }}\right)$. It follows from definition that $T_{\text {max }}$ is a closed operator.

Definition 1.2.2. Given a formal differential operator of order $m, \widetilde{T}=\sum_{|\alpha| \leqslant m} a_{\alpha}(x) D^{\alpha}$, we define its minimal realisation $T_{\min }$ on $L^{2}(\Omega)$ as

$$
\begin{align*}
\left(T_{\min } u\right)(x) & =\sum_{|\alpha| \leqslant m} a_{\alpha}(x)\left(D^{\alpha} u\right)(x)  \tag{1.2.6}\\
\mathcal{D}\left(T_{\min }\right) & ={\overline{C_{0}^{\infty}(\Omega)}}^{\|\cdot\|_{\widetilde{T}}}
\end{align*}
$$

where the closure is intended in the graph norm of $\widetilde{T}:\|f\|_{\widetilde{T}}^{2}=\|f\|^{2}+\|\widetilde{T} f\|^{2}$.
To check the well-posedness of this definition one has to ensure that the operator defined on $C_{0}^{\infty}(\Omega)$ is closable. This is always the case, as their maximal realisation provide a closed extension.

We now state in the following Lemma some properties whose proof follows straightforwardly from the two definitions above. We refer to e.g. [60, Chapter 4] for the details of the proof.
Lemma 1.2.3. Let $\widetilde{T}$ be a formal differential operator of order $m$, then
i) $T_{\min }$ and $T_{\max }$ are closed operators
ii) $T_{\min } \subset T_{\max }$ in the sense of operator inclusion, and this means that $T_{\text {max }}$ is densely defined;
iii) $T_{\text {max }}=\left(T_{\text {min }}^{\dagger}\right)^{*}$, whence $T_{\text {max }}$ is closed;
iv) if $\widetilde{T}$ is formally self-adjoint, then $T_{\min }^{*}=T_{\max }$ and $T_{\min }$ is symmetric.

Remark 1.2.4. In the literature one often refers to realisations like the minimal one as strong realisations and to realisations like the maximal one as the weak realisations. These names are motivated by the interpretation of the derivatives appearing in the formal expression. The formal derivatives are intended as a classical derivatives in the first case and as weak derivatives in the second case.

One can find many other strong realisations of a formal differential operator of order $m$. Example of possible choices for their domain are $C_{0}^{m}(\Omega)$ or $C^{m}(\Omega) \cap L^{2}(\Omega)$.

### 1.3 Summary of von Neumann's vs Krĕ̆n's extension theory

The material of this Section is completely classical and stems from the original works of von Neumann [113], Stone [108], Friedrichs [45], and Krĕ̆n [74]. We give here a concise summary from a more modern perspective (see, e.g., [95, 104]) that includes also the Ando-Nishio characterisation of the Kreĭn-von Neumann extension (first obtained in the work of Ando and Nishio [6] and later generalised by Coddington and de Snoo [29], and by Prokaj, Sebestyén, and Stochel [106, 94, 107]) as well as Kadison's characterisation of the Friedrichs extension [67].

Roughly speaking, von Neumann's theory can be regarded as the "complex version" and Kreĭn's theory as the "real version" of the same idea, that consists of checking whether a complex number $w$ is real by seeing whether $\frac{w-i}{w+i}$ is a phase (complex version), or alternatively checking whether $w$ is real positive by seeing whether $\frac{w-1}{w+1}$ lies in $\left[-1,1\right.$ ) (real version), based on the fact that $w \mapsto \frac{w-\mathrm{i}}{w+\mathrm{i}}$ is a bijection of the real axis onto the complex unit circle without the point 1 , and that $w \mapsto \frac{w-1}{w+1}$ is a bijection of the non-negative half-line onto the interval $[-1,1)$.

### 1.3.1 von Neumann's theory

Fixed $z \in \mathbb{C} \backslash \mathbb{R}$ and a Hilbert space $\mathcal{H}$, the Cayley transform

$$
\begin{equation*}
S \mapsto V_{S}:=(S-z \mathbb{1})(S-\bar{z} \mathbb{1})^{-1}, \quad \mathcal{D}\left(V_{S}\right)=\operatorname{ran}(S-\bar{z} \mathbb{1}) \tag{1.3.1}
\end{equation*}
$$

is a bijective map of the set of densely defined symmetric operators on $\mathcal{H}$ onto the set of all isometric (i.e., norm-preserving) operators $V$ on $\mathcal{H}$ for which $\operatorname{ran}(\mathbb{1}-V)$ is dense in $\mathcal{H}$. One has

$$
\begin{equation*}
\operatorname{ran}\left(\mathbb{1}-V_{S}\right)=\mathcal{D}(S) \tag{1.3.2}
\end{equation*}
$$

$S$ is closed if and only if $V_{S}$ is, and if $S^{\prime}$ is another symmetric operator on $\mathcal{H}$, then $S \subset S^{\prime}$ if and only if $V_{S} \subset V_{S^{\prime}}$. The inverse map is the inverse Cayley transform

$$
\begin{equation*}
V \mapsto S_{V}:=(z \mathbb{1}-\bar{z} V)(\mathbb{1}-V)^{-1} \tag{1.3.3}
\end{equation*}
$$

As a consequence, a densely defined symmetric operator $S$ is self-adjoint if and only if its Cayley transform $V_{S}$ is unitary: indeed, $S=S^{*}$ if and only if $\mathcal{H}=\operatorname{ran}(S-z \mathbb{1})=\operatorname{ran}(S-\bar{z} \mathbb{1})$, which is equivalent to $\mathcal{H}=\operatorname{ran}\left(V_{S}\right)=\mathcal{D}\left(V_{S}\right)$.

Thus, finding a self-adjoint extension of $S$, call it $\widetilde{S}$, is equivalent to finding a unitary extension of $V_{S}$, which turns out to be $V_{\widetilde{S}}$, and this is in turn equivalent to (taking the operator closure and) finding a unitary operator from $\mathcal{D}\left(V_{S}\right)^{\perp}$ to $\left(\operatorname{ran} V_{S}\right)^{\perp}$, i.e., from $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ to $\operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$. This way the isometric $V_{S}$ is extended to the unitary $V_{\widetilde{S}}$ on the whole $\mathcal{H}$ so that

$$
\begin{align*}
& V_{S}: \overline{\operatorname{ran}(S-\bar{z} \mathbb{1})} \cong \\
& V_{\widetilde{S}} \upharpoonright \operatorname{ker}\left(S^{*}-z \mathbb{1}\right): \operatorname{ker}\left(S^{*}-z \mathbb{1}\right) \cong  \tag{1.3.4}\\
&{(S-z \mathbb{1})} } \\
& \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right) .
\end{align*}
$$

Obviously, this is possible if and only if $\operatorname{dim} \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)=\operatorname{dim} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$.
For a generic densely defined symmetric operator $S$ each of the two dimensions above is actually constant in $z$ throughout each of the two complex half-planes. ${ }^{1}$ This justifies the unambiguous $(z-$ independent) terminology of "deficiency indices" of $S$.

When the condition of equal deficiency indices is matched, then from (1.3.2) and from $\left(\mathbb{1}-V_{\widetilde{S}}\right)=$ $\left(\mathbb{1}-V_{\widetilde{S}}\right) \upharpoonright \mathcal{D}\left(V_{S}\right)+\left(\mathbb{1}-V_{\widetilde{S}}\right) \upharpoonright \mathcal{D}\left(V_{S}\right)^{\perp}$ one has

$$
\begin{equation*}
\mathcal{D}(\widetilde{S})=\operatorname{ran}\left(\mathbb{1}-V_{\widetilde{S}}\right)=\mathcal{D}(\bar{S})+\left(\mathbb{1}-V_{\widetilde{S}}\right) \operatorname{ker}\left(S^{*}-z \mathbb{1}\right), \tag{1.3.5}
\end{equation*}
$$

[^1]and on a generic $f+u-V_{\widetilde{S}} u$ in $\mathcal{D}(\widetilde{S})\left(f \in \mathcal{D}(\bar{S}), u \in \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)\right)$ the action of $\widetilde{S}$, in view of (1.3.3), gives
\[

$$
\begin{align*}
\widetilde{S}\left(f+u-V_{\widetilde{S}} u\right) & =\bar{S} f+\left(z \mathbb{1}-\bar{z} V_{\widetilde{S}}\right)\left(\mathbb{1}-V_{\widetilde{S}}\right)^{-1}\left(\mathbb{1}-V_{\widetilde{S}}\right) u  \tag{1.3.6}\\
& =\bar{S} f+z u-\bar{z} V_{\widetilde{S}} u
\end{align*}
$$
\]

Because of (1.3.4), $V_{\widetilde{S}}$ in the r.h.s. of (1.3.5) and of (1.3.6) has to be thought of as a unitary map $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right) \xrightarrow{\cong} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$. Thus, summarising:

Theorem 1.3.1 (von Neumann's theorem on self-adjoint extensions). A densely defined symmetric operator $S$ on a Hilbert space $\mathcal{H}$ admits self-adjoint extensions if and only if $S$ has equal deficiency indices. In this case there is a one-to-one correspondence between the self-adjoint extensions of $S$ and the isomorphisms between $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ and $\operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$, where $z \in \mathbb{C} \backslash \mathbb{R}$ is fixed and arbitrary. Each self-adjoint extension is of the form $S_{U}$ for some $U: \operatorname{ker}\left(S^{*}-z \mathbb{1}\right) \xrightarrow{\cong} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$, where

$$
\begin{align*}
\mathcal{D}\left(S_{U}\right) & =\mathcal{D}(\bar{S})+(\mathbb{1}-U) \operatorname{ker}\left(S^{*}-z \mathbb{1}\right) \\
S_{U}(f+u-U u) & =\bar{S} u+z u-\bar{z} U u=S^{*}(f+u-U u) . \tag{1.3.7}
\end{align*}
$$

For each $S_{U}$, the unitary $U$ is the restriction to $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ of the Cayley transform of $S_{U}$.

### 1.3.2 Friedrichs extension and Kreĭn-von Neumann extension

If a given densely defined symmetric operator $S$ on a Hilbert space $\mathcal{H}$ is bounded below, then it surely admits self-adjoint extensions (see, e.g., [95], Corollary to Theorem X.1). In fact, in this case $S$ has two distinguished extensions (possibly coinciding), the Friedrichs extension and Kreĭn-von Neumann extension.

Theorem 1.3.2 (Friedrichs extension). Let $S$ be a semi-bounded and densely defined symmetric operator on a Hilbert space $\mathcal{H}$.
(i) The form $(f, g) \mapsto\langle f, S g\rangle$ with domain $\mathcal{D}(S)$ is closable. Its closure is the form whose domain, denoted by $\mathcal{D}[S]$, is given by the completion of $\mathcal{D}(S)$ with respect to the norm $f \mapsto\langle f, S f\rangle+$ $(1-m(S))\|f\|^{2}$, where $m(S)$ is the bottom of $S$, and whose value $S[f, g]$ on any two $f, g \in \mathcal{D}[S]$ is given by $S[f, g]=\lim _{n \rightarrow \infty}\left\langle f_{n}, S g_{n}\right\rangle$, where $\left(f_{n}\right)_{n}$ and $\left(g_{n}\right)_{n}$ are two sequences in $\mathcal{D}(S)$ that converge, respectively, to $f$ and $g$ in the above norm.
(ii) The form $(S[\cdot], \mathcal{D}[S])$ is bounded below and closed. Therefore, the operator associated with $(S[\cdot], \mathcal{D}[S])$ is self-adjoint. It is called the Friedrichs extension of $S$ and denoted by $S_{F}$. By definition

$$
\begin{align*}
\mathcal{D}\left(S_{F}\right) & =\{f \in \mathcal{D}[S]  \tag{1.3.8}\\
S_{F} f & :=u_{f} .
\end{align*}
$$

(iii) $S_{F}$ is a bounded below self-adjoint extension of $S$ with the same greatest lower bound as $S$, i.e.,

$$
\begin{equation*}
m\left(S_{F}\right)=m(S) \tag{1.3.9}
\end{equation*}
$$

and whose associated quadratic form coincides with the closure if the form $(f, g) \mapsto\langle f, S g\rangle$ considered in (i)-(ii), i.e.,

$$
\begin{equation*}
\mathcal{D}\left[S_{F}\right]=\mathcal{D}[S], \quad S_{F}[f, g]=S[f, g] \tag{1.3.10}
\end{equation*}
$$

(iv) $\mathcal{D}\left(S_{F}\right)=\mathcal{D}\left(S^{*}\right) \cap \mathcal{D}[S]$ and $S_{F}=S^{*} \upharpoonright \mathcal{D}[S]$.
(v) $S_{F}$ is the only self-adjoint extension of $S$ whose operator domain is contained in $\mathcal{D}[S]$.
(vi) If $\widetilde{S}$ is another bounded below self-adjoint extension of $S$, then $S_{F} \geqslant \widetilde{S}$.
(vii) $(S+\lambda \mathbb{1})_{F}=S_{F}+\lambda \mathbb{1}$ for $\lambda \in \mathbb{R}$.

Theorem 1.3.3 (Friedrichs extension - Kadison's construction [67]). Let $S$ be a semi-bounded, closed, and densely defined symmetric operator on a Hilbert space $\mathcal{H}$.
(i) The inner product $(f, g) \mapsto\langle f, S g\rangle+(1-m(S))\langle f, g\rangle$ on $\mathcal{D}(S)$ is positive definite. The corresponding completion $\mathcal{D}^{\prime}$ is a subspace of $\mathcal{H}$ (in fact, $\mathcal{D}^{\prime}=\mathcal{D}[S]$ ) with $\|g\| \leqslant\|g\|_{\mathcal{D}^{\prime}}$.
(ii) For each $g \in \mathcal{H}$, the functional $f \mapsto\langle g, f\rangle$ on $\mathcal{D}(S)$ extends to a bounded linear functional on $\left(\mathcal{D}^{\prime},\| \|_{\mathcal{D}^{\prime}}\right)$ with norm not exceeding $\|g\|$, and consequently $\exists!g^{\prime} \in \mathcal{D}\left(S^{*}\right) \cap \mathcal{D}^{\prime}$ such that

$$
\langle g, f\rangle=\left\langle g^{\prime},(S+\mathbb{1}-m(S) \mathbb{1}) f\right\rangle=\left\langle g^{\prime}, f\right\rangle_{\mathcal{D}^{\prime}} \quad \forall f \in \mathcal{D}(S)
$$

The map $g \mapsto g^{\prime}$ is realised by a linear operator $K$ (i.e., $g^{\prime}=K g$ ) such that $K \in \mathcal{B}(\mathcal{H})$, $\|K\| \leqslant 1, K \geqslant \mathbb{O}$, and $K$ is injective.
(iii) The operator $S_{K}:=K^{-1}-\mathbb{1}+m(S) \mathbb{1}$ is a self-adjoint extension of $S$ with $m\left(S_{K}\right)=m(S)$ and $\mathcal{D}\left(S_{K}\right) \subset \mathcal{D}^{\prime}$. It is the unique extension of $S$ satisfying the last two properties.

By comparison with Theorem 1.3.2(v) one has that $S_{K}$ is precisely the Friedrichs extension of $S$ : $S_{K}=S_{F}$.

Corollary 1.3.4. Under the assumptions of Theorem 1.3.3, the Friedrichs extension $S_{F}\left(=S_{K}\right)$ of $S$ is characterised by

$$
\begin{align*}
& \mathcal{D}\left(S_{F}\right)=\left\{g^{\prime} \in \mathcal{H} \left\lvert\, \begin{array}{c}
\left\langle g^{\prime},(S+\mathbb{1}-m(S) \mathbb{1}) f\right\rangle=\langle g, f\rangle \quad \forall f \in \mathcal{D}(S) \\
\text { for some } g \in \mathcal{H}
\end{array}\right.\right\}  \tag{1.3.11}\\
& \left\langle S_{F} g^{\prime}, f\right\rangle=\left\langle g^{\prime}, S f\right\rangle \quad \forall f \in \mathcal{D}(S), \quad \forall g^{\prime} \in \mathcal{D}\left(S_{F}\right)
\end{align*}
$$

The uniqueness of the Friedrichs extension (in the sense of Theorem 1.3.2(v) or Theorem 1.3.3(iii)) implies the additional noticeable property that follows. It is through this property that the Friedrichs extension plays a crucial, albeit somewhat hidden, role in the Tomita-Takesaki duality theory for von Neumann algebras and positive cones [110, §15].

Proposition 1.3.5 (The Friedrichs extension preserves the affiliation with a von Neumann algebra).
(i) Let $S$ be a closed, densely defined, and positive symmetric operator on a Hilbert space $\mathcal{H}$ and let $S_{F}$ its Friedrichs extension. If $U$ is a unitary operator on $\mathcal{H}$ that commutes with $S$, in the sense that $U \mathcal{D}(S) \subset \mathcal{D}(S)$ and $U S U^{*}=S$ on $\mathcal{D}(S)$, then $U$ commutes with all the spectral projections of $S_{F}$.
(ii) More generally, if $S$ is a closed, densely defined, and positive symmetric operator on a Hilbert space $\mathcal{H}$ affiliated ${ }^{2}$ with a von Neumann algebra $\mathfrak{M}$ on $\mathcal{H}$, then its Friedrichs extension $S_{F}$ too is affiliated with $\mathfrak{M}$.

[^2]The Friedrichs extension of $S$ is a form construction, obtained canonically given the datum $S$. In contrast, the Kreĭn-von Neumann extension of $S$ is relative to a chosen reference lower bound to the bottom of $S$. Up to a trivial shift $S \mapsto S+\lambda \mathbb{1}$ for $\lambda \geqslant 0$ sufficiently large, one can always assume $S$ to be a positive and densely defined symmetric operator and the reference lower bound to be zero.

Theorem 1.3.6 (Krĕ̆n-von Neumann extension). Let $S$ be a positive and densely defined symmetric operator on a Hilbert space $\mathcal{H}$.
(i) Among all positive self-adjoint extensions of $S$ there exists a unique smallest extension $S_{N}$ in the sense of the operator ordering, that is, a unique extension with the property that $\widetilde{S} \geqslant S_{N}$ for any positive self-adjoint extension $\widetilde{S}$ of $S$. It is called the Kreĭn-von Neumann extension.
(ii) One has

$$
\begin{align*}
\mathcal{D}\left(S_{N}\right) & =\mathcal{D}(\bar{S})+\operatorname{ker} S^{*}  \tag{1.3.12}\\
S_{N}(f+u) & =\bar{S} f \quad \forall f \in \mathcal{D}(\bar{S}), \forall u \in \operatorname{ker} S^{*}
\end{align*}
$$

and (recall that $\mathcal{D}[S]=\mathcal{D}\left[S_{F}\right]$ )

$$
\begin{align*}
\mathcal{D}\left[S_{N}\right] & =\mathcal{D}\left[S_{F}\right]+\operatorname{ker} S^{*} \\
S_{N}\left[f+u, f^{\prime}+u^{\prime}\right] & =S_{F}\left[f, f^{\prime}\right] \quad \forall f, f^{\prime} \in \mathcal{D}\left[S_{F}\right], \forall u, u^{\prime} \in \operatorname{ker} S^{*} \tag{1.3.13}
\end{align*}
$$

In particular, $S_{N} u=0 \forall u \in \operatorname{ker} S^{*}$.
(iii) If, in addition, $S$ has positive bottom $(m(S)>0)$, then the sums in (1.3.12) and (1.3.13) are direct, that is,

$$
\begin{align*}
\mathcal{D}\left(S_{N}\right) & =\mathcal{D}(\bar{S}) \dot{+} \operatorname{ker} S^{*}  \tag{1.3.14}\\
\mathcal{D}\left[S_{N}\right] & =\mathcal{D}\left[S_{F}\right] \dot{+} \operatorname{ker} S^{*}
\end{align*}
$$

and $S_{N}$ is the only positive self-adjoint extension of $S$ satisfying the two properties ker $S^{*} \subset$ $\mathcal{D}\left(S_{N}\right)$ and $S_{N} u=0 \forall u \in \operatorname{ker} S^{*}$.

Theorem 1.3.7 (Krĕ̆n-von Neumann extension: Ando-Nishio version). Let $S$ be a positive and densely defined symmetric operator on a Hilbert space $\mathcal{H}$.
(i) The linear space

$$
\mathcal{E}(S):=\left\{g \in \mathcal{H} \left\lvert\, \begin{array}{c}
\exists c_{g} \geqslant 0 \text { such that }  \tag{1.3.15}\\
|\langle g, S f\rangle|^{2} \leqslant c_{g}\langle f, S f\rangle \forall f \in \mathcal{D}(S)
\end{array}\right.\right\}
$$

contains $\mathcal{D}(S)$ as well as the domain of any positive symmetric extension of $S$, in particular the domain of the Friedrichs extension $S_{F} . \mathcal{E}(S)$ is therefore dense in $\mathcal{H}$.
(ii) The Kreĭn-von Neumann extension $S_{N}$ of $S$ satisfies

$$
\begin{align*}
\mathcal{D}\left[S_{N}\right] & =\mathcal{D}\left(S_{N}^{1 / 2}\right)=\mathcal{E}(S)  \tag{1.3.16}\\
S_{N}[g] & =\left\|S_{N}^{1 / 2} g\right\|^{2}=\nu(g)
\end{align*}
$$

where $\nu(g):=$ the smallest number $c_{g}$ satisfying, for $g \in \mathcal{E}(S)$, the property $|\langle g, S f\rangle|^{2} \leqslant$ $c_{g}\langle f, S f\rangle \forall f \in \mathcal{D}(S)$.

Remark 1.3.8. One has $\nu(g)=\langle g, S g\rangle \forall g \in \mathcal{D}(S)$ and $\nu(g)=0 \forall g \in \operatorname{ker} S^{*}$, consistently with (1.3.13) above.

Theorem 1.3.7 above has a counterpart when $S$ is positive and symmetric with no a priori assumption on the density of $\mathcal{D}(S)$ in $\mathcal{H}$. In this case elementary counter-examples (see, e.g., [104, Example 13.2]) show that symmetry plus semi-boundedness of $S$ is not enough to claim the existence of the Friedrichs extension or any other positive self-adjoint extension. On the other hand, there is a class of positive symmetric operators on $\mathcal{H}$, with possibly neither dense nor closed domain, for which it is crucial for general theoretical purposes to have conditions that ensure the existence of positive self-adjoint extensions: this is the class of shifted Kreĭn transforms of positive and densely defined symmetric operators on $\mathcal{H}$, see Section 1.3.3. Whence the relevance of the following result.

Theorem 1.3.9 (Ando-Nishio bound and existence theorem). Let $S$ be a positive symmetric operator on a Hilbert space $\mathcal{H}$ whose domain is not necessarily a dense or a closed subspace of $\mathcal{H}$.
(i) $S$ admits a positive self-adjoint extension on $\mathcal{H}$ if and only if the set $\mathcal{E}(S)$ defined in (1.3.15) is dense in $\mathcal{H}$.
(ii) For given $\gamma>0, S$ has a bounded positive self-adjoint extension $\widetilde{S}$ on $\mathcal{H}$ such that $\|\widetilde{S}\| \leqslant \gamma$ if and only if $\|S f\|^{2} \leqslant \gamma\langle f, S f\rangle$ for all $f \in \mathcal{D}(S)$.

### 1.3.3 Kreĭn's theory

Unlike von Neumann's theory, Kreı̆n's extension theory only deals with densely defined symmetric operators that are semi-bounded. In this case the existence of self-adjoint extension(s) is not an issue, as proved by Stone [108, Theorem 9.21] and Friedrichs [45]. In fact, in terms of the tools of von Neumann's theory, semi-boundedness implies the coincidence of the two deficiency indices. ${ }^{3}$

The Kreĭn transform

$$
\begin{equation*}
S \mapsto K_{S}:=(S-\mathbb{1})(S+\mathbb{1})^{-1}, \quad \mathcal{D}\left(K_{S}\right):=\operatorname{ran}(S+\mathbb{1}) \tag{1.3.17}
\end{equation*}
$$

is a bijective map of the set of all positive symmetric operators on a Hilbert space $\mathcal{H}$ onto the set of all bounded symmetric operators $K$ on $\mathcal{H}$ for which $\|K\| \leqslant 1$ and $\operatorname{ker}(\mathbb{1}-K)=\{0\}$, where for the operators of both sets the domain is possibly neither densely defined nor closed. In particular, if $S$ is unbounded, then $\left\|K_{S}\right\|=1$. The inverse map is the inverse Kreŭn transform

$$
\begin{equation*}
K \mapsto S_{K}:=(\mathbb{1}+K)(\mathbb{1}-K)^{-1}, \quad \mathcal{D}\left(S_{K}\right)=\operatorname{ran}(\mathbb{1}-K) \tag{1.3.18}
\end{equation*}
$$

In terms of the Kreı̆n transform, $S$ is self-adjoint if and only if $K_{S}$ is self-adjoint. The Kreŭn transform preserves the operator inclusion:

$$
\begin{equation*}
S_{1} \subset S_{2} \Rightarrow K_{S_{1}} \subset K_{S_{2}} \tag{1.3.19}
\end{equation*}
$$

and on self-adjoint operators it preserves the operator ordering:

$$
\begin{equation*}
S_{1}=S_{1}^{*}, S_{2}=S_{2}^{*}, \text { and } S_{1} \geqslant S_{2} \Rightarrow K_{S_{1}} \geqslant K_{S_{2}} \tag{1.3.20}
\end{equation*}
$$

Theorem 1.3.10 (Kreŭn's theorem on self-adjoint extensions). Let $S$ be a densely defined and positive symmetric operator on a Hilbert space $\mathcal{H}$. Assume further that $S$ is unbounded (otherwise the only self-adjoint extension of $S$ is its operator closure $\bar{S}$ ).

[^3](i) There is a one-to-one correspondence between the positive self-adjoint extensions of $S$ and the self-adjoint extensions $\widetilde{K}$ of the Kreĭn transform $K_{S}$ that are bounded with $\|\widetilde{K}\|=1$. For each such $\widetilde{K}$ one necessarily has $\operatorname{ker}(\mathbb{1}-\widetilde{K})=\{0\}$, which makes the inverse Kreĭn transform of $\widetilde{K}$ well defined. Any such $\widetilde{K}_{\widetilde{\sim}}$ identifies, via its inverse Kreŭn transform, a positive self-adjoint extension $\widetilde{S}$ of $S$ (that is, $\widetilde{K}=K_{\widetilde{S}}$ ), and any positive self-adjoint extension of $S$ is of this form.
(ii) The family of the self-adjoint extensions $\widetilde{K}$ of $K_{S}$ with $\|\widetilde{K}\|=1$ admits two elements, $K_{S, F}$ and $K_{S, N}$, such that a self-adjoint operator $\widetilde{K}$ belongs to this family if and only if $K_{S, N} \leqslant$ $\widetilde{K} \leqslant K_{S, F}$. The corresponding inverse Kreĭn transforms of $K_{S, F}$ and $K_{S, N}$ are two positive self-adjoint extensions of $S$, respectively $S_{F}$ and $S_{N}$, such that a self-adjoint operator $\widetilde{S}$ is a positive self-adjoint extension of $S$ if and only if $S_{N} \leqslant \widetilde{S} \leqslant S_{F} . S_{F}$ and $S_{N}$ are nothing but the Friedrichs and the Kreĭn-von Neumann extensions of $S$ (where the latter is defined with respect to the value zero as a reference lower bound), as given by Theorems 1.3.2 and 1.3.6.
(iii) In the special case when $S$ has positive bottom $(m(S)>0)$, for any semi-bounded self-adjoint extension $\widetilde{S}$ of $S$ one has
\[

$$
\begin{align*}
& \mathcal{D}[\widetilde{S}]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[\widetilde{S}] \cap \operatorname{ker} S^{*} \\
& \widetilde{S}\left[f+u, f^{\prime}+u^{\prime}\right]=S_{F}\left[f, f^{\prime}\right]+\widetilde{S}\left[u, u^{\prime}\right]  \tag{1.3.21}\\
& \forall f, f^{\prime} \in \mathcal{D}\left[S_{F}\right], \forall u, u^{\prime} \in \mathcal{D}[\widetilde{S}] \cap \operatorname{ker} S^{*}
\end{align*}
$$
\]

In particular,

$$
\begin{equation*}
\widetilde{S}[f, u]=0 \quad \forall f \in \mathcal{D}\left[S_{F}\right], \quad \forall u \in \mathcal{D}[\widetilde{S}] \cap \operatorname{ker} S^{*} \tag{1.3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\widetilde{S} \geqslant 0 \quad \Leftrightarrow \quad \widetilde{S}[u, u] \geqslant 0 \quad \forall u \in \mathcal{D}[\widetilde{S}] \cap \operatorname{ker} S^{*} \tag{1.3.23}
\end{equation*}
$$

The sum in (1.3.21) is direct for any positive self-adjoint extension of $S$ :

$$
\begin{equation*}
\mathcal{D}[\widetilde{S}]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[\widetilde{S}] \cap \operatorname{ker} S^{*} \quad(m(S)>0, m(\widetilde{S}) \geqslant 0) \tag{1.3.24}
\end{equation*}
$$

Remark 1.3.11. In part (iii) of Theorem 1.3.10 above one actually first establishes (1.3.22), which is an independent result, valid for any semi-bounded extension of a bottom-positive and densely defined symmetric operator $S$ (see, e.g., [74, Lemma 8]). This automatically implies $\widetilde{S}\left[f+u, f^{\prime}+u^{\prime}\right]=$ $S_{F}\left[f, f^{\prime}\right]+\widetilde{S}\left[u, u^{\prime}\right]$ in (1.3.21). The decomposition $\mathcal{D}[\widetilde{S}]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[\widetilde{S}] \cap$ ker $S^{*}$ in (1.3.21) requires an additional analysis, but in the special case of positive self-adjoint extensions it is a straightforward consequence of $S_{N} \leqslant \widetilde{S} \leqslant S_{F}$ given by part (ii) and of the property (1.3.13) for the domain of $S_{N}$. In the general case of semi-bounded extensions, the route to $\mathcal{D}[\widetilde{S}]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[\widetilde{S}] \cap$ ker $S^{*}$ (see, e.g., [74, Lemma 7 and Theorem 15]), goes through (1.3.13) again and the structural property

$$
\begin{equation*}
\mathcal{D}\left(S^{*}\right)=\mathcal{D}\left(S_{F}\right) \dot{+} \operatorname{ker} S^{*} \quad(m(S)>0) \tag{1.3.25}
\end{equation*}
$$

for the domain of $S^{*}$. For the relevance of the technique used to establish (1.3.25) we have included it, together with its proof, in the main part of this article (Section 2.1.2, Lemma 2.1.1).
Remark 1.3.12. Without the assumption $m(S)>0$, the decomposition (1.3.21) for $\mathcal{D}[\widetilde{S}]$ fails to be true for arbitrary semi-bounded extensions of $S$ : the inclusion $\mathcal{D}[\widetilde{S}] \supset \mathcal{D}\left[S_{F}\right]+\mathcal{D}[\widetilde{S}] \cap$ ker $S^{*}$ remains trivially valid, but can be proper.
Remark 1.3.13. The Krĕ̆n transform reduces the (difficult) problem of describing all positive selfadjoint extensions of $S$ to the (possibly easier) problem of finding all the self-adjoint extensions of $K_{S}$ with unit norm. The price, though, is that $K_{S}$ is not necessarily densely defined in $\mathcal{H}$, which
makes the search for the "minimal" extension $K_{S, N}$ and the "maximal" extension $K_{S, F}$ of $K_{S}$ on $\mathcal{H}$ different from the "ordinary" extension theory of densely defined symmetric operators. ${ }^{4}$ A more explicit identification of $K_{S, N}$ and $K_{S, F}$ is due to Ando and Nishio [6] (and further developments) and proceeds as follows.

- One considers the positive symmetric operators $K^{ \pm}:=\mathbb{1} \pm K_{S}$ with common domain $\mathcal{D}\left(K_{S}\right)$.
- Although $\mathcal{D}\left(K_{S}\right)$ is not necessarily dense (which prevents one from introducing the Friedrichs extension), from the elementary inequality $\left\|K^{ \pm} x\right\|^{2} \leqslant 2\left\langle x, K^{ \pm} x\right\rangle \forall x \in \mathcal{D}\left(K^{ \pm}\right)$one sees that they satisfy a Ando-Nishio bound as in Theorem 1.3.9(ii).
- Therefore, both $K^{+}$and $K^{-}$admit a bounded positive self-adjoint extension on $\mathcal{H}$ with norm below 2 , whence also (Theorem 1.3.6(ii)) the smallest positive self-adjoint extension $K_{N}^{ \pm}$, for which $\left\|K_{N}^{ \pm}\right\| \leqslant 2$ too.
- One then checks that among all the self-adjoint extensions $\widetilde{K}$ of $K_{S}$ on $\mathcal{H}$ which are bounded with $\|\widetilde{K}\|=1$, the extension $K_{S, N}:=-\left(\mathbb{1}-K_{N}^{+}\right)$is the smallest and $K_{S, F}:=\mathbb{1}-K_{N}^{-}$is the largest.
- The corresponding inverse Kreĭn transforms

$$
\begin{align*}
S_{N} & =\left(\mathbb{1}+K_{S, N}\right)\left(\mathbb{1}-K_{S, N}\right)^{-1}  \tag{1.3.26}\\
S_{F} & =\left(\mathbb{1}+K_{S, F}\right)\left(\mathbb{1}-K_{S, F}\right)^{-1}
\end{align*}
$$

are self-adjoint extensions of $S$ (Theorem 1.3.10(i)) that, because of (1.3.20), are, respectively, the Kreĭn-von Neumann and the Friedrichs extension of $S$.

As the distinction "Kreĭn vs KVB" may appear a somewhat artificial retrospective, let us emphasize the following. In Kreĭn's original work [74] each extension of $S$ is proved to be bijectively associated with a self-adjoint extension, with unit norm, of the Krĕ̌n transform $(S-\mathbb{1})(S+\mathbb{1})^{-1}$ of $S$. This way, a difficult self-adjoint extension problem (extension of $S$ ) is shown to be equivalent to an easier one (extension of the Kreĭn transform of $S$ ), yet no general parametrisation of the extensions of $S$ is given. The KVB theory provides in addition a parametrisation of the extensions, labelling each of them in the form $S_{B}$ where $B$ runs over all self-adjoint operators acting on Hilbert subspaces of $\operatorname{ker}\left(S^{*}+\lambda \mathbb{1}\right)$, for some large enough $\lambda \geqslant 0$.

### 1.4 Weyl's limit-point limit-circle criterion

In this Section we review a useful classical criterion for computing deficiency indices for some first and second order ordinary differential operators. This criterion was first proposed by Weyl [120] for Sturm-Liouville operators many years before the Hilbert space approach to quantum mechanics and its extension to Dirac-like radial operators was first proposed by Roos and Sangren [100]. The proofs of the results can be found on standard textbooks on the subject, i.e. [104, Section 15.2], [95, Appendix X.I] or [119, Section 5].

The first class of ordinary differential operators we deal with is a sub-class of Sturm-Liouville operators sometimes referred as the class of one-dimensional Schrödinger operators. Their formal expression is

$$
\begin{equation*}
\widetilde{T}_{1}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x) \tag{1.4.1}
\end{equation*}
$$

for $x \in(a, b)$ with $-\infty \leqslant a<b \leqslant+\infty$ and the real valued potential $V \in C^{0}(a, b)$.

[^4]Let $\lambda \in \mathbb{C}$. By a solution of the equation

$$
\begin{equation*}
\widetilde{T}_{1} f-\lambda f=0 \tag{1.4.2}
\end{equation*}
$$

on $(a, b)$ we mean a function $f$ on $(a, b)$ such that $f, f^{\prime} \in A C[\alpha, \beta]$ for any compact $[\alpha, \beta] \subset(a, b)$ and $\left(\widetilde{T}_{1} f\right)(x)-\lambda f(x)=0$ for a.e. $x \in(a, b)$.

We say that a function $f:(a, b) \rightarrow \mathbb{C}$ is in $L^{2}$ near $a$ if there exists $c \in(a, b)$ s.t. $f \in L^{2}(a, c)$. Analogously we say that $f$ is in $L^{2}$ near $b$ if there exists $c \in(a, b)$ such that $f \in L^{2}(c, b)$.

The second class of ordinary differential operator we deal with is a class of first-order differential operators with formal expression

$$
\begin{equation*}
\widetilde{T}_{2}=-\mathrm{i} \sigma_{2} \frac{\mathrm{~d}}{\mathrm{~d} x}+W(x) \tag{1.4.3}
\end{equation*}
$$

where $W(x)$ is a Hermitian $2 \times 2$ matrix and $\sigma_{2}$ is the second Pauli matrix

$$
\sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i}  \tag{1.4.4}\\
\mathrm{i} & 0
\end{array}\right)
$$

We require $W(x)$ to be continuous for $x \in(a, b)$ where $-\infty \leqslant a<b \leqslant+\infty$ and $\sigma_{2} V(x)$ is traceless for any $x \in(a, b)$.

Analogously to the previous section, let $\lambda \in \mathbb{C}$. By a solution of the equation

$$
\begin{equation*}
\widetilde{T}_{2} f-\lambda f=0 \tag{1.4.5}
\end{equation*}
$$

on $(a, b)$ we mean a function $f$ on $(a, b)$ such that $f \in A C[\alpha, \beta]$ for any compact $[\alpha, \beta] \subset(a, b)$ and $\left(\widetilde{T}_{2} f\right)(x)-\lambda f(x)=0$ for a.e. $x \in(a, b)$.

We say that a function $f:(a, b) \rightarrow \mathbb{C}^{2}$ is in $L^{2}$ near $a$ if there exists $c \in(a, b)$ such that $f \in L^{2}(a, c) \otimes \mathbb{C}^{2}$. Analogously we say that $f$ is in $L^{2}$ near $b$ if there exists $c \in(a, b)$ such that $f \in L^{2}(c, b) \otimes \mathbb{C}^{2}$.

From now on we refer to $\widetilde{T}$ as any of the formal differential expressions $\widetilde{T}_{1}$ or $\widetilde{T}_{2}$.
Theorem 1.4.1 (Weyl's alternative). Let d denote an end point of the interval $(a, b)$. Then precisely one of the following two possibilities is valid:
(i) For each $\lambda \in \mathbb{C}$, all solutions of (1.4.2) (or (1.4.5)) are in $L^{2}$ near $d$;
(ii) For each $\lambda \in \mathbb{C}$, there exists one solution of (1.4.2) (or (1.4.5)) which is not in $L^{2}$ near $d$.

In case (ii), for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ there is a unique (up to a constant factor) nonzero solution of (1.4.2) (or (1.4.5)) which is in $L^{2}$ near $d$.

Definition 1.4.2. We say that $\widetilde{T}$ is in the limit circle case at $d$ if case (i) holds, while $\widetilde{T}$ is in the limit point case at $d$ if case (ii) holds.

Theorem 1.4.3. The symmetric operator $T_{\min }$ has deficiency indices
(2,2) if $T$ is in the limit-circle case at both endpoints;
$(1,1)$ if $T$ is in the limit-circle case at one end point and in the limit point case at the other, and (0,0) if $T$ is in the limit point case at both endpoints.

As to conclude we state two useful criteria to check if an operator of the form (1.4.1) is in the limit-point or in the limit-circle case.

Proposition 1.4.4. Let $b=+\infty$ and suppose that there exists $c, \gamma \in \mathbb{R}_{+}$such that for all $x>c$, $V(x)>\gamma$. Then $T$ is in the limit point case at $b=+\infty$.

Proposition 1.4.5. Suppose that $a=0$ and $b \in(0,+\infty]$.
(i) If there exists a positive number $c$ such that $c<b$ and $V(x) \geqslant \frac{3}{4} x^{-2}$ for all $x \in(0, c)$, then $T$ is in the limit point case at $a=0$.
(ii) If there are positive numbers $\varepsilon$ and $c$ such that $c<b$ and $|V(x)| \leqslant\left(\frac{3}{4}-\varepsilon\right) x^{-2}$ for all $x \in(0, c)$, then $T$ is in the limit circle case at $a=0$.

## Chapter 2

## Kreĭn-Višik-Birman Self-adjoint Extension Theory

Beside that Kreĭn-Višik-Birman theory is nowadays an undoubtedly classical topic, and in fact to some extent even superseded by more modern mathematical techniques, it has several features that makes its use very convenient in the context of self-adjoint realisations of quantum mechanical Hamiltonians. In this framework, results from Kreĭn and Birman have been known since long to bring in this context complementary or also new information: one paradigmatic instance is the study of particle Hamiltonians of contact interaction carried on by trailblazers such as Berezin, Faddeev, and above all Minlos and his school [88, 85, 86] - an ample historical survey of which is in [84, Section $2]$.

The material of this chapter, which is essentially the content of my work [51], is written with the purpose to provide an exhaustive recapitulation of the KVB theory. Main results on classification of self-adjoint extensions are reproduced in Section 2.2. These statements are actually those by which (part of) the KVB theory has been presented, re-derived, discussed, and applied in the subsequent literature in English language.

In Section 2.3 we complete the main core of the theory with results that characterise relevant properties of the extensions, such as invertibility, semi-boundedness, and other special features of the negative discrete spectrum, in terms of the corresponding properties of the extension parameter.

In Section 2.4 we discuss, within the KVB formalism, the structure of resolvents of self-adjoint extensions, in the form of Krehn-like resolvent formulas. The results emerging from Sections 2.3 and 2.4 corroborates the picture that the KVB extension parametrisation is in many fundamental aspects more informative than von Neumann's parametrisation.

Last, in Section 2.5 we show how the general formulas of the KVB theory apply to simple examples in which the extension problem by means of von Neumann's theory is already well known, so as to make the comparison between the two approaches evident.

### 2.1 Decomposition of the domain of the adjoint

The two aims of this Section are to recall some useful results on the decomposition of the domain of the adjoint of a densely defined symmetric operator and to introduce some terminology. We skipped all proofs, for which the reader is referred to [51].

### 2.1.1 General assumptions. Choice of a reference lower bound.

In the following we shall assume that $S$ is a semi-bounded (below), not necessarily closed, densely defined symmetric operator acting on a Hilbert space $\mathcal{H}$. Unlike the early developments of the theory (Kreĭn's theory), no restriction is imposed to the magnitude of the deficiency indices $\operatorname{dim} \operatorname{ker}\left(S^{*} \pm \mathrm{i}\right)$ of $S$ : in particular, they can also be infinite.

It is not restrictive to assume further

$$
\begin{equation*}
m(S)>0 \tag{2.1.1}
\end{equation*}
$$

for in the general case one applies the discussion that follows to the strictly positive operator $S+\lambda \mathbb{1}$, $\lambda>-m(S)$, and then re-express trivially the final results in terms of the original $S$.

Associated to $S$ are two canonical, distinguished self-adjoint extensions, the well-known Friedrichs extension $S_{F}$ and Kreĭn-von Neumann extension $S_{N}$. Whereas a complete summary of the construction and of the properties of such extensions is presented in Section 1.3.2, which we will be making reference to whenever in the following we shall need a particular attribute of $S_{F}$ or $S_{N}$ for the proofs, let us recall here their distinguishing features.

The extension $S_{F}$ is semi-bounded and with the same bottom $m\left(S_{F}\right)=m(S)$ of $S$. Its quadratic form is precisely the closure of the (closable) quadratic form associated with $S$. In fact, $S_{F}$ is the restriction of $S^{*}$ to the domain $\mathcal{D}[S] \cap \mathcal{D}\left(S^{*}\right)$. Among all self-adjoint extensions of $S, S_{F}$ is the only one whose operator domain is contained in $\mathcal{D}[S]$, and moreover $S_{F}$ is larger than any other semi-bounded extension $\widetilde{S}$ of $S$, in the sense of the ordering $S_{F} \geqslant \widetilde{S}$ (which, in particular, means $\left.\mathcal{D}\left[S_{F}\right] \subset \mathcal{D}[\widetilde{S}]\right)$.

Thus, the choice $m(S)>0$ implies that the Friedrichs extension $S_{F}$ of $S$ is invertible with bounded inverse defined everywhere on $\mathcal{H}$ : this will allow $S_{F}^{-1}$ to enter directly the discussion. In the general case in which $S_{F}$ is not necessarily invertible, the role of $S_{F}^{-1}$ can be naturally replaced in many respects (but not all) by the inverse $\widetilde{S}^{-1}$ of any a priori known self-adjoint extension $\widetilde{S}$ of $S$, which thus takes the role of given "datum" of the theory.

With the choice $m(S)>0$, the level 0 becomes naturally the reference value with respect to which to express the other distinguished (canonically given) extension of $S$, the Kreĭn-von Neumann extension $S_{N}$. It is qualified among all other positive self-adjoint extensions $\widetilde{S}$ of $S$ by being the unique smallest, in the sense $\widetilde{S} \geqslant S_{N}$.

We underline that unlike Krĕ̆n's original theory and many of the recent presentations of the KVB theory, the discussion here is not going to be restricted to the positive self-adjoint extensions of $S$. On the contrary, we shall present the full theory that includes also those extensions, if any, with finite negative bottom, or even unbounded below.

### 2.1.2 Adjoint of a semi-bounded symmetric operator. Regular and singular part.

The first step of the theory is to describe the structure of the domain of the adjoint $S^{*}$ of $S$. Recall that a characterisation of $\mathcal{D}\left(S^{*}\right)$ is already given by von Neumann's formula

$$
\begin{equation*}
\mathcal{D}\left(S^{*}\right)=\mathcal{D}(\bar{S})+\operatorname{ker}\left(S^{*}-z \mathbb{1}\right) \dot{+} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right) \quad \text { for } z \in \mathbb{C} \backslash \mathbb{R} \tag{2.1.2}
\end{equation*}
$$

which is valid, more generally, for any densely defined $S$. The KVB theory works with a "real" version of (2.1.2), with $z=0$ and with the space

$$
\begin{equation*}
U:=\operatorname{ker} S^{*} \tag{2.1.3}
\end{equation*}
$$

instead of the two deficiency spaces $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ and $\operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$. With a self-explanatory nomenclature, $U$ shall henceforth be referred to as the deficiency space of $S$, with no restriction on $\operatorname{dim} U$.

The result consists of a decomposition of $\mathcal{D}\left(S^{*}\right)$ first proved by Kreĭn (see also Remark 1.3.11) and a further refinement, initially due to Višik, to which Birman gave later an alternative proof.

Lemma 2.1.1 (Kreĭn decomposition formula for $\mathcal{D}\left(S^{*}\right)$ ). For a densely defined symmetric operator $S$ with positive bottom,

$$
\begin{equation*}
\mathcal{D}\left(S^{*}\right)=\mathcal{D}\left(S_{F}\right) \dot{+} \operatorname{ker} S^{*} \tag{2.1.4}
\end{equation*}
$$

Theorem 2.1.2 (Višik-Birman decomposition formula for $\mathcal{D}\left(S^{*}\right)$ ). For a densely defined symmetric operator $S$ with positive bottom,

$$
\begin{equation*}
\mathcal{D}\left(S^{*}\right)=\mathcal{D}(\bar{S}) \dot{+} S_{F}^{-1} \operatorname{ker} S^{*}+\operatorname{ker} S^{*} \tag{2.1.5}
\end{equation*}
$$

Remark 2.1.3. The argument of the proof above can be repeated to conclude

$$
\begin{equation*}
\mathcal{D}\left(S_{F}\right)=\mathcal{D}(\bar{S}) \dot{+} S_{F}^{-1} \operatorname{ker} S^{*} \tag{2.1.6}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\mathcal{D}\left(S_{F}\right) \cap \operatorname{ker} S^{*}=\{0\} \tag{2.1.7}
\end{equation*}
$$

Indeed, while it is obvious that the r.h.s. of (2.1.6) is contained in the l.h.s., conversely one takes a generic $g \in \mathcal{D}\left(S_{F}\right)$ and decomposes $S_{F} g=h_{0}+\widetilde{u}$ with $h_{0} \in \overline{\operatorname{ranS}}$ and $\widetilde{u} \in U$ as above, whence, by the same argument, $g=S_{F}^{-1} h_{0}+S_{F}^{-1} \widetilde{u}$ with $S_{F}^{-1} h_{0} \in \mathcal{D}(\bar{S})$.

Remark 2.1.4. Precisely as in the remark above, one also concludes that

$$
\begin{equation*}
\mathcal{D}(\widetilde{S})=\mathcal{D}(\bar{S})+\widetilde{S}^{-1} \operatorname{ker} S^{*} \tag{2.1.8}
\end{equation*}
$$

for any self-adjoint extension $\widetilde{S}$ of $S$ that is invertible everywhere on $\mathcal{H}$.
Remark 2.1.5. Since $S$ is closable and injective $(m(S)>0)$, then as well known

$$
\begin{equation*}
\overline{\operatorname{ranS}}=\operatorname{ran} \bar{S} \tag{2.1.9}
\end{equation*}
$$

Thus, in the above proof one could claim immediately that $h_{0}=\bar{S} f$ for some $f \in \mathcal{D}(\bar{S})$, whence $S_{F}^{-1} h_{0}=S_{F}^{-1} \bar{S} f=f \in \mathcal{D}(\bar{S})$.

Remark 2.1.6. In view of the applications in which $S$ and $S_{F}$ are differential operators on an $L^{2}$ space and hence $\mathcal{D}\left(S_{F}\right)$ indicates an amount of regularity of its elements, it is convenient to regard $\mathcal{D}\left(S_{F}\right)=\mathcal{D}(\bar{S})+S_{F}^{-1} U$ in (2.1.5) as the "regular component" and, in contrast, $U=\operatorname{ker} S^{*}$ as the "singular component" of the domain of $S^{*}$.

Remark 2.1.7. In all the previous formulas the assumption $m(S)>0$ only played a role to guarantee the existence of the everywhere defined and bounded operator $S_{F}^{-1}$. It is straightforward to adapt the arguments above to prove the following: if $S$ is a symmetric and densely defined operator on $\mathcal{H}$ and $\widetilde{S}$ is a self-adjoint extension of $S$, then for any $z \in \rho(\widetilde{S})$ (the resolvent set of $\widetilde{S}$ )

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =\mathcal{D}(\bar{S})+(\widetilde{S}-z \mathbb{1})^{-1} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)+\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)  \tag{2.1.10}\\
\mathcal{D}\left(S^{*}\right) & =\mathcal{D}(\widetilde{S})+\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)  \tag{2.1.11}\\
\mathcal{D}(\widetilde{S}) & =\mathcal{D}(\bar{S})+(\widetilde{S}-z \mathbb{1})^{-1} \operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right) \tag{2.1.12}
\end{align*}
$$

### 2.2 Formulations of the KVB theory

We are now in the condition of re-stating the main results of the KVB extension in the form they will be used later on. We omit the proofs, that can be found in our paper [51].

Theorem 2.2.1 (Classification of self-adjoint extensions - operator version). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$. There is a one-toone correspondence between the family of all self-adjoint extensions of $S$ on $\mathcal{H}$ and the family of the self-adjoint operators on Hilbert subspaces of $\operatorname{ker} S^{*}$. If $T$ is any such operator, in the correspondence $T \leftrightarrow S_{T}$ each self-adjoint extension $S_{T}$ of $S$ is given by

$$
\begin{align*}
S_{T} & =S^{*} \upharpoonright \mathcal{D}\left(S_{T}\right) \\
\mathcal{D}\left(S_{T}\right) & =\left\{\begin{array}{l|l}
f+S_{F}^{-1}(T v+w)+v & \begin{array}{l}
f \in \mathcal{D}(\bar{S}), v \in \mathcal{D}(T) \\
w \in \operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}
\end{array}
\end{array}\right\} . \tag{2.2.1}
\end{align*}
$$

Theorem 2.2.2 (Characterisation of semi-bounded extensions). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$. If, with respect to the notation of (2.2.1), $S_{T}$ is a self-adjoint extension of $S$, and if $\alpha<m(S)$, then

$$
\begin{gather*}
\left\langle g, S_{T} g\right\rangle \geqslant \alpha\|g\|^{2} \quad \forall g \in \mathcal{D}\left(S_{T}\right) \\
\mathbb{\Downarrow}  \tag{2.2.2}\\
\langle v, T v\rangle \geqslant \alpha\|v\|^{2}+\alpha^{2}\left\langle v,\left(S_{F}-\alpha \mathbb{1}\right)^{-1} v\right\rangle \quad \forall v \in \mathcal{D}(T) .
\end{gather*}
$$

As an immediate consequence, $m(T) \geqslant m\left(S_{T}\right)$ for any semi-bounded $S_{T}$. In particular, positivity or strict positivity of the bottom of $S_{T}$ is equivalent to the same property for $T$, that is,

$$
\begin{align*}
& m\left(S_{T}\right) \geqslant 0 \quad \Leftrightarrow \quad m(T) \geqslant 0  \tag{2.2.3}\\
& m\left(S_{T}\right)>0 \quad \Leftrightarrow \quad m(T)>0
\end{align*}
$$

Moreover, if $m(T)>-m(S)$, then

$$
\begin{equation*}
m(T) \geqslant m\left(S_{T}\right) \geqslant \frac{m(S) m(T)}{m(S)+m(T)} \tag{2.2.4}
\end{equation*}
$$

Theorem 2.2.3 (Characterisation of semi-bounded extensions - form version). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$ and, with respect to the notation of (2.2.1), let $S_{T}$ be a semi-bounded (not necessarily positive) self-adjoint extension of $S$. Then

$$
\begin{equation*}
\mathcal{D}[T]=\mathcal{D}\left[S_{T}\right] \cap \operatorname{ker} S^{*} \tag{2.2.5}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{D}\left[S_{T}\right]=\mathcal{D}\left[S_{F}\right] \dot{+} \mathcal{D}[T] \\
& S_{T}\left[f+v, f^{\prime}+v^{\prime}\right]=S_{F}\left[f, f^{\prime}\right]+T\left[v, v^{\prime}\right]  \tag{2.2.6}\\
& \forall f, f^{\prime} \in \mathcal{D}\left[S_{F}\right], \forall v, v^{\prime} \in \mathcal{D}[T]
\end{align*}
$$

As a consequence,

$$
\begin{equation*}
S_{T_{1}} \geqslant S_{T_{2}} \quad \Leftrightarrow \quad T_{1} \geqslant T_{2} \tag{2.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
T \geqslant S_{T} \tag{2.2.8}
\end{equation*}
$$

Proposition 2.2.4 (Parametrisation of $S_{F}$ and $S_{N}$ ). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$ and let $S_{T}$ be a positive self-adjoint extension of $S$, parametrised by $T$ according to Theorems 2.2.1 and 2.2.3.
(i) $S_{T}$ is the Friedrichs extension when $\mathcal{D}[T]=\{0\}$ (" $T=\infty$ ").
(ii) $S_{T}$ is the Kreĭn-von Neumann extension when $\mathcal{D}(T)=\mathcal{D}[T]=\operatorname{ker} S^{*}$ and $T u=0 \forall u \in \operatorname{ker} S^{*}$ ( $T=\mathbb{O}$ ).

Let us discuss in the last part of this Section yet another equivalent formulation of the general representation theorem for self-adjoint extensions.

Theorem 2.2.5 (Classification of self-adjoint extensions - operator version). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$. There is a one-to-one correspondence between the family of all self-adjoint extensions of $S$ on $\mathcal{H}$ and the family of the self-adjoint operators on Hilbert subspaces of $\operatorname{ker} S^{*}$. If $T$ is any such operator, $P_{T}: \mathcal{H} \rightarrow \mathcal{H}$ is the orthogonal projection onto $\overline{\mathcal{D}(T)}$, and $P_{*}: \mathcal{D}\left(S^{*}\right) \rightarrow \mathcal{D}\left(S^{*}\right)$ is the (non-orthogonal, in general) projection onto $\operatorname{ker} S^{*}$ with respect to Kreĭn's decomposition formula $\mathcal{D}\left(S^{*}\right)=\mathcal{D}\left(S_{F}\right) \dot{+} \operatorname{ker} S^{*}$ (Lemma 2.1.1), then in the correspondence $T \leftrightarrow S_{T}$ each self-adjoint extension $S_{T}$ of $S$ is given by

$$
\begin{align*}
S_{T} & =S^{*} \upharpoonright \mathcal{D}\left(S_{T}\right) \\
\mathcal{D}\left(S_{T}\right) & =\left\{g \in \mathcal{D}\left(S^{*}\right) \left\lvert\, \begin{array}{c}
P_{*} g \in \mathcal{D}(T) \text { and } \\
P_{T} S^{*} g=T P_{*} g
\end{array}\right.\right\} . \tag{2.2.9}
\end{align*}
$$

Proposition 2.2.6. The parameter $T$ in (2.2.9) is precisely the same as in (2.2.1), that is, the representation given in Theorem 2.2.5 is the same as the one given in Theorem 2.2.1. In other words, the two theorems are equivalent. In particular, given a self-adjoint extension $\widetilde{S}$ of $S$, its extension parameter $T$ (i.e., the operator $T$ for which $\widetilde{S}=S_{T}$ ) is the operator acting on the Hilbert space $\overline{P_{*} \mathcal{D}(\widetilde{S})}$ with domain $\mathcal{D}(T)=P_{*} \mathcal{D}(\widetilde{S})$ and action $T P_{*} g=P_{T} S_{T} g \forall g \in \mathcal{D}(\widetilde{S})$.

### 2.3 Invertibility, semi-boundedness, and negative spectrum

In this Section we complete the discussion of the main results that can be proved within the KVB theory, focusing on the link between relevant features (such as invertibility, semi-boundedness, structure of the negative spectrum) of a self-adjoint extension of a given densely defined symmetric operator $S$ with positive bottom, and the corresponding features of the extension parameter given by the theory. Such a close link allows one to appreciate even more the effectiveness of the KVB extension parameter, as compared to von Neumann's parametrisation. We adopt here the notation $T \leftrightarrow S_{T}$ for the parametrisation of the extensions - see Section 2.2.

A first link between $S_{T}$ and $T$, which is straightforward although it is not explicitly present in Birman's original work, is the following.

Theorem 2.3.1 (Invertibility). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$ and let $S_{T}$ be a generic self-adjoint extension of $S$ according to the parametrisation (2.2.1) of Theorem 2.2.1. Then
(i) $S_{T}$ is injective $\Leftrightarrow T$ is injective,
(ii) $S_{T}$ is surjective $\Leftrightarrow T$ is surjective,
(iii) $S_{T}$ is invertible on the whole $\mathcal{H} \Leftrightarrow T$ is invertible on the whole $\overline{\mathcal{D}(T)}$.

Proof. Assume that $S_{T}$ is injective and let $v \in \mathcal{D}(T)$ be such that $T v=0$. Then $v$ is an element in $\mathcal{D}\left(S_{T}\right)$, because it is a vector of the form $(2.2 .1), g=f+S_{F}^{-1}(T v+w)+v$, with $f=w=0$. Since $S_{T} v=0$, by injectivity of $S_{T}$ one concludes that $v=0$. Conversely, if $T$ is injective and for some $g=f+S_{F}^{-1}(T v+w)+v \in \mathcal{D}\left(S_{T}\right)$ one has $S_{T} g=0$, then $\bar{S} f+T v+w=0$. Since $\bar{S} f+T v+w \in \operatorname{ran} \bar{S} \boxplus \operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)$, one must have $\bar{S} f=T v=w=0$. Owing to the injectivity of $\bar{S}$ and $T, f=v=0$ and hence $g=0$. This completes the proof of (i). As for (ii), in the notation of (2.2.1) one has that $\operatorname{ran} S_{T}=\operatorname{ran} \bar{S} \boxplus \operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)$ and in fact $\operatorname{ran} \bar{S}=\overline{\operatorname{ranS}}$ (Remark 2.1.5). Thus, $T$ is surjective $\Leftrightarrow \operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)=\overline{\operatorname{ran} T} \oplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)=\operatorname{ker} S^{*}$ $\Leftrightarrow \operatorname{ran} S_{T}=\overline{\operatorname{ranS}} \oplus \operatorname{ker} S^{*}=\mathcal{H} \Leftrightarrow S_{T}$ is surjective. (iii) is an obvious consequence of (i) and (ii).

Remark 2.3.2. A generalisation of Theorems 2.3.1 and 2.4.4 for non semi-bounded operators with a spectral gap is Theorem 5.3.6.

Semi-boundedness is another relevant feature of the self-adjoint extensions that can be controlled in terms of the KVB extension parameter. The sub-family of the semi-bounded self-adjoint extensions of $S$ is the object of Theorem 2.2.2. Here below we supplement the information of that theorem with the answer to the question on whether the semi-boundedness of $S_{T}$ and of $T$ are equivalent. This is another result that is not explicitly present in Birman's discussion, although it follows from it. As a consequence, we derive within the KVB theory the fact that when $S$ has a finite deficiency index all its self-adjoint extensions are bounded below.

Theorem 2.3.3 (Semi-boundedness). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0), P_{K}: \mathcal{H} \rightarrow \mathcal{H}$ be the orthogonal projection onto ker $S^{*}$, and for each $\alpha<m(S)$ let

$$
\begin{equation*}
M(\alpha):=P_{K}\left(\alpha \mathbb{1}+\alpha^{2}\left(S_{F}-\alpha \mathbb{1}\right)^{-1}\right) P_{K}=P_{K}\left(\alpha S_{F}\left(S_{F}-\alpha \mathbb{1}\right)^{-1}\right) P_{K} \tag{2.3.1}
\end{equation*}
$$

Let $S_{T}$ be a generic self-adjoint extension of $S$ according to the parametrisation (2.2.1) of Theorem 2.2.1. Assume that $m(T) \in[-\infty, 0)$, that is, $T$ is either unbounded below or with finite negative bottom (otherwise it is already known by (2.2.3) in Theorem 2.2.2 that $m(T) \geqslant 0 \Leftrightarrow m\left(S_{T}\right) \geqslant 0$ ). Then the two conditions
(i) $S_{T}$ is bounded below (on $\mathcal{H}$ )
(ii) $T$ is bounded below (on $\overline{\mathcal{D}(T)}$ )
are equivalent if and only if $M(\alpha)$ "diverges to $-\infty$ uniformly as $\alpha \rightarrow-\infty$ ", meaning that $\forall R>0$ $\exists \alpha_{R}<0$ such that $M(\alpha) \leqslant-R \mathbb{1}$ for each $\alpha \leqslant \alpha_{R}$.

Proof. Since (i) $\Rightarrow$ (ii) is always true (owing to (2.2.2) in Theorem 2.2.2), what must be proven is the equivalence between the implication (ii) $\Rightarrow$ (i) and the condition of uniform divergence to $-\infty$ for $M(\alpha)$. Assume (ii) $\Rightarrow(\mathrm{i})$, that is, assume that for arbitrary $R>-m(T)$ the condition $T \geqslant-R \mathbb{1}$ implies $S_{T} \geqslant \alpha_{R} \mathbb{1}$ for some $\alpha_{R}<0$ and hence also $S_{T} \geqslant \alpha \mathbb{1} \forall \alpha \leqslant \alpha_{R}$ (if the lower bound $\alpha_{R}$ was non-negative, then $m(T)$ would be non-negative too, against the assumption). In turn, owing to (2.2.2) and (2.3.1), $S_{T} \geqslant \alpha \mathbb{1} \forall \alpha \leqslant \alpha_{R}$ is equivalent to $T \geqslant M(\alpha) \forall \alpha \leqslant \alpha_{R}$. Then, for $T \geqslant-R \mathbb{1}$ to imply $T \geqslant M(\alpha) \forall \alpha \leqslant \alpha_{R}$, necessarily $M(\alpha) \leqslant-R \mathbb{1} \forall \alpha \leqslant \alpha_{R}$. Conversely, assume now that for arbitrary $R>0$ there exists $\alpha_{R}$ such that $M(\alpha) \leqslant-R \mathbb{1} \forall \alpha \leqslant \alpha_{R}$ : we want to deduce (ii) $\Rightarrow$ (i). To this aim, assume that $T$ is bounded below and apply the assumption for $R=-m(T)$ : for the corresponding $\alpha_{R}$ one has $M\left(\alpha_{R}\right) \leqslant-R \mathbb{1}=m(T) \mathbb{1} \leqslant T$, which by (2.2.2) implies $S_{T} \geqslant \alpha_{R} \mathbb{1}$.

Corollary 2.3.4 (Finite deficiency index). If $S$ is a semi-bounded and densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with finite deficiency index, then
(i) the semi-boundedness of $S_{T}$ is equivalent to the semi-boundedness of $T$;
(ii) any self-adjoint extension of $S$ is bounded below.

Proof. It is not restrictive to assume $m(S)>0$ and hence dim ker $S^{*}<\infty$. Part (ii) follows from (i) because $T$ is now defined on a finite-dimensional Hilbert space and is therefore bounded. Part (i) follows from Theorem 2.3.3 once one shows that $M(\alpha)$ diverges uniformly to $-\infty$. Irrespectively of whether $\operatorname{dim} \operatorname{ker} S^{*}$ is finite or not,

$$
\begin{equation*}
\lim _{\alpha \rightarrow-\infty}\langle u, M(\alpha) u\rangle=-\infty \quad \forall u \in \operatorname{ker} S^{*} \tag{2.3.2}
\end{equation*}
$$

Indeed, for any $u \in \operatorname{ker} S^{*}$ one has $u \notin \mathcal{D}\left[S_{F}\right]$ (see (1.3.14)), whence

$$
\int_{[0,+\infty)} \lambda \mathrm{d}\left\langle u, E^{\left(S_{F}\right)}(\lambda) u\right\rangle=+\infty
$$

where $\mathrm{d} E^{\left(S_{F}\right)}$ denotes the spectral measure of $S_{F}$; therefore, since $\frac{\lambda \alpha}{\lambda-\alpha} \rightarrow-\lambda$ as $\alpha \rightarrow-\infty$,

$$
\langle u, M(\alpha) u\rangle=\int_{[0,+\infty)} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle u, E^{\left(S_{F}\right)}(\lambda) u\right\rangle \xrightarrow{\alpha \rightarrow-\infty}-\infty
$$

Under the additional assumption $\operatorname{dim} \operatorname{ker} S^{*}<\infty$ let us now show that (2.3.2) implies a uniform divergence in the sense of Theorem 2.3.3. For arbitrarily fixed $R>0$ decompose $u=f_{R}+v_{R}$ with

$$
f_{R}:=E^{\left(S_{F}\right)}([0,2 R]) u, \quad v_{R}:=E^{\left(S_{F}\right)}((2 R,+\infty)) u
$$

Observe that $f_{R} \in \mathcal{D}\left(S_{F}\right)$, because

$$
\int_{[0,+\infty)} \lambda^{2} \mathrm{~d}\left\langle f_{R}, E^{\left(S_{F}\right)}(\lambda) f_{R}\right\rangle=\int_{[0,2 R]} \lambda^{2} \mathrm{~d}\left\langle f_{R}, E^{\left(S_{F}\right)}(\lambda) f_{R}\right\rangle \leqslant 4 R^{2}\left\|f_{R}\right\|^{2}
$$

while necessarily $v_{R} \notin \mathcal{D}\left(S_{F}\right)$ because $u \notin \mathcal{D}\left(S_{F}\right)$. One has

$$
\begin{align*}
& \langle u, M(\alpha) u\rangle=\langle u, M(\alpha) u\rangle=\int_{[0,+\infty)} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle u, E^{\left(S_{F}\right)}(\lambda) u\right\rangle \\
& \quad=\int_{[0,2 R]} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle f_{R}, E^{\left(S_{F}\right)}(\lambda) f_{R}\right\rangle+\int_{(2 R,+\infty)} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle v_{R}, E^{\left(S_{F}\right)}(\lambda) v_{R}\right\rangle \tag{a}
\end{align*}
$$

In the second integral in the r.h.s above $\lambda>2 R$, whence $2 R>\frac{2 R \lambda}{2 \lambda-2 R}$ : therefore, choosing $\alpha<-2 R$ implies $-\alpha>\frac{2 R \lambda}{2 \lambda-2 R}$ and the latter condition is equivalent to $\frac{\lambda \alpha}{\lambda-\alpha}<-R$, thus

$$
\begin{equation*}
\int_{(2 R,+\infty)} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle v_{R}, E^{\left(S_{F}\right)}(\lambda) v_{R}\right\rangle<-R\left\|v_{R}\right\|^{2} \quad(\alpha<-2 R) \tag{b}
\end{equation*}
$$

Let us now exploit the assumption $\operatorname{dim} \operatorname{ker} S^{*}=d$ for some $d \in \mathbb{N}$ in order to estimate the first integral in the r.h.s of (a). Obviously there is $d_{R} \in \mathbb{N}, d_{R} \leqslant d$, such that

$$
\begin{equation*}
\operatorname{dim} E^{\left(S_{F}\right)}([0,2 R]) \operatorname{ker} S^{*}=d_{R} \tag{c}
\end{equation*}
$$

and let $\left\{\varphi_{R, 1}, \ldots, \varphi_{R, d_{R}}\right\}$ be an orthonormal basis of this $d_{R}$-dimensional subspace of $\mathcal{D}\left(S_{F}\right)$. Decompose $f_{R}=f_{R, 1}+\cdots+f_{R, d_{R}}$ with $f_{R, j}:=\left\langle\varphi_{R, j}, f_{R}\right\rangle \varphi_{R, j}, j=1, \ldots, d_{R}$. Then

$$
\begin{gathered}
\int_{[0,2 R]} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle f_{R}, E^{\left(S_{F}\right)}(\lambda) f_{R}\right\rangle=\sum_{j=1}^{d_{R}} \int_{[0,2 R]} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle f_{R, j}, E^{\left(S_{F}\right)}(\lambda) f_{R, j}\right\rangle \\
=\sum_{j=1}^{d_{R}}\left|\left\langle\varphi_{R, j}, f_{R}\right\rangle\right|^{2} \int_{[0,2 R]} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle\varphi_{R, j}, E^{\left(S_{F}\right)}(\lambda) \varphi_{R, j}\right\rangle \\
=\sum_{j=1}^{d_{R}}\left|\left\langle\varphi_{R, j}, f_{R}\right\rangle\right|^{2}\left\langle\widetilde{\varphi}_{R, j}, M(\alpha) \widetilde{\varphi}_{R, j}\right\rangle
\end{gathered}
$$

Where the $\widetilde{\varphi}_{R, j} \in \operatorname{ker} S^{*}$ are preimages under $E^{\left(S_{F}\right)}([0,2 R])$ of the orthonormal basis, so that the last line just uses the fact that $E^{\left(S_{F}\right)}([0,2 R])$ is a orthogonal projection. Owing to (2.3.2), each
$\left\langle\widetilde{\varphi}_{R, j}, M(\alpha) \widetilde{\varphi}_{R, j}\right\rangle$ diverges to $-\infty$ as $\alpha \rightarrow-\infty$ : there is only a finite number of them (and it does not exceed $d$ ), so there is a common threshold $\alpha_{R}<0$ such that

$$
\sup _{j \in\left\{1, \ldots, d_{R}\right\}}\left\langle\widetilde{\varphi}_{R, j}, M(\alpha) \widetilde{\varphi}_{R, j}\right\rangle \leqslant-R \quad \forall \alpha \leqslant \alpha_{R}
$$

Therefore

$$
\begin{equation*}
\int_{[0,2 R]} \frac{\lambda \alpha}{\lambda-\alpha} \mathrm{d}\left\langle f_{R}, E^{\left(S_{F}\right)}(\lambda) f_{R}\right\rangle \leqslant-R\left\|f_{R}\right\|^{2} \quad\left(\alpha \leqslant \alpha_{R}\right) \tag{d}
\end{equation*}
$$

( $\alpha_{R}$ only depends on $R$ (and on $d$ ), not on $f_{R}$ ). Plugging the bounds (b) and (d) into (a) yields

$$
\langle u, M(\alpha) u\rangle<-R\left\|f_{R}\right\|^{2}-R\left\|v_{R}\right\|^{2}=-R\|u\|^{2}
$$

for $\alpha<\min \left\{-2 R, \alpha_{R}\right\}$. From the arbitrariness of $u \in \operatorname{ker} S^{*}$ and of $R>0$ one concludes that $M(\alpha) \rightarrow-\infty$ uniformly as $\alpha \rightarrow-\infty$.

Corollary 2.3.5. If $S$ is a semi-bounded and densely defined symmetric operator on a Hilbert space $\mathcal{H}$, whose bottom is positive $(m(S)>0)$ and whose Friedrichs extension has compact inverse $S_{F}^{-1}$, then the semi-boundedness of $S_{T}$ is equivalent to the semi-boundedness of $T$.

Proof. Since $S_{F}^{-1}$ is compact, the spectrum of $S_{F}$ only consists of a discrete set of eigenvalues, each of finite multiplicity, whence the bound (c) in the proof of Corollary 2.3.4 and the same conclusion as in Corollary 2.3.4(i).

Remark 2.3.6. The question of Theorem 2.3 .3 and its corollaries deal with is sometimes referred to as the "semi-boundedness problem", that is, the problem of finding conditions under which the semi-boundedness of $S_{T}$ and of $T$ are equivalent (in general or under special circumstances). The fact that the compactness of $S_{F}^{-1}$ is a sufficient condition (that is, Corollary 2.3.5) was noted originally by Grubb [59] and by Gorbačuk and Mihahlec [56] in the mid 1970's. More than a decade later the same property, and more generally the necessary and sufficient condition provided by Theorem 2.3.3, was proved with a boundary triplets language by Derkach and Malamud [37]. In fact, it is easy to recognise that the operator-valued function $\alpha \mapsto M(\alpha)$ defined in (2.3.1) is the Weyl function of a standard boundary triplet [104, Example 14.12]. In [37, Section 3] one can also find examples in which such a condition is violated. The conclusion of Corollary 2.3.4(ii) is easy to establish also with general Hilbert space and spectral arguments, with no reference to the KVB theory - see, e.g., [38, Lemma XIII.7.22] or [95, Theorem X.1, first corollary]).

Theorem 2.3.3 and (the proof of) Corollary 2.3.4 have a further noticeable consequence.
Corollary 2.3.7 ("Finite-dimensional" extensions are always semi-bounded). Given a semi-bounded and densely defined symmetric operator $S$ on a Hilbert space $\mathcal{H}$, whose bottom is positive $(m(S)>0)$, all the self-adjoint extensions of $S_{T}$ of $S$ for which the parameter $T$, in the parametrisation (2.2.1) of Theorem 2.2.1, is a self-adjoint operator acting on a finite-dimensional subspace of ker $S^{*}$ are semi-bounded. For the occurrence of unbounded below self-adjoint extensions it is necessary (not sufficient) that $\operatorname{dim} \overline{\mathcal{D}(T)}=\infty$.

Proof. $T$ is bounded (and hence also semi-bounded) because the Hilbert space $\overline{\mathcal{D}(T)}$ it acts on has finite dimension. Let $P_{T}: \mathcal{H} \rightarrow \mathcal{H}$ be the orthogonal projection onto $\overline{\mathcal{D}(T)}$ and set

$$
\widetilde{M}(\alpha):=P_{T}\left(\alpha \mathbb{1}+\alpha^{2}\left(S_{F}-\alpha \mathbb{1}\right)^{-1}\right) P_{T}=P_{T} M(\alpha) P_{T}, \quad \alpha<m(S)
$$

One can repeat for $\widetilde{M}(\alpha)$ the same arguments used in the proof of Corollary 2.3.4 to establish the uniform divergence of $M(\alpha)$ to $-\infty$, thus obtaining the same property for $\widetilde{M}(\alpha)$ on the finitedimensional space $\overline{\mathcal{D}(T)}$ (the assumption $\operatorname{dim} \overline{\mathcal{D}(T)}=d<+\infty$ implies $\operatorname{dim} E^{\left(S_{F}\right)}([0,2 R]) \overline{\mathcal{D}(T)}=$
$d_{R} \leqslant d$, which is the analogue of formula (c) in the proof of Corollary 2.3.4, whence the same conclusion). Therefore $\exists \alpha<0$, with $|\alpha|$ sufficiently large, such that

$$
\alpha\|v\|^{2}+\alpha^{2}\left\langle v,\left(S_{F}-\alpha \mathbb{1}\right)^{-1} v\right\rangle<m(T)\|v\|^{2} \leqslant\langle v, T v\rangle \quad \forall v \in \mathcal{D}(T)
$$

which implies $m\left(S_{T}\right)>\alpha$ owing to (2.2.2).

Remark 2.3.8. It is also worth remarking that unless $S$ is essentially self-adjoint, in all other cases (i.e., whenever $\operatorname{dim} \operatorname{ker} S^{*} \geqslant 1$ ) there is no uniform lower bound to the bottoms of the semi-bounded self-adjoint extensions of $S$. This is an immediate consequence of the bound $m(T) \geqslant m\left(S_{T}\right)$ given by (2.2.2) in Theorem 2.2.2, since it is enough to consider extension parameters $T=-\gamma \mathbb{1}$ for arbitrary $\gamma>0$.

In the remaining part of this Section we turn to the negative spectrum of an extension $S_{T}$. It turns out that relevant properties of the negative discrete spectrum of $S_{T}$ are controlled by the analogous properties for $T$. We cast in Theorem 2.3.9 and Corollary 2.3 .10 below results that are found in Birman's original work [15] (formulated therein with the original parametrisation $S_{B} \leftrightarrow B$ ), apart from a number of ambiguities and redundancies that we have cleaned up.

For convenience let us define

$$
\begin{align*}
\sigma_{-}\left(S_{T}\right) & :=\sigma\left(S_{T}\right) \cap(-\infty, 0)  \tag{2.3.3}\\
\sigma_{-}(T) & :=\sigma(T) \cap(-\infty, 0) .
\end{align*}
$$

Theorem 2.3.9 (Negative spectrum). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$ and let $S_{T}$ be a generic self-adjoint extension of $S$ according to the parametrisation (2.2.1) of Theorem 2.2.1. Then $\sigma_{-}\left(S_{T}\right)$ consists of a bounded below set of finite-rank eigenvalues of $S_{T}$ whose only possible accumulation point is 0 if and only if $\sigma_{-}(T)$ has the same property. When this is the case, and $\lambda_{1} \leqslant \lambda_{2} \leqslant \cdots<0$ and $t_{1} \leqslant t_{2} \leqslant \cdots<0$ are the ordered sequences of negative eigenvalues (counted with multiplicity) of $S_{T}$ and of $T$ respectively, then

- ground state of $S_{T}=\lambda_{1} \leqslant t_{1}=$ ground state of $T$,
- $\lambda_{k} \leqslant t_{k}$ for $k=1,2, \ldots$

Corollary 2.3.10. For some $N \in \mathbb{N}, \sigma_{-}\left(S_{T}\right)$ consists of $N$ eigenvalues if and only if $\sigma_{-}(T)$ consists of $N$ eigenvalues. (Here the eigenvalues are counted with multiplicity.)

Remark 2.3.11. We observe that no restriction is assumed on the dimension of ker $S^{*}$, that is, the deficiency index of $S$ can be infinite as well. In fact, as long as dim $\operatorname{ker} S^{*}<+\infty$, Corollary 2.3.10 could be deduced directly by combining Theorems 19 and 20 of Kreln's original work [74] with the subsequent results of Višik and Birman that are stated here in Theorems 2.2.1 and 2.2.3.

A further consequence is the following.

## Corollary 2.3.12.

(i) If $S$ has finite deficiency index ( $\operatorname{dim} \operatorname{ker} S^{*}<+\infty$ ), then all self-adjoint extensions of $S$ have finite negative spectrum, with finite-dimensional eigenvalues.
(ii) If, in the sense of the parametrisation (2.2.1) of Theorem 2.2.1, $S_{T}$ is a self-adjoint extension of $S$ where the parameter $T$ acts on a finite-dimensional subspace of $\operatorname{ker} S^{*}$, then the negative spectrum $\sigma_{-}\left(S_{T}\right)$ of $S_{T}$ is finite, with finite-dimensional eigenvalues.

In preparation for the proof of Theorem 2.3.9 and its corollaries, let us denote by $\mathrm{d} E^{\left(S_{T}\right)}$ and by $\mathrm{d} E^{(T)}$, respectively, the spectral measure of $S_{T}$ and of $T$ on $\mathbb{R}$. For generic $v \in \mathcal{D}(T)$ one also has $v \in \mathcal{D}\left[S_{T}\right]$ with $\langle v, T v\rangle=S_{T}[v]$, owing to (2.2.6), whence

$$
\begin{equation*}
\int_{[m(T),+\infty)} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle=\int_{\left[m\left(S_{T}\right),+\infty\right)} \lambda\left\langle v, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) v\right\rangle \geqslant \underset{\left[m\left(S_{T}\right), 0\right)}{\geqslant} \lambda\left\langle v, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) v\right\rangle . \tag{2.3.4}
\end{equation*}
$$

Let us also single out two useful facts (the first is straightforward).
Lemma 2.3.13. If $V$ and $W$ are closed subspaces of $\mathcal{H}$ with $\operatorname{dim} V<+\infty$ and $\operatorname{dim} W>\operatorname{dim} V$, then $W \cap V^{\perp} \neq\{0\}$.

Lemma 2.3.14. If $\varepsilon>0$ and, for some $N \in \mathbb{N}, g_{1}, \ldots, g_{N}$ are linearly independent elements in $\mathcal{D}\left(S_{T}\right) \cap E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H}$, then the corresponding $v_{1}, \ldots, v_{N}$ given by the decomposition (2.2.1) $g_{k}=f_{k}+S_{F}^{-1}\left(T v_{k}+w_{k}\right)+v_{k}, k=1, \ldots, N$, are linearly independent in $\mathcal{D}(T)$.

Proof. If $\sum_{k=1}^{N} c_{k} v_{k}=0$ for some $c_{1}, \ldots, c_{N} \in \mathbb{C}$, then $g:=\sum_{k=1}^{N} c_{k} g_{k}=\sum_{k=1}^{N} c_{k}\left(f_{k}+S_{F}^{-1}\left(T v_{k}+\right.\right.$ $\left.\left.w_{k}\right)\right) \in \mathcal{D}\left(S_{F}\right)$, whence $\left\langle g, S_{T} g\right\rangle=\left\langle g, S_{F} g\right\rangle \geqslant m(S)\|g\|^{2} \geqslant 0$. On the other hand,

$$
\begin{aligned}
\left\langle g, S_{T} g\right\rangle & =\int_{\left[m\left(S_{T}\right),+\infty\right)} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle=\int_{\left[m\left(S_{T}\right),-\varepsilon\right]} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle \\
& \leqslant-\varepsilon \int_{\left[m\left(S_{T}\right),-\varepsilon\right]}\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle \leqslant 0
\end{aligned}
$$

(where in the second identity we used that $\left.g \in \mathcal{D}\left(S_{T}\right) \cap E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H}\right)$, therefore $g=0$ and hence, by assumption, $c_{1}=\cdots=c_{N}=0$.

Proof of Theorem 2.3.9. Assume that $\sigma_{-}\left(S_{T}\right)$ consists of a bounded below set of finite-rank eigenvalues of $S_{T}$ whose only possible accumulation point is 0 . In particular, $-\infty<m\left(S_{T}\right)<0$ which, by (2.2.2)-(2.2.3), implies also $m\left(S_{T}\right) \leqslant m(T)<0$. If, for contradiction, $\sigma_{-}(T)$ does not satisfy the same property of $\sigma_{-}\left(S_{T}\right)$, then there exists $\varepsilon>0$ such that $\operatorname{dim} E^{(T)}([m(T),-\varepsilon]) \overline{\mathcal{D}(T)}=+\infty$, whereas by assumption $\operatorname{dim} E^{\left(S_{T}\right)}\left(\left[m\left(S_{T}\right),-\frac{1}{2} \varepsilon\right]\right) \mathcal{H}<+\infty$. By Lemma 2.3.13 $\exists v \in E^{(T)}([m(T),-\varepsilon]) \overline{\mathcal{D}(T)}$, $v \neq 0, v \perp E^{\left(S_{T}\right)}\left(\left[m\left(S_{T}\right),-\frac{1}{2} \varepsilon\right]\right) \mathcal{H}$. As a consequence of this and of (2.3.4),

$$
\begin{aligned}
-\varepsilon\|v\|^{2} & \geqslant \int_{[m(T),-\varepsilon)} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle=\int_{[m(T),+\infty)} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle \\
& \geqslant \int_{\left[m\left(S_{T}\right), 0\right)} \lambda\left\langle v, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) v\right\rangle=\int_{\left(-\frac{1}{2} \varepsilon, 0\right)} \lambda\left\langle v, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) v\right\rangle \geqslant-\frac{\varepsilon}{2}\|v\|^{2},
\end{aligned}
$$

which is a contradiction because $v \neq 0$. For the converse, assume that $\sigma_{-}(T)$ consists of a bounded below set of finite-rank eigenvalues of $T$ whose only possible accumulation point is 0 . In particular, $-\infty<m(T)<0$. If, for contradiction, $\sigma_{-}\left(S_{T}\right)$ does not satisfy the same property of $\sigma_{-}(T)$, then $\operatorname{dim} E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H}=+\infty$ for some $\varepsilon>0$. Therefore also

$$
\begin{equation*}
\operatorname{dim} E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H} \cap \mathcal{D}\left(S_{T}\right)=+\infty \tag{*}
\end{equation*}
$$

because $E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H} \cap \mathcal{D}\left(S_{T}\right)$ is dense in $E^{\left(S_{T}\right)}((-\infty,-\varepsilon]) \mathcal{H}$. Based on the decomposition (2.2.1) for generic $g \in \mathcal{D}\left(S_{T}\right)$ (namely, $\left.g=f+S_{F}^{-1}(T v+w)+v\right)$, set

$$
V_{\varepsilon}:=\left\{\begin{array}{l|c}
\left.v \in \mathcal{D}(T) \left\lvert\, \begin{array}{c}
g-v \in \mathcal{D}\left(S_{F}\right) \text { for some } \\
\left.g \in E^{\left(S_{T}\right)}(-\infty,-\varepsilon]\right) \mathcal{H} \cap \mathcal{D}\left(S_{T}\right)
\end{array}\right.\right\} . ~ . ~ . ~
\end{array}\right. \text {. }
$$

In fact, owing to Lemma 2.3.14, any $v \in V_{\varepsilon}$ identifies uniquely the corresponding $\left.g \in E^{\left(S_{T}\right)}(-\infty,-\varepsilon]\right) \mathcal{H} \cap$ $\mathcal{D}\left(S_{T}\right)$. Furthermore, Lemma 2.3.14 and $\left(^{*}\right)$ yield $\operatorname{dim} V_{\varepsilon}=+\infty$. On the other hand, let $h \in \mathbb{R}$ with $0<h<\min \left\{-m(T), \frac{\varepsilon m(S)}{2 m(S)+\varepsilon}\right\}$ : by assumption

$$
\begin{equation*}
\operatorname{dim} E^{(T)}([m(T),-h]) \overline{\mathcal{D}(T)}<+\infty \tag{**}
\end{equation*}
$$

Lemma 2.3.13 and $\left({ }^{*}\right)-\left(^{* *}\right)$ then imply the existence of a non-zero $v \in V_{\varepsilon}$ with $v \perp E^{(T)}([m(T),-h]) \overline{\mathcal{D}(T)}$. For such $v$ one has

$$
\begin{aligned}
\langle v, T v\rangle & =\int_{[m(T),+\infty)} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle=\int_{(-h,+\infty)} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle \geqslant-h\|v\|^{2} \\
& \geqslant-\frac{\varepsilon m(S)}{2 m(S)+\varepsilon}\|v\|^{2}
\end{aligned}
$$

which can be re-written equivalently as

$$
\langle v, T v\rangle+\frac{\varepsilon}{2}\|v\|^{2} \geqslant \frac{\varepsilon^{2}}{4} \frac{1}{m(S)+\frac{1}{2} \varepsilon}\|v\|^{2}
$$

The last inequality implies

$$
\langle v, T v\rangle+\frac{\varepsilon}{2}\|v\|^{2} \geqslant \frac{\varepsilon^{2}}{4}\left\langle v,\left(S_{F}+\frac{1}{2} \varepsilon\right)^{-1} v\right\rangle
$$

If $g$ is the vector in $\left.E^{\left(S_{T}\right)}(-\infty,-\varepsilon]\right) \mathcal{H} \cap \mathcal{D}\left(S_{T}\right)$ that corresponds to such $v \in V_{\varepsilon}$, by repeating the very same reasoning as in the proof of [51, Theorem 2.15] one sees that the latter condition is equivalent to $\left\langle g, S_{T} g\right\rangle \geqslant-\frac{\varepsilon}{2}\|g\|^{2}$. However, this last finding is not compatible with the fact that

$$
\left\langle g, S_{T} g\right\rangle=\int_{\left[m\left(S_{T}\right),+\infty\right)} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle=\int_{\left[m\left(S_{T}\right),-\varepsilon\right)} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle \leqslant-\varepsilon\|g\|^{2},
$$

whence the contradiction. This completes the proof of the equivalence of the considered condition for $\sigma_{-}\left(S_{T}\right)$ and $\sigma_{-}(T)$. When such a condition holds and the eigenvalues are labelled as in the statement of the theorem, obviously $\lambda_{1}=m\left(S_{T}\right) \leqslant m(T)=t_{1}$ (by (2.2.2)), while the fact that $\lambda_{k} \leqslant t_{k}$ for $k=1,2, \ldots$ is a consequence of the min-max principle for the self-adjoint operators $S_{T}$ and $T$, owing to the fact (Theorem 2.2.3) that $S_{T} \leqslant T$.

Proof of Corollary 2.3.10. Owing to Theorem 2.3.9,

$$
\sigma_{-}\left(S_{T}\right)=\left\{\text { eigenvalues } \lambda_{1} \leqslant \cdots \leqslant \lambda_{N}<0\right\} \quad \text { for some } N \in \mathbb{N}
$$

is equivalent to

$$
\sigma_{-}(T)=\left\{\text { eigenvalues } t_{1} \leqslant \cdots \leqslant t_{M}<0\right\} \quad \text { for some } M \in \mathbb{N}
$$

and when this is the case $\lambda_{1}=m\left(S_{T}\right) \leqslant m(T)=t_{1}$. If $M>N$, then $\exists v \in\left(E^{(T)}([m(T),-\varepsilon]) \overline{\mathcal{D}(T)}\right) \cap$ $\left(E^{\left(S_{T}\right)}\left(\left[m\left(S_{T}\right), 0\right)\right) \mathcal{H}\right)^{\perp}, v \neq 0$, for some $\varepsilon>0$ (in fact, $\forall \varepsilon \in\left(0,\left|t_{M}\right|\right)$ ), as a consequence of Lemma 2.3.13. Moreover, $v \in \mathcal{D}(T)$ because

$$
\int_{[m(T),+\infty)} t^{2}\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle=\int_{[m(T),-\varepsilon]} t^{2}\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle<+\infty
$$

whence also $v \in \mathcal{D}\left[S_{T}\right]$ with $S_{T}[v]=\langle v, T v\rangle$, owing to (2.2.6). As a consequence of this and of (2.3.4),

$$
0>\underset{[m(T),-\varepsilon]}{ } t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle \underset{[m(T),+\infty)}{ } t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle \geqslant \int_{\left[m\left(S_{T}\right), 0\right)} \lambda\left\langle v, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) v\right\rangle=0,
$$

a contradiction. If instead $M<N$, let us use the fact that for some $\varepsilon>0$ (in fact $\forall \varepsilon \in\left(0,\left|\lambda_{N}\right|\right)$ ) Lemma 2.3.14 applied to the space $V_{\varepsilon}$ introduced in the proof of Theorem 2.3 .9 yields $\operatorname{dim} V_{\varepsilon} \geqslant$ $N$ : then, owing to Lemma 2.3.13, $\exists v \in V_{\varepsilon} \cap\left(E^{(T)}([m(T), 0)) \overline{\mathcal{D}(T)}\right)^{\perp}, v \neq 0$. In turn, as already observed in the proof of Theorem 2.3.9, this $v$ identifies uniquely a non-zero element $g \in$ $E^{\left(S_{T}\right)}\left(\left[m\left(S_{T}\right),-\varepsilon\right]\right) \mathcal{H} \subset \mathcal{D}\left(S_{T}\right)$ for which $g-v \in \mathcal{D}\left(S_{F}\right)$. For such $g$ and $v$, (2.2.6) yields $\left\langle g, S_{T} g\right\rangle \geqslant$ $\langle v, T v\rangle$. With these findings,

$$
\begin{aligned}
& 0>\int_{\left[m\left(S_{T}\right),-\varepsilon\right]} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle=\int_{\left[m\left(S_{T}\right),+\infty\right)} \lambda\left\langle g, \mathrm{~d} E^{\left(S_{T}\right)}(\lambda) g\right\rangle=\left\langle g, S_{T} g\right\rangle \\
& \geqslant\langle v, T v\rangle \underset{[m(T),+\infty)}{=} t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle \geqslant \underset{[m(T), 0)}{ } t\left\langle v, \mathrm{~d} E^{(T)}(t) v\right\rangle=0,
\end{aligned}
$$

another contradiction. Thus, the conclusion is necessarily $M=N$.
Proof of Corollary 2.3.12. In either case (i) and (ii) the extension parameter $T$ is self-adjoint on a finite-dimensional space, therefore its spectrum only consists of a finite number of (finite-dimensional) eigenvalues. This is true in particular for the negative spectrum of $T$. Then the conclusion follows from Corollary 2.3.10.

### 2.4 Resolvents of self-adjoint extensions

We turn now to the discussion of the structure of the resolvent of self-adjoint extensions.
In fact, this is a context in which the theory of boundary triplets (the modern theory that has "incorporated" the original KVB results, as it is briefly discussed in the Introduction) has deepest results, including the appropriate abstract language to reproduce in full generality the celebrated Kreĭn-Naimark resolvent formula - see, e.g., the comprehensive overview in [104, Chapter 14]. Here we content ourselves to discuss some direct applications of the KVB theory. We thus derive the formula of the inverse of an invertible extension in terms of its KVB extension parameter and of the "canonical" Friedrichs extension (Theorem 2.4.1), and from it we derive resolvent formulas (Corollary 2.4.2 and Theorem 2.4.4) originally established, in implicit form, by Krĕ̆n [74, Theorem 20].
Theorem 2.4.1 (Resolvent formula for invertible extensions). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$. Let, in terms of the decomposition and parametrisation (2.2.1) of Theorem 2.2.1, $S_{T}$ be a generic self-adjoint extension of $S$ and $P_{T}$ : $\mathcal{H} \rightarrow \mathcal{H}$ be the orthogonal projection onto $\overline{\mathcal{D}(T)}$. If $S_{T}$ is invertible on the whole $\mathcal{H}$, then $T$ is invertible on the whole $\overline{\mathcal{D}(T)}$ and

$$
\begin{equation*}
S_{T}^{-1}=S_{F}^{-1}+P_{T} T^{-1} P_{T} \tag{2.4.1}
\end{equation*}
$$

Proof. The invertibility (with everywhere defined inverse) of $T$ is guaranteed by Theorem 2.3.1(iii). Thus, (2.4.1) is an identity between bounded self-adjoint operators (their boundedness following by the inverse mapping theorem). For a generic $h \in \mathcal{H}=\operatorname{ran} S_{T}$ one has $h=S_{T} g$ for some $g=f+S_{F}^{-1}(T v+w)+v=F+v$, where $f \in \mathcal{D}(\bar{S}), v \in \mathcal{D}(T), w=\operatorname{ker} S^{*} \cap \mathcal{D}(T)$ (Theorem 2.2.1), and hence $F \in \mathcal{D}\left(S_{F}\right)$ (Remark 2.1.3). Then

$$
\left\langle h, S_{T}^{-1} h\right\rangle=\left\langle g, S_{T} g\right\rangle=\left\langle F, S_{F} F\right\rangle+\langle v, T v\rangle
$$

On the other hand

$$
\left\langle F, S_{F} F\right\rangle=\left\langle S_{F} F, S_{F}^{-1} S_{F} F\right\rangle=\left\langle S_{T} g, S_{F}^{-1} S_{T} g\right\rangle=\left\langle h, S_{F}^{-1} h\right\rangle
$$

and

$$
\langle v, T v\rangle=\left\langle T v, T^{-1} T v\right\rangle=\left\langle P_{T} S_{T} g, T^{-1} P_{T} S_{T} g\right\rangle=\left\langle h, P_{T} T^{-1} P_{T} h\right\rangle
$$

whence the conclusion $\left\langle h, S_{T}^{-1} h\right\rangle=\left\langle h, S_{F}^{-1} h\right\rangle+\left\langle h, P_{T} T^{-1} P_{T} h\right\rangle$.
Corollary 2.4.2. Let $\widetilde{S}$ be a self-adjoint extension of $S$ and let $z<m(S)$ be such that $\widetilde{S}-z \mathbb{1}$ is invertible on the whole $\mathcal{H}$ (for example a semi-bounded extension $\widetilde{S}$ and a real number $z<m(\widetilde{S})$ ). Let $T(z)$ be the extension parameter, in the sense of the KVB parametrisation (2.2.1) of Theorem 2.2.1, of the operator $\widetilde{S}-z \mathbb{1}$ considered as a self-adjoint extension of the densely defined and bottompositive symmetric operator $S(z):=S-z \mathbb{1}$. Correspondingly, let $P(z)$ be the orthogonal projection onto $\overline{\mathcal{D}(T(z))}$. Then

$$
\begin{equation*}
(\widetilde{S}-z \mathbb{1})^{-1}=\left(S_{F}-z \mathbb{1}\right)^{-1}+P(z) T(z)^{-1} P(z) \tag{2.4.2}
\end{equation*}
$$

Proof. Since $m(S(z))=m(S)-z>0$, the assumptions of Theorem 2.4.1 are matched and (2.4.1) takes the form (2.4.2) owing to the fact that the Friedrichs extension of $S(z)$ is precisely $S_{F}-z \mathbb{1}$ (Theorem 1.3.2(vii)).

Remark 2.4.3. Formula (2.4.2), in particular, shows that the resolvent difference $(\widetilde{S}-z \mathbb{1})^{-1}-\left(S_{F}-\right.$ $z \mathbb{1})^{-1}$ has non-zero matrix elements only on a suitable subspace of $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$. (The dependence on $z$ of the term $P(z) T(z)^{-1} P(z)$ remains here somewhat implicit, although of course $T(z)$ and $P(z)$ are unambiguously and constructively well defined in terms of the given $\widetilde{S}-z \mathbb{1}$, as described in Proposition 2.2.6.)

Let us now make (2.4.2) more explicit by reproducing a Kreĭn-like resolvent formula (see, e.g., [4, Theorems A.2-A.3]).

Theorem 2.4.4 (Kreĭn's resolvent formula for deficiency index $=1$ ). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ with positive bottom $(m(S)>0)$ and with deficiency index $\operatorname{dim} \operatorname{ker} S^{*}=1$. Let $\widetilde{S}$ be a self-adjoint extension of $S$ other than the Friedrichs extension $S_{F}$. Let $v \in \operatorname{ker} S^{*} \backslash\{0\}$ and for each $z \in(-\infty, m(S)) \cap \rho(\widetilde{S})$ set

$$
\begin{equation*}
v(z):=v+z\left(S_{F}-z \mathbb{1}\right)^{-1} v . \tag{2.4.3}
\end{equation*}
$$

Then there exists an analytic function $\beta:(-\infty, m(S)) \cap \rho(\widetilde{S}) \rightarrow \mathbb{R}$, with $\beta(z) \neq 0$, such that

$$
\begin{equation*}
(\widetilde{S}-z \mathbb{1})^{-1}=\left(S_{F}-z \mathbb{1}\right)^{-1}+\beta(z)|v(z)\rangle\langle v(z)| . \tag{2.4.4}
\end{equation*}
$$

$\beta(z), v(z)$, and (2.4.4) admit an analytic continuation to $\rho\left(S_{F}\right) \cap \rho(\widetilde{S})$.
Proof. Because of the constance of the deficiency index, $\operatorname{dim} \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)=\operatorname{dim} \operatorname{ker} S^{*}=1 . \widetilde{S}$ is semi-bounded (Corollary 2.3.4). Since $z<m(\widetilde{S}), \widetilde{S}-z \mathbb{1}$ is a bottom-positive self-adjoint extension of the densely defined and bottom-positive symmetric operator $S(z):=S-z \mathbb{1}$. Its extension parameter $T(z)$, in the sense of the KVB parametrisation, is the bottom-positive self-adjoint operator $T(z)$ on the space $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ which acts as the multiplication by a positive number $t(z)$. (The positivity of the bottom of $T(z)$ follows from $m(T(z)) \geqslant m(\widetilde{S}-z \mathbb{1})>0$, Theorem 2.3.3.) Clearly, $v(z) \in$ $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$. Moreover, $v(z) \neq 0$ for each admissible $z$ : this is obviously true if $z=0$, and if it was not true for $z \neq 0$, then $z\left(S_{F}-z \mathbb{1}\right)^{-1} v=-v \neq 0$, which would contradict $\mathcal{D}\left(S_{F}-z \mathbb{1}\right) \cap \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)=\{0\}$ (Remark 2.1.3, formula (2.1.7)). Thus, $v(z)$ spans $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ and $P_{T}:=\|v(z)\|^{-2}|v(z)\rangle\langle v(z)|:$ $\mathcal{H} \rightarrow \mathcal{H}$ is the orthogonal projection onto $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$. In this case, the resolvent formula (2.4.2) takes precisely the form (2.4.4) where $\beta(z):=\|v(z)\|^{-4} t(z)^{-1}$. Being a product of positive quantities,
$\beta(z)>0$. Moreover, $z \mapsto(\widetilde{S}-z \mathbb{1})^{-1}$ and $z \mapsto\left(S_{F}-z \mathbb{1}\right)^{-1}$ are analytic operator-valued functions on the whole $\rho\left(S_{F}\right) \cap \rho(\widetilde{S})$ (because of the analyticity of resolvents) and so is the vector-valued function $z \mapsto v(z)$ (because of the construction (2.4.3)). Therefore, taking the expectation of both sides of (2.4.4) on $v(\widetilde{S})$ shows at once that $z \mapsto \beta(z)$ is analytic on $\rho\left(S_{F}\right) \cap \rho(\widetilde{S})$, and real analytic on $(-\infty, m(S)) \cap \rho(\widetilde{S})$.

### 2.5 Examples

### 2.5.1 "Free quantum particle" on half-line

On the Hilbert space $\mathcal{H}=L^{2}[0,+\infty)$ one considers the densely defined symmetric operator

$$
\begin{equation*}
S=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mathbb{1}, \quad \mathcal{D}(S)=C_{0}^{\infty}(0,+\infty) \tag{2.5.1}
\end{equation*}
$$

$S$ has bottom $m(S)=1$. One has

$$
\left.\begin{array}{rl}
S^{*} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mathbb{1} \\
\mathcal{D}\left(S^{*}\right) & =H^{2}(0,+\infty)=\left\{f \in L^{2}[0+\infty) \left\lvert\, \begin{array}{c}
f, f^{\prime} \in A C[0,+\infty) \\
f^{\prime \prime} \in L^{2}[0,+\infty)
\end{array}\right.\right. \tag{2.5.2}
\end{array}\right\},
$$

thus all the extensions of $S$ act as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mathbb{1}$ on suitable restrictions of $H^{2}(0,+\infty)$. In particular,

$$
\begin{equation*}
\mathcal{D}(\bar{S})=H_{0}^{2}(0,+\infty)=\left\{f \in H^{2}(0,+\infty) \mid f(0)=0, f^{\prime}(0)=0\right\} \tag{2.5.3}
\end{equation*}
$$

and the Friedrichs extension of $S$ has domain

$$
\begin{equation*}
\mathcal{D}\left(S_{F}\right)=H^{2}(0,+\infty) \cap H_{0}^{1}(0,+\infty)=\left\{f \in H^{2}(0,+\infty) \mid f(0)=0\right\} \tag{2.5.4}
\end{equation*}
$$

that is, $\mathcal{D}\left(S^{*}\right)$ with Dirichlet boundary condition at the origin.
Applying von Neumann's theory one finds (see, e.g., [55, Chapter 6.2]) that the self-adjoint extensions of $S$ constitute the family $\left\{S_{\nu} \left\lvert\, \nu \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right]\right.\right\}$, where each $S_{\nu}$ acts as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mathbb{1}$ on the domain

$$
\begin{equation*}
\mathcal{D}\left(S_{\nu}\right)=\left\{g \in H^{2}(0,+\infty) \mid g(0) \sin \nu=g^{\prime}(0) \cos \nu\right\} \tag{2.5.5}
\end{equation*}
$$

By inspection one sees that the Friedrichs extension of $S$ is $S_{\pi / 2}$.
In order to apply the KVB theory, one needs to identify $\operatorname{ker} S^{*}$ and $S_{F}^{-1}$. One easily finds

$$
\begin{equation*}
\operatorname{ker} S^{*}=\operatorname{Span}\left\{e^{-x}\right\} \tag{2.5.6}
\end{equation*}
$$

All self-adjoint extensions of $S$ are therefore semi-bounded (Corollary 2.3.4). One also finds that the integral kernel of $S_{F}^{-1}$ is

$$
\begin{equation*}
S_{F}^{-1}(x, y)=\frac{1}{2}\left(e^{-|x-y|}-e^{-(x+y)}\right) \tag{2.5.7}
\end{equation*}
$$

(see, e.g., [55, Chapter 6.2]). In fact, since $S_{F}^{-1}$ only enters the formulas as acting on $\operatorname{ker} S^{*}$, instead of (2.5.7) one can rather limit oneself to the problem

$$
\left\{\begin{array}{l}
-\eta^{\prime \prime}(x)+\eta(x)=e^{-x}, \quad x \in[0,+\infty) \\
\eta(0)=0
\end{array}\right.
$$

whose only solution in $L^{2}[0,+\infty)$ is $\eta(x)=\frac{1}{2} x e^{-x}$. Thus, for fixed $a \in \mathbb{C}$,

$$
\begin{equation*}
S_{F}^{-1}\left(a e^{-x}\right)=\frac{a}{2} x e^{-x} \tag{2.5.8}
\end{equation*}
$$

According to Theorem 2.2.1, the self-adjoint extensions of $S$ are operators of the form $S_{T}$ where $T$ is a self-adjoint operator on subspaces of $\operatorname{ker} S^{*}=\operatorname{Span}\left\{e^{-x}\right\}$, precisely the zero-dimensional subspace $\{0\}$ or the whole $\operatorname{Span}\left\{e^{-x}\right\}$. In the former case $S_{T}=S_{F}$ (Proposition 2.2.4). In the latter, each such $T$ acts as the multiplication $T_{\beta}: e^{-x} \mapsto \beta e^{-x}$ by a fixed $\beta \in \mathbb{R}, \mathcal{D}\left(T_{\beta}\right)=\operatorname{Span}\left\{e^{-x}\right\}=$ $\operatorname{ker} S^{*}$, and $\operatorname{ker} S^{*} \cap \mathcal{D}\left(T_{\beta}\right)^{\perp}=\{0\}$ : by (2.2.1) and (2.5.8), the corresponding self-adjoint extension $S_{\beta} \equiv S_{T_{\beta}}$ of $S$ acts as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\mathbb{1}$ on the domain

$$
\begin{align*}
\mathcal{D}\left(S_{\beta}\right) & =\left\{g=f+S_{F}^{-1}\left(\beta a e^{-x}\right)+a e^{-x} \left\lvert\, \begin{array}{c}
f \in H_{0}^{2}(0,+\infty) \\
a \in \mathbb{C}
\end{array}\right.\right\} \\
& =\left\{g \left\lvert\, \begin{array}{c}
g(x)=f(x)+a\left(\frac{1}{2} \beta x+1\right) e^{-x} \\
x \in[0,1], f \in H_{0}^{2}(0,+\infty), a \in \mathbb{C}
\end{array}\right.\right\} \tag{2.5.9}
\end{align*}
$$

Observing that $g(0)=a$ and $g^{\prime}(0)=a\left(\frac{1}{2} \beta-1\right)$ for any $g \in \mathcal{D}\left(S_{\beta}\right)$, (2.5.9) can be re-written as

$$
\begin{equation*}
\mathcal{D}\left(S_{\beta}\right)=\left\{g \in H^{2}(0,+\infty) \left\lvert\, g^{\prime}(0)=\left(\frac{\beta}{2}-1\right) g(0)\right.\right\} \tag{2.5.10}
\end{equation*}
$$

Comparing (2.5.10) with (2.5.5) above, we see that $S_{\beta}$ is the extension $S_{\nu}$ of von Neumann's parametrisation with

$$
\begin{equation*}
\beta / 2-1=\tan \nu \tag{2.5.11}
\end{equation*}
$$

which includes the Friedrichs extension $\left(\nu=\frac{\pi}{2}\right)$ if one let $\beta=+\infty$.
The same analysis can be equivalently performed in terms of the quadratic forms of the selfadjoint extensions of $S$, following Theorem 2.2.3 (which applies to this example since all extensions are semi-bounded). The reference form is the Friedrichs one, that is,

$$
\begin{align*}
& \mathcal{D}\left[S_{F}\right]=H_{0}^{1}(0,+\infty)=\left\{f \in H^{1}[0,+\infty) \mid f(0)=0\right\} \\
& S_{F}\left[F_{1}, F_{2}\right]=\int_{0}^{+\infty} \overline{F_{1}^{\prime}(x)} F_{2}^{\prime}(x) \mathrm{d} x+\int_{0}^{+\infty} \overline{F_{1}(x)} F_{2}(x) \mathrm{d} x \tag{2.5.12}
\end{align*}
$$

as one deduces from (2.5.4). Owing to (2.2.6), the form domain of any other extension is obtained by taking the direct sum of $\mathcal{D}\left[S_{T}\right]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[T]$ where $T \equiv T_{\beta}=$ the multiplication by a real $\beta$ on $\mathcal{D}(T)=\operatorname{Span}\left\{e^{-x}\right\}=\mathcal{D}[T]$. Then (2.2.6) and (2.5.12) yield

$$
\begin{align*}
& \quad \mathcal{D}\left[S_{\beta}\right]=H_{0}^{1}(0,+\infty)+\operatorname{Span}\left\{e^{-x}\right\}=H^{1}(0,+\infty) \\
& S_{\beta}\left[g_{1}, g_{2}\right]=S_{\beta}\left[F_{1}+a_{1} e^{-x}, F_{2}+a_{2} e^{-x}\right] \\
& =\int_{0}^{+\infty} \overline{F_{1}^{\prime}(x)} F_{2}^{\prime}(x) \mathrm{d} x+\int_{0}^{+\infty} \overline{F_{1}(x)} F_{2}(x) \mathrm{d} x+\frac{\beta}{2} \overline{a_{1}} a_{2}  \tag{2.5.13}\\
& = \\
& \int_{0}^{+\infty} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x+\int_{0}^{+\infty} \overline{g_{1}(x)} g_{2}(x) \mathrm{d} x+\left(\frac{\beta}{2}-1\right) \overline{g_{1}(0)} g_{2}(0)
\end{align*}
$$

Going backwards from this (closed and semi-bounded) form to the uniquely associated self-adjoint operator, a straightforward exercise would yield the domain $\mathcal{D}\left(S_{\beta}\right)$ already determined by (2.5.10).

Concerning the bottom and the negative spectrum of a generic extension $S_{\beta}$, one has $m\left(T_{\beta}\right)=\beta$ and $\sigma\left(T_{\beta}\right)=\{\beta\}$, therefore Theorem 2.2 .2 gives

$$
\begin{align*}
m\left(S_{\beta}\right) & \leqslant \min \{1, \beta\} \\
\frac{\beta}{1+\beta} \leqslant m\left(S_{\beta}\right) \leqslant \min \{1, \beta\} & \text { if } \beta>-1 \tag{2.5.14}
\end{align*}
$$

and Corollary 2.3.10 implies that $\sigma_{-}\left(S_{\beta}\right)$ consists of one single eigenvalue whenever $\beta<0$. The explicit spectral analysis of $S_{\beta}$ gives $\sigma_{-}\left(S_{\beta}\right)=\emptyset$ if $\beta \geqslant 2$ and $\left.\sigma_{-}\left(S_{\beta}\right)=\left\{1-(\beta / 2-1)^{2}\right)\right\}$ if $\beta<2$ with normalised eigenfunction $g_{\beta}(x)=\sqrt{2-\beta} e^{-(1-\beta / 2) x}$, whence

$$
m\left(S_{\beta}\right)=\left\{\begin{array}{cc}
1 & \beta \geqslant 2  \tag{2.5.15}\\
1-(\beta / 2-1)^{2} & \beta<2
\end{array}\right.
$$

We thus see that the bounds (2.5.14) are consistent with the "exact result" (2.5.15) (and that there are extensions other than the Friedrichs one whose bottom coincide with that of $S$ ).

As for the resolvents, for $z>0$ one sees that $e^{-z x} \in \operatorname{ker}\left(S^{*}+\left(z^{2}-1\right) \mathbb{1}\right)$ and by means of the formula ([55, Chapter 6.2])

$$
\begin{equation*}
\left(S_{F}+\left(z^{2}-1\right) \mathbb{1}\right)^{-1}(x, y)=\frac{1}{2 z}\left(e^{-z|x-y|}-e^{-z(x+y)}\right) \quad(z>0) \tag{2.5.16}
\end{equation*}
$$

one finds

$$
\begin{align*}
& \left(S_{\beta}+\left(z^{2}-1\right) \mathbb{1}\right)^{-1}= \\
& \quad=\left(S_{F}+\left(z^{2}-1\right) \mathbb{1}\right)^{-1}+\frac{1}{(\beta / 2-1)+z}\left|e^{-z x}\right\rangle\left\langle e^{-z x}\right|, \quad z>0 \tag{2.5.17}
\end{align*}
$$

for $z>0$ and $z \neq-(\beta / 2-1)$ if $\beta<2$. This is precisely a Krĕn resolvent formula of the type (2.4.4). The corresponding integral kernel is

$$
\begin{equation*}
\left(S_{\beta}+\left(z^{2}-1\right) \mathbb{1}\right)^{-1}(x, y)=\frac{1}{2 z}\left(e^{-z|x-y|}-\frac{\beta / 2-1-z}{\beta / 2-1+z} e^{-z(x+y)}\right) . \tag{2.5.18}
\end{equation*}
$$

This expression can be continued analytically to complex $z$ 's as stated in general in Theorem 2.4.4, see (2.5.23) below.

The shift by a unit constant introduced in the definition (2.5.1) of $S$ guarantees that $S$ has positive bottom. After having determined with (2.5.12)-(2.5.13) the quadratic forms of a generic self-adjoint extension of $S$, one can remove the shift and deduce that the self-adjoint extensions of the operator $S^{\prime}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}, \mathcal{D}\left(S^{\prime}\right)=C_{0}^{\infty}(0,+\infty)$, constitute the family $\left\{S_{\beta}^{\prime} \mid \beta \in(-\infty,+\infty]\right\}$ where for each $\beta \in \mathbb{R}$ the element $S_{\beta}^{\prime}$ is the extension with quadratic form

$$
\begin{align*}
\mathcal{D}\left[S_{\beta}^{\prime}\right] & =H^{1}(0,+\infty) \\
S_{\beta}^{\prime}\left[g_{1}, g_{2}\right] & =\int_{0}^{+\infty} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x+\left(\frac{\beta}{2}-1\right) \overline{g_{1}(0)} g_{2}(0), \tag{2.5.19}
\end{align*}
$$

and hence with

$$
\begin{align*}
\mathcal{D}\left(S_{\beta}^{\prime}\right) & =\left\{g \in H^{2}(0,+\infty) \left\lvert\, g^{\prime}(0)=\left(\frac{\beta}{2}-1\right) g(0)\right.\right\}  \tag{2.5.20}\\
S_{\beta}^{\prime} g & =-g^{\prime \prime}
\end{align*}
$$

whereas for $\beta=\infty$ one has the Friedrichs extensions

$$
\begin{align*}
\mathcal{D}\left[S_{F}^{\prime}\right]=H_{0}^{1}(0,+\infty), \quad S_{\beta}^{\prime}\left[g_{1}, g_{2}\right]=\int_{0}^{+\infty} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x  \tag{2.5.21}\\
\mathcal{D}\left(S_{F}^{\prime}\right)=H^{2}(0,+\infty) \cap H_{0}^{1}(0,+\infty), \quad S_{F}^{\prime} f=-f^{\prime \prime}
\end{align*}
$$

Similarly, one deduces from (2.5.18)

$$
\begin{equation*}
\left(S_{\beta}^{\prime}+z^{2} \mathbb{1}\right)^{-1}(x, y)=\frac{1}{2 z}\left(e^{-z|x-y|}-\frac{\beta / 2-1-z}{\beta / 2-1+z} e^{-z(x+y)}\right) \tag{2.5.22}
\end{equation*}
$$

for $z>0$ and $z \neq-(\beta / 2-1)$ if $\beta<2$. This expression admits the analytic continuation

$$
\begin{equation*}
\left(S_{\beta}^{\prime}-k^{2} \mathbb{1}\right)^{-1}(x, y)=\frac{\mathrm{i}}{2 k}\left(e^{\mathrm{i} k|x-y|}-\frac{(\beta / 2-1)+\mathrm{i} k}{(\beta / 2-1)-\mathrm{i} k} e^{\mathrm{i} k(x+y)}\right) \tag{2.5.23}
\end{equation*}
$$

for $k \in \mathbb{C}$ with $\mathfrak{I m} k>0$ and $k \neq-\mathrm{i}(\beta / 2-1)$ if $\beta<2$, that is, the operator-valued map $\mathbb{C} \ni k^{2} \mapsto$ $\left(S_{\beta}^{\prime}-k^{2} \mathbb{1}\right)^{-1}$ is holomorphic.

### 2.5.2 "Free quantum particle" on an interval

On the Hilbert space $\mathcal{H}=L^{2}[0,1]$ one considers the densely defined symmetric operator

$$
\begin{equation*}
S=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}, \quad \mathcal{D}(S)=C_{0}^{\infty}(0,1) \tag{2.5.24}
\end{equation*}
$$

The positivity of the bottom of $S$ can be seen by applying twice (to $f, f^{\prime}$ and to $f^{\prime}, f^{\prime \prime}$ ) Poincarés inequality

$$
\int_{0}^{1}\left|f^{\prime}(x)\right|^{2} \mathrm{~d} x \geqslant \pi^{2} \int_{0}^{1}|f(x)|^{2} \mathrm{~d} x \quad \forall f \in C_{0}^{\infty}(0,1)
$$

thus obtaining

$$
\begin{equation*}
m(S)=\pi^{2} \tag{2.5.25}
\end{equation*}
$$

One has

$$
\begin{align*}
S^{*} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}} \\
\mathcal{D}\left(S^{*}\right) & =H^{2}(0,1)=\left\{f \in L^{2}[0,1] \left\lvert\, \begin{array}{c}
f, f^{\prime} \in A C[0,1] \\
f^{\prime \prime} \in L^{2}[0,1]
\end{array}\right.\right\} \tag{2.5.26}
\end{align*}
$$

thus all the extensions of $S$ act as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ on suitable restrictions of $H^{2}(0,1)$. In particular,

$$
\mathcal{D}(\bar{S})=H_{0}^{2}(0,1)=\left\{f \in H^{2}(0,1) \left\lvert\, \begin{array}{c}
f(0)=0=f(1)  \tag{2.5.27}\\
f^{\prime}(0)=0=f^{\prime}(1)
\end{array}\right.\right\}
$$

and the Friedrichs extension of $S$ has domain

$$
\begin{equation*}
\mathcal{D}\left(S_{F}\right)=H^{2}(0,1) \cap H_{0}^{1}(0,1)=\left\{f \in H^{2}(0,1) \mid f(0)=0=f(1)\right\} \tag{2.5.28}
\end{equation*}
$$

that is, $S_{F}$ is the negative Laplacian with Dirichlet boundary conditions. Considering its spectrum, $\sigma\left(S_{F}\right)=\left\{n^{2} \pi^{2} \mid n \in \mathbb{N}\right\}$, one re-obtains (2.5.25) without using Poincaré's inequality.

Applying von Neumann's theory one finds (see, e.g., [55, Chapter 6.2]) that the self-adjoint extensions of $S$ constitute the family $\left\{S_{U} \mid U \in U(2)\right\}$ where each $S_{U}$ acts as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ on the domain

$$
\begin{equation*}
\mathcal{D}\left(S_{U}\right)=\left\{g \in H^{2}(0,1) \left\lvert\,\binom{ g(1)-\mathrm{i} g^{\prime}(1)}{g(0)+\mathrm{i} g^{\prime}(0)}=U\binom{g(1)+\mathrm{i} g^{\prime}(1)}{g(0)-\mathrm{i} g^{\prime}(0)}\right.\right\} . \tag{2.5.29}
\end{equation*}
$$

By inspection one sees that in this case the Friedrichs extension of $S$ is the extension $S_{U}$ indexed by $U=-\mathbb{1}$.

Let us apply now the KVB theory, identifying first of all ker $S^{*}$ and $S_{F}^{-1}$. One has

$$
\begin{equation*}
\operatorname{ker} S^{*}=\operatorname{Span}\{\mathbf{1}, x\} \tag{2.5.30}
\end{equation*}
$$

All self-adjoint extensions of $S$ are therefore semi-bounded (Corollary 2.3.4). As for $S_{F}^{-1}$, all what we need here is its action on $\operatorname{ker} S^{*}$ (the general inversion formula for the problem $S_{F} \eta=h$ with datum $h$ can be found, for instance, in [55, Chapter 6.2]), therefore we consider the problem

$$
\left\{\begin{array}{l}
-\eta^{\prime \prime}(x)=a+b x, \quad x \in[0,1] \\
\eta(0)=0=\eta(1)
\end{array}\right.
$$

for given $a, b \in \mathbb{C}$, whose only solution is $\eta(x)=\left(\frac{a}{2}+\frac{b}{6}\right) x-\frac{a}{2} x^{2}-\frac{b}{6} x^{3}$. Thus,

$$
\begin{equation*}
S_{F}^{-1}(a+b x)=\left(\frac{a}{2}+\frac{b}{6}\right) x-\frac{a}{2} x^{2}-\frac{b}{6} x^{3}, \quad x \in[0,1] \tag{2.5.31}
\end{equation*}
$$

Owing to (2.5.27), (2.5.30), and (2.5.31) above, the decomposition (2.1.6) reads

$$
H^{2}(0,1) \cap H_{0}^{1}(0,1)=H_{0}^{2}(0,1) \dot{+} S_{F}^{-1} \operatorname{Span}\{\mathbf{1}, x\}
$$

i.e., any $F \in H^{2}(0,1) \cap H_{0}^{1}(0,1)$ determines uniquely $f \in H_{0}^{2}(0,1)$ and $a, b \in \mathbb{C}$ such that $F(x)=$ $f(x)+\left(\frac{a}{2}+\frac{b}{6}\right) x-\frac{a}{2} x^{2}-\frac{b}{6} x^{3}$. Explicitly,

$$
F(x)=f(x)+F^{\prime}(0) x-\left(2 F^{\prime}(0)+F^{\prime}(1)\right) x^{2}+\left(F^{\prime}(0)+F^{\prime}(1)\right) x^{3}
$$

Analogously, the decomposition (2.1.4) reads

$$
H^{2}(0,1)=H^{2}(0,1) \cap H_{0}^{1}(0,1)+\operatorname{Span}\{\mathbf{1}, x\}
$$

that is, any $g \in H^{2}(0,1)$ can be written as

$$
g(x)=F(x)+g(0)+(g(1)-g(0)) x
$$

for a unique $F \in H^{2}(0,1) \cap H_{0}^{1}(0,1)$.
According to Theorem 2.2.1, the self-adjoint extensions of $S$ are operators of the form $S_{T}$ where $T$ is a self-adjoint operator on subspaces of $\operatorname{ker} S^{*}=\operatorname{Span}\{\mathbf{1}, x\}$, precisely

- the zero-dimensional subspace $\{0\}$, in which case $S_{T}=S_{F}$ (Proposition 2.2.4)
- or the one-dimensional subspaces $\operatorname{Span}\{\mathbf{1}\}$ or $\operatorname{Span}\{a \mathbf{1}+x\}, a \in \mathbb{C}$, in which case $T$ acts as the multiplication by a real number,
- or the whole two-dimensional space $\operatorname{Span}\{\mathbf{1}, x\} \cong \mathbb{C}^{2}$, in which case $T$ acts as the multiplication by a hermitian matrix.

For concreteness, let us work out in detail the case of the one-dimensional space $\operatorname{Span}\{\mathbf{1}\}$ and of the self-adjoint operator $T_{\beta}$ on it, defined by $T_{\beta} \mathbf{1}:=\beta \mathbf{1}$ for fixed $\beta \in \mathbb{R}$. In this case $\mathcal{D}\left(T_{\beta}\right)=\operatorname{Span}\{\mathbf{1}\}$ and $\operatorname{ker} S^{*} \cap \mathcal{D}\left(T_{\beta}\right)^{\perp}=\operatorname{Span}\{2 x-\mathbf{1}\}$ : therefore, according to (2.2.1), the corresponding self-adjoint extension $S_{\beta} \equiv S_{T_{\beta}}$ of $S$ acts as $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ on the domain

$$
\mathcal{D}\left(S_{\beta}\right)=\left\{\begin{array}{l|l}
g=f+S_{F}^{-1}(\beta \gamma \mathbf{1}+\delta(2 x-\mathbf{1}))+\gamma \mathbf{1} & \begin{array}{c}
f \in H_{0}^{2}(0,1) \\
\gamma, \delta \in \mathbb{C}
\end{array}
\end{array}\right\}
$$

By means of (2.5.31) (upon renaming the coefficients $\gamma, \delta$ ), this is re-written as

$$
\mathcal{D}\left(S_{\beta}\right)=\left\{g \left\lvert\, \begin{array}{c}
g(x)=f(x)+2 \gamma+(\beta \gamma-\delta) x-(\beta \gamma-3 \delta) x^{2}-2 \delta x^{3}  \tag{2.5.32}\\
x \in[0,1], \quad f \in H_{0}^{2}(0,1), \quad \gamma, \delta \in \mathbb{C}
\end{array}\right.\right\}
$$

which in turn, observing that $g(0)=2 \gamma=g(1)$ and $g^{\prime}(0)-g^{\prime}(1)=2 \beta \gamma$ for any $g \in \mathcal{D}\left(S_{\beta}\right)$, can be further re-written as

$$
\mathcal{D}\left(S_{\beta}\right)=\left\{g \in H^{2}(0,1) \left\lvert\, \begin{array}{c}
g(0)=g(1)  \tag{2.5.33}\\
g^{\prime}(0)-g^{\prime}(1)=\beta g(0)
\end{array}\right.\right\}
$$

The special case $\beta=0$ corresponds to the self-adjoint extension with periodic boundary conditions: in the parametrisation (2.5.29) of von Neumann's theory, this is the extension $S_{U}$ with $U=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Concerning the bottom of the extensions of the form $S_{\beta}$, clearly $m\left(T_{\beta}\right)=\beta$, thus Theorem 2.2.2 gives

$$
\begin{align*}
m\left(S_{\beta}\right) \leqslant \min \left\{\pi^{2}, \beta\right\} & \forall \beta \in \mathbb{R} \\
\frac{\beta \pi^{2}}{\beta+\pi^{2}} \leqslant m\left(S_{\beta}\right) \leqslant \min \left\{\pi^{2}, \beta\right\} & \text { if } \beta>-\pi^{2} \tag{2.5.34}
\end{align*}
$$

This is consistent with the explicit knowledge of $\sigma\left(S_{\beta}\right)$ : for example $\sigma\left(S_{\beta=0}\right)=\left\{4 \pi^{2} n^{2} \mid n \in \mathbb{Z}\right\}$, whence indeed $m\left(S_{\beta=0}\right)=0$. Moreover, since $\sigma\left(T_{\beta}\right)=\{\beta\}$ (simple eigenvalue), Corollary 2.3.10 implies that $\sigma_{-}\left(S_{\beta}\right)$ consists of one single eigenvalue whenever $\beta<0$.

All other cases of the above list can be discussed analogously: along the same line, (2.2.1) and (2.5.31) produce each time an expression like (2.5.32) for $\mathcal{D}\left(S_{T}\right)$ that can be then cast in the form (2.5.33). For completeness, we give here the summary of all possible conditions of self-adjointness. The family of all self-adjoint extension of $S$ is described by the following four families of boundary conditions:

$$
\begin{gather*}
g^{\prime}(0)=b_{1} g(0)+c g(1), \quad g^{\prime}(1)=-\bar{c} g(0)-b_{2} g(1),  \tag{2.5.35}\\
g^{\prime}(0)=b_{1} g(0)+\bar{c} g^{\prime}(1), \quad g(1)=c g(0)  \tag{2.5.36}\\
g^{\prime}(1)=-b_{1} g(1), \quad g(0)=0  \tag{2.5.37}\\
g(0)=0=g(1) \tag{2.5.38}
\end{gather*}
$$

where $c \in \mathbb{C}$ and $b_{1}, b_{2} \in \mathbb{R}$ are arbitrary parameters. For each boundary condition, the corresponding extension is the operator $-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ acting on the $H^{2}(0,1)$-functions that satisfy that one boundary condition. For instance, the extension $S_{\beta}$ determined by (2.5.33) correspond to the boundary condition of type (2.5.36) with $c=1$ and $b_{1}=\beta$. In term of the Višik-Birman extension parameter $T$, conditions of type (2.5.35) occur when $\operatorname{dim} \mathcal{D}(T)=2$, conditions of type (2.5.36) or (2.5.37) occur when $\operatorname{dim} \mathcal{D}(T)=1$, and condition (2.5.38) is precisely that occurring when $\operatorname{dim} \mathcal{D}(T)=0$ (Dirichlet boundary conditions, Friedrichs extension). The well-known conditions (2.5.35)-(2.5.38) can be also found by means of boundary triplet techniques: see, e.g., [104, Example 4.10].

The same analysis can be equivalently performed in terms of the quadratic forms of the selfadjoint extensions of $S$, according to Theorem 2.2 .3 (in the present case all extensions are semibounded). The reference form is the Friedrichs one, that is,

$$
\begin{align*}
& \mathcal{D}\left[S_{F}\right]=H_{0}^{1}(0,1)=\left\{f \in L^{2}[0,1] \left\lvert\, \begin{array}{c}
f \in A C[0,1], f^{\prime} \in L^{2}[0,1] \\
f(0)=0=f(1)
\end{array}\right.\right\}  \tag{2.5.39}\\
& S_{F}\left[F_{1}, F_{2}\right]=\int_{0}^{1} \overline{F_{1}^{\prime}(x)} F_{2}^{\prime}(x) \mathrm{d} x \quad \forall F_{1}, F_{2} \in \mathcal{D}\left[S_{F}\right]
\end{align*}
$$

as one deduces from (2.5.28). The property $m\left(S_{F}\right)=\pi^{2}$ reads

$$
\begin{equation*}
\int_{0}^{1}\left|f^{\prime}(x)\right|^{2} \mathrm{~d} x \geqslant \pi^{2} \int_{0}^{1}|f(x)|^{2} \mathrm{~d} x \quad \forall f \in H_{0}^{1}(0,1) \tag{2.5.40}
\end{equation*}
$$

that is, Poincaré's inequality. Owing to (2.2.6), the form domain of each extension is obtained by taking the direct sum of $\mathcal{D}\left[S_{T}\right]=\mathcal{D}\left[S_{F}\right]+\mathcal{D}[T]$ : in the present case $\mathcal{D}[T]=\mathcal{D}(T)$, because of the finiteness of the deficiency index of $S$. For example, in the concrete case worked out above, that is, $T \equiv T_{\beta}=$ multiplication by a real $\beta$ on $\mathcal{D}(T)=\operatorname{Span}\{\mathbf{1}\},(2.2 .6)$ and (2.5.39) yield

$$
\begin{align*}
\mathcal{D}\left[S_{\beta}\right] & =H_{0}^{1}(0,1)+\operatorname{Span}\{\mathbf{1}\}=\left\{g \in H^{1}(0,1) \mid g(0)=g(1)\right\} \\
S_{\beta}\left[g_{1}, g_{2}\right] & =S_{\beta}\left[F_{1}+\gamma_{1} \mathbf{1}, F_{2}+\gamma_{2} \mathbf{1}\right]=\int_{0}^{1} \overline{F_{1}^{\prime}(x)} F_{2}^{\prime}(x) \mathrm{d} x+\beta \overline{\gamma_{1}} \gamma_{2}  \tag{2.5.41}\\
& =\int_{0}^{1} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x+\beta \overline{g_{1}(0)} g_{2}(0) .
\end{align*}
$$

Then, going from this (closed and semi-bounded) form to the uniquely associated self-adjoint operator, a straightforward exercise would yield the domain $\mathcal{D}\left(S_{\beta}\right)$ already determined by (2.5.33).

As for the Kreñ-von Neumann extension $S_{N}$ of $S$, this is the extension $S_{T}$ with $T: \operatorname{ker} S^{*} \rightarrow$ $\operatorname{ker} S^{*}, T v=0 \forall v \in \operatorname{ker} S^{*}$ (Proposition 2.2.4), in which case (2.2.6) and (2.5.39) yield the quadratic form

$$
\begin{align*}
\mathcal{D}\left[S_{N}\right] & =H_{0}^{1}(0,1)+\operatorname{Span}\{\mathbf{1}, x\}=H^{1}(0,1) \\
S_{N}\left[g_{1}, g_{2}\right] & =S_{N}\left[F_{1}+a_{1} \mathbf{1}+b_{1} x, F_{2}+a_{2} \mathbf{1}+b_{2} x\right] \\
& =\int_{0}^{1} \overline{F_{1}^{\prime}(x)} F_{2}^{\prime}(x) \mathrm{d} x  \tag{2.5.42}\\
& =\int_{0}^{1} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x-\left(\overline{g_{1}}(1)-\overline{g_{1}}(0)\right)\left(g_{2}(1)-g_{2}(0)\right) .
\end{align*}
$$

The corresponding $S_{N}$ is either found by determining the self-adjoint operator associated to $S_{N}[\cdot]$ or by applying directly $(2.2 .1)$ to the operator $T$ under consideration:

$$
\begin{align*}
\mathcal{D}\left(S_{N}\right) & =H_{0}^{2}(0,1)+\operatorname{Span}\{\mathbf{1}, x\}  \tag{2.5.43}\\
& =\left\{g \in H^{2}(0,1) \mid g^{\prime}(0)=g^{\prime}(1)=g(1)-g(0)\right\} .
\end{align*}
$$

(The latter boundary condition is of the form (2.5.35) with $b_{1}=b_{2}=-c=1$.) $S_{N}$ has not to be confused with the self-adjoint extension with Neumann boundary conditions $S_{N . b c}$, that is, the operator $S_{N . b c}=\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ with domain

$$
\begin{equation*}
\mathcal{D}\left(S_{N . b c}\right)=\left\{g \in H^{2}(0,1) \mid g^{\prime}(0)=0=g^{\prime}(1)\right\} \tag{2.5.44}
\end{equation*}
$$

and quadratic form

$$
\begin{equation*}
\mathcal{D}\left[S_{N . b c}\right]=H^{1}(0,1), \quad S_{N . b c}\left[g_{1}, g_{2}\right]=\int_{0}^{1} \overline{g_{1}^{\prime}(x)} g_{2}^{\prime}(x) \mathrm{d} x . \tag{2.5.45}
\end{equation*}
$$

Although $S_{N}$ and $S_{N . b c}$ have the same form domain and the same (zero) bottom, $S_{N}$ is the smallest among all positive self-adjoint extensions of $S$ (Theorem 1.3.6(i)) - the inequality $S_{N}[g] \leqslant S_{N . b c}[g]$ (which is strict whenever $g(0) \neq g(1))$ can be also checked explicitly by comparing (2.5.42) with (2.5.45). In fact it is easy to compute explicitly (see, e.g., [5, Example 5.1])

$$
\begin{aligned}
\sigma\left(S_{N}\right) & =\left\{\lambda_{n} \mid n \in \mathbb{N}\right\} \quad \text { with } \quad \lambda_{n}=\left\{\begin{array}{cl}
(n-1)^{2} \pi^{2} & n \text { odd } \\
k_{n / 2}^{2} & n \text { even } \\
\sigma\left(S_{N . b c}\right) & =\left\{(n-1)^{2} \pi^{2} \mid n \in \mathbb{N}\right\}
\end{array}\right.
\end{aligned}
$$

where $k_{j}$ is the unique solution to $\frac{1}{2} k=\tan \left(\frac{1}{2} k\right)$ in $\left(2 \pi(j-1), 2 \pi\left(j-\frac{1}{2}\right)\right)$ (moreover, $k_{j} \rightarrow 2 \pi\left(j-\frac{1}{2}\right)$ as $j \rightarrow+\infty$ ), thus any even eigenvalue of $S_{N}$ is strictly smaller then the corresponding eigenvalue of $S_{N . b c}$.

## Chapter 3

## Symmetries

The role of symmetries in physics is nowadays a central topic in many books. In this Chapter we stay away from very general treatments that wouldn't find here the space they deserve.

Instead we focus on a treatment of symmetries that fit questions related to the rigorous definition of quantum Hamiltonians. In the previous chapters we dealt with the problem of realising formal expressions as self-adjoint operators on Hilbert spaces. In fact, other than the formal expression of the Hamiltonian, physical reasoning often gives some considerations on the symmetry of the system.

Once a formal operator is formally invariant under a certain symmetry, there are several questions that we find naturally to ask: is this symmetry preserved when we realise the formal operator as a self-adjoint operator? In case of positive answer, how many of its self-adjoint realisations preserve the symmetry?

To answer these questions we give a rigorous definitions to these concepts in Section 3.1 and we answer them in Section 3.2.

### 3.1 Compact Symmetry Groups

In the context of quantum mechanics, there are many notions of symmetry, all of them having the same structure. A symmetry is a bijective map that preserves some mathematical structure of the space of the states of a physical system. Different notions of symmetry differ by the mathematical structure they preserve. A first notion of symmetry was proposed in 1951 by Kadison [66] in the language of $C^{*}$-algebras. Shortly speaking, Kadison requires physical symmetries to preserve the convexity of the space of states. In other words, Kadison symmetries are maps that modify the constituent states, but don't change the statistical weights of mixed states.

A second notion of symmetry is due to Wigner [121]. A Wigner symmetry is a map from the space of pure states to the space of pure states which preserves the 'transition amplitudes' (i.e. scalar products).

A third, conceptually different, type of symmetries involves time evolution. If we denote with $\Phi_{H}^{t}$ the strongly continuous one-parameter group generated by the Hamiltonian, these are maps $\gamma$ that preserve one of the two above-mentioned mathematical structures and $\gamma \circ \Phi_{H}^{t}=\Phi_{H}^{t} \circ \gamma$ for any $t \in \mathbb{R}$.

Since we deal with operators that are minimally or maximally realised, usually they are not self-adjoint and then the definition of dynamical symmetry doesn't fit well with these operators.

In the case of physical systems whose states are elements of a separable Hilbert space, Wigner and Kadison symmetries are implemented as unitary or anti-unitary operators and they are the same. Hence, on this chapter, we will simply refer to symmetries as Kadison or Wigner symmetries which are also some sort of dynamical symmetries for a system whose time evolution is generated by a self-adjoint realisation of the formal operator $\widetilde{H}$.

Se we begin with the definition of symmetry
Definition 3.1.1. Consider a quantum system on the Hilbert space $\mathcal{H}$. A symmetry for the operator $T$ is a unitary operator $U$ such that
(i) $U \mathcal{D}(T) \subset \mathcal{D}(T)$;
(ii) $U T \psi=T U \psi$ for all $\psi \in \mathcal{D}(T)$.

In the applications, often the symmetry is mathematically implemented as a unitary representation of a group. In particular we need the following definition

Definition 3.1.2. If $(G, \star)$ is a group, a unitary representation of $G$ is a map

$$
\begin{equation*}
\pi: G \rightarrow \mathcal{B}(\mathcal{H}) \tag{3.1.1}
\end{equation*}
$$

for which
(i) $\pi(g)=U(g)$ is a unitary operator for any $g \in G$;
(ii) $\pi\left(g^{-1}\right)=U(g)^{*}$ for any $g \in G$;
(iii) $\pi(e)=\mathbb{1}$ where $e$ is the unit of $G$;
(iv) $U(g \star h)=\pi(g \star h)=\pi(g) \pi(h)=U(g) U(h)$ for any $g, h \in G$.

In case the map $\pi$ is strongly continuous in $\mathcal{H}$-topology, we say that $\pi$ is a strongly continuous unitary representation.

We refer to Appendix A for a detailed discussion. Let us emphasize here the main results proved therein (Theorem A.2.5).

Theorem 3.1.3. Let $G$ be a compact Lie group and $K$ a closed subgroup of $G$. Let $M=G / K$ be a homogeneous space and let $L^{2}(M)$ be the space of square-integrable functions over $M$ (where $M$ is endowed with a measure that is invariant under the action of $G$ ). The action of $G$ is defined on $L^{2}(M)$ as

$$
\begin{equation*}
\left(\lambda_{g} f\right)(x):=f\left(g^{-1} x\right) . \tag{3.1.2}
\end{equation*}
$$

Under these hypotheses

$$
\begin{equation*}
L^{2}(M)=\bigoplus_{\alpha} E_{\alpha} \tag{3.1.3}
\end{equation*}
$$

where each $E_{\alpha}$ is a finite dimensional irreducible representation subspace of $G$. For $\alpha \neq \beta$, the representations $\lambda_{g} \upharpoonright E_{\alpha}$ and $\lambda_{g} \upharpoonright E_{\beta}$ are not equivalent.

Corollary 3.1.4. The Hilbert space decomposition

$$
\begin{equation*}
L^{2}\left(\mathbb{S}^{2}\right)=\bigoplus_{\ell \in \mathbb{N}} \operatorname{span}\left\{Y_{\ell}^{-\ell}, \ldots, Y_{\ell}^{\ell}\right\} . \tag{3.1.4}
\end{equation*}
$$

Let $G$ be a group with strongly continuous unitary representation $g \mapsto U(g)$. We say that $G$ is a symmetry for an operator $T$ if for all $g \in G, U(g)$ is a symmetry in the sense of Definition 3.1.1.

### 3.2 Infinite direct sum

Motivated by Theorem 3.1.3 we start the study of self-adjoint extensions of operators invariant under the action of a symmetry group by the definition of orthogonal direct sum.

Let $J$ be a (at most) countable set and let $\mathfrak{h}_{j}$ be a Hilbert space for every $j \in J$. We denote with $\mathcal{H}$ the set of collections $\Psi=\left\{\psi_{j}\right\}_{j \in J}$ where each $\psi_{j} \in \mathfrak{h}_{j}$ and $\sum_{j \in J}\left\|\psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}<+\infty$. Given two elements $\Phi=\left\{\phi_{j}\right\}_{j \in J}, \Psi=\left\{\psi_{j}\right\}_{j \in J} \in \mathcal{H}$ we define their scalar product in $\mathcal{H}$ as

$$
\begin{equation*}
\langle\Psi, \Phi\rangle_{\mathcal{H}}=\sum_{j \in J}\left\langle\psi_{j}, \phi_{j}\right\rangle_{\mathfrak{h}_{j}} \tag{3.2.1}
\end{equation*}
$$

It is a standard fact that, with these definitions, $\left(\mathcal{H},\langle\cdot, \cdot\rangle_{\mathcal{H}}\right)$ is a Hilbert space. With respect to this decomposition, we will call each $\mathfrak{h}_{j}$ a fibre and each $\psi_{j}$ the $j$-th component of $\Psi$. It follows immediately from definitions that two elements $\Psi, \Phi \in \mathcal{H}$ supported on disjoint fibres are orthogonal. This fact justifies the introduction of the notation

$$
\begin{equation*}
\Psi=\oplus_{j \in J} \psi_{j} \tag{3.2.2}
\end{equation*}
$$

instead of $\Psi=\left\{\psi_{j}\right\}_{j \in J}$.
It is also customary to use the notation

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{j \in J} \mathfrak{h}_{j} \tag{3.2.3}
\end{equation*}
$$

for the Hilbert space.
If $T: \mathcal{D}(T) \subset \mathcal{H} \rightarrow \mathcal{H}$ is an operator and $\mathcal{H}=\mathcal{H}_{1} \oplus \mathcal{H}_{2}$, we say that $\mathcal{H}_{1}$ is a reducing subspace for $T$ if $T\left(\mathcal{D}(T) \cap \mathcal{H}_{1}\right) \subset \mathcal{H}_{1}$ and $T\left(\mathcal{D}(T) \cap \mathcal{H}_{1} \perp\right) \subset \mathcal{H}_{1}^{\perp}$.
Definition 3.2.1. A not necessarily unbounded operator $A: \mathcal{D}(A) \subset \mathcal{H} \rightarrow \mathcal{H}$ is said to be maximally decomposable if
i) Each $\mathfrak{h}_{j}$ is a reducing subspace for $A$ and we call $A_{j}:=A \upharpoonright_{\mathfrak{h}_{j}}$
ii)

$$
\mathcal{D}(A)=\left\{\Psi \in \mathcal{H} \left\lvert\, \begin{array}{c}
\psi_{j} \in \mathcal{D}\left(A_{j}\right) \\
\sum_{j \in J}\left\|A_{j} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}<+\infty
\end{array}\right.\right\}
$$

with $\mathcal{D}\left(A_{j}\right)=\mathcal{D}(A) \cap \mathfrak{h}_{j}$.
Lemma 3.2.2. If $A$ is a bounded operator defined on $\mathcal{H}$ that is reduced by any $\mathfrak{h}_{j}$, then $A$ is maximally decomposable.

Proof. Condition ii) of Definition 3.2.1 follows by boundedness. Indeed

$$
\sum_{j \in J}\left\|A_{j} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}=\|A \Psi\|_{\mathcal{H}}^{2} \leqslant C\|\Psi\|_{\mathcal{H}}^{2}<+\infty
$$

Remark 3.2.3. Lemma 3.2 .2 says that the distinction among maximally decomposable and reducible operators is proper for unbounded operators. It is not true that any reducible unbounded operator is also maximally decomposable (see Definition 3.2.23 later).

As a trivial example let us consider on $\ell^{2}(\mathbb{Z})=\bigoplus_{j \in \mathbb{Z}} \mathbb{C}$ the following operators:

$$
\begin{array}{ll}
A:(A \Psi)=\oplus_{j \in \mathbb{Z}} j \psi_{j} & \mathcal{D}(A)=\left\{\left.\Psi \in \ell^{2}(\mathbb{Z})\left|\sum_{j \in J}\right| j\right|^{2}\left|\psi_{j}\right|^{2}<+\infty\right\} \\
B:(B \Psi)=\oplus_{j \in \mathbb{Z}} j \psi_{j} & \mathcal{D}(B)=\left\{\left.\Psi \in \ell^{2}(\mathbb{Z})\left|\sum_{j \in J}\right| j\right|^{2 a}\left|\psi_{j}\right|^{2}<+\infty \forall a \in \mathbb{N}\right\}  \tag{3.2.4}\\
C:(C \Psi)=\oplus_{j \in \mathbb{Z} j \psi_{j}} & \mathcal{D}(C)=\left\{\Psi \in \ell^{2}(\mathbb{Z}) \mid \psi_{j} \neq 0 \text { for finitely many j }\right\}
\end{array}
$$

All these operators are reduced, but only $A$ is decomposed.

Lemma 3.2.4. Let $A$ be a maximally decomposable operator, then $A$ is densely defined in $\mathcal{H}$ if and only if each $A_{j}$ is densely defined in $\mathfrak{h}_{j}$.

Proof. The thesis is a consequence of the following chain of equalities which holds trivially when the closure is taken in the $\|\cdot\|_{\mathcal{H}^{-}}$norm:

$$
\overline{\mathcal{D}(A)}=\overline{\bigoplus_{j \in J} \mathcal{D}\left(A_{j}\right)}=\bigoplus_{j \in J} \overline{\mathcal{D}\left(A_{j}\right)}
$$

Lemma 3.2.5. If $A$ is a bounded and maximally decomposable operator then each $A_{j}$ is bounded with $\left\|A_{j}\right\|_{o p} \leqslant\|A\|_{o p}$.

Proof. Since each $A_{j}=A \upharpoonright_{\mathfrak{h}_{j}}$ the thesis follows.
Remark 3.2.6. The converse of Lemma is not true. Indeed there exists operator whose fibres are bounded but the overall operator is not. As an example, take any of the operators in (3.2.4). Under the additional hypothesis that $A_{j}$ are uniformly bounded in $j$, the converse is true.

Lemma 3.2.7. Let $A$ be a maximally decomposable operator. $A$ is bounded if and only if each $A_{j}$ is uniformly bounded with respect to $j \in J$.

Proof. One implication is proved as Lemma 3.2.6. For the opposite, if each $A_{j}$ is uniformly bounded it means that $\left\|A_{j}\right\|_{o p}<C$ with $C$ independent of $j$. Then

$$
\|A \Psi\|_{\mathcal{H}}=\sum_{j \in J}\left\|A_{j} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2} \leqslant C \sum_{j \in J}\left\|\psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}=C\|\Psi\|_{\mathcal{H}}^{2}
$$

Proposition 3.2.8. Let $A$ be a densely defined maximally decomposable operator, then
i) $A^{*}$, its adjoint, is well defined;
ii) $A^{*}$ is maximally decomposable and, in particular,

$$
\mathcal{D}\left(A^{*}\right)=\left\{\begin{array}{l|l}
\Psi \in \mathcal{H} & \begin{array}{c}
\psi_{j} \in \mathcal{D}\left(\left(A_{j}\right)^{*}\right) \\
\sum_{j \in J}\left\|A_{j}^{*} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}<+\infty
\end{array} \tag{3.2.5}
\end{array}\right\}
$$

Proof. To prove that $A^{*}$ is maximally decomposable we show first that $\mathfrak{h}_{j}$ is a reducing subspace for $A^{*}$ and for any $j \in J$. To this aim let us pick up $\Psi \in \mathcal{D}\left(A^{*}\right) \cap \mathfrak{h}_{j}$. For any $\Phi \in \mathcal{D}(A)$

$$
\left\langle A^{*} \Psi, \Phi\right\rangle_{\mathcal{H}}=\langle\Psi, A \Phi\rangle_{\mathcal{H}}=\left\langle\Psi, A_{j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}
$$

From this equality we see that if $\Phi \in \mathfrak{h}_{j}^{\perp}$ then $\phi_{j}=0$ and $\left\langle A^{*} \Psi, \Phi\right\rangle_{\mathcal{H}}=0$. Since $A$ is densely defined, this implies that $A^{*} \Psi \in \mathfrak{h}_{j}$.

It remains to prove that if $\Psi \in \mathcal{D}\left(A^{*}\right) \cap\left(\mathfrak{h}_{j}^{\perp}\right)$ then $A^{*} \Psi \in \mathfrak{h}_{j}^{\perp}$. Let us pick up $\Phi \in \mathcal{D}(A) \cap \mathfrak{h}_{j}$. Then

$$
\left\langle A^{*} \Psi, \Phi\right\rangle_{\mathcal{H}}=\langle\Psi, A \Phi\rangle_{\mathcal{H}}=0
$$

the last term vanishes because $A$ is maximally decomposable and hence $A \Phi \in \mathfrak{h}_{j}$, while $\Psi \in \mathfrak{h}_{j}^{\perp}$. At this point we proved that $\mathfrak{h}_{j}$ is a reducing subspace for $A$ for any $j \in J$.

We now define

To prove decomposability it is sufficient to show that $\mathcal{D}=\mathcal{D}\left(A^{*}\right)$. We start with the inclusion $\mathcal{D}\left(A^{*}\right) \supset \mathcal{D}$. Take $\Psi \in \mathcal{D}$, we want to show that $\forall \Phi \in \mathcal{D}(A)$ there exists $\chi \in \mathcal{H}$ such that $\langle\chi, \Phi\rangle_{\mathcal{H}}=$ $\langle\Psi, A \Phi\rangle_{\mathcal{H}}$. Indeed

$$
\langle\Psi, A \Phi\rangle_{\mathcal{H}}=\sum_{j \in J}\left\langle\psi_{j}, A_{j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}=\sum_{j \in J}\left\langle\left(A_{j}\right)^{*} \psi_{j}, \phi_{j}\right\rangle_{\mathfrak{h}_{j}}=\left\langle\oplus_{j \in J}\left(\left(A_{j}\right)^{*} \psi_{j}\right), \Phi\right\rangle_{\mathcal{H}}
$$

in the second equality we used $\psi_{j} \in \mathcal{D}\left(\left(A_{j}\right)^{*}\right)$ and $\oplus_{j \in J}\left(A_{j}\right)^{*} \psi_{j} \in \mathcal{H}$ because of the second condition in $\mathcal{D}$.

For the converse inclusion, let us pick up $\Psi \in \mathcal{D}\left(A^{*}\right)$. Since $A^{*}$ is reduced by $\mathfrak{h}_{j}$, this means that each $\psi_{j} \in \mathcal{D}\left(A^{*}\right)$. So, for any $\Phi \in \mathcal{D}(A)$,

$$
\left\langle A^{*} \psi_{j}, \Phi\right\rangle_{\mathcal{H}}=\left\langle\psi_{j}, A \Phi\right\rangle_{\mathcal{H}}=\left\langle\psi_{j}, A_{j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}
$$

Since $A^{*} \psi_{j} \in \mathfrak{h}_{j}$ the chain of equalities proves that if $\Psi \in \mathcal{D}\left(A^{*}\right)$, then $\psi_{j} \in \mathcal{D}\left(\left(A_{j}\right)^{*}\right)$ and $A^{*} \psi_{j}=$ $A_{j}^{*} \psi_{j}$.

Last,

$$
+\infty>\left\|A^{*} \Psi\right\|_{\mathcal{H}}^{2}=\sum_{j \in J}\left\|A_{j}^{*} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}
$$

Remark 3.2.9. As a consequence of this proposition, we can say that if $A$ is maximally decomposable and densely defined, $\left(A_{j}\right)^{*}=\left(A^{*}\right)_{j}$. In particular this will make unambiguous the notation $A_{j}^{*}$.

Lemma 3.2.10. Let $A$ be a densely defined maximally decomposable operator, then $A$ is closable if and only if each $A_{j}$ is closable and $A$ is closed if and only if each $A_{j}$ is closed.

Proof. If $A$ is closable, from [104, Theorem 1.8 (i)], we know that $\mathcal{D}\left(A^{*}\right)$ is dense and hence, by (3.2.5), each $\mathcal{D}\left(A_{j}^{*}\right)$ is dense in $\mathfrak{h}_{j}$ implying that each $A_{j}$ is closable. For the opposite, suppose that each $A_{j}$ is closable, then $\mathcal{D}\left(A_{j}^{*}\right)$ is dense in $\mathfrak{h}_{j}$ and by (3.2.5) also $\mathcal{D}\left(A^{*}\right)$ is dense in $\mathcal{H}$ whence the closability of $A$ follows from [104, Theorem 1.8 (i)].

If $A$ is closed then $A=A^{* *}$ and from (3.2.5) we deduce that $A_{j}=A_{j}^{* *}$ for any $j$ whence the closure of each $A_{j}$. Conversely, if each $A_{j}$ is closed then $A_{j}^{* *}=A_{j}$ and hence $A^{* *}=A$ proving the closedness of $A$.

Lemma 3.2.11. Let $A$ be a closed maximally decomposable operator on $\mathcal{H}$. Then, if $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
\operatorname{ker}\left(A-\lambda \mathbb{1}_{\mathcal{H}}\right)=\bigoplus_{j \in J} \operatorname{ker}\left(A_{j}-\lambda \mathbb{1}_{j}\right) \tag{3.2.6}
\end{equation*}
$$

Proof. The inclusion $\bigoplus_{j \in J} \operatorname{ker}\left(A_{j}-\lambda \mathbb{1}\right) \subset \operatorname{ker}(A-\lambda \mathbb{1})$ is trivial. For the opposite, let us pick up $\Psi \in \operatorname{ker}(A-\lambda \mathbb{1})$. Then

$$
0=\|(A-\lambda \mathbb{1}) \Psi\|_{\mathcal{H}}^{2}=\sum_{j \in J}\left\|\left(A_{j}-\lambda \mathbb{1}_{j}\right) \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}
$$

Since the latter is the sum of positive terms, its vanishing implies the vanishing of each of the summands identically. This implies that $\psi_{j} \in \operatorname{ker}\left(A_{j}-\lambda \mathbb{1}_{j}\right)$ for each $j \in J$.

Lemma 3.2.12. Let $A$ be a densely defined maximally decomposable operator. Then $A$ is symmetric if and only if $A_{j}$ is symmetric for every $j \in J$.

Proof. By definition, if $A$ is symmetric, for every $\Psi, \Phi \in \mathcal{D}(A)$ we have $\langle\Psi, A \Phi\rangle_{\mathcal{H}}=\langle A \Psi, \Phi\rangle_{\mathcal{H}}$. This in particular holds when $\Psi, \Phi \in \mathcal{D}\left(A_{j}\right)$ proving symmetry of $A_{j}$.

For the contrary let us argue by contradiction. Let us suppose that for some $j_{0} \in J, A_{j_{0}}$ is not symmetric. This implies that there exists $\Psi, \Phi \in \mathcal{D}\left(A_{j_{0}}\right)$ s.t. $\left\langle\Psi, A_{j_{0}} \phi\right\rangle_{\mathcal{H}} \neq\left\langle\Psi, A_{j_{0}} \Phi\right\rangle_{\mathcal{H}}$. Since $\Psi, \Phi \in \mathcal{D}(A)$ and hence we found a pair of functions in the domain of $A$ for which $A$ is not symmetric. Therefore $A$ is not symmetric, completing the proof.

From now on we consider two scalar products on $\mathcal{D}(A)$, i.e. the enviromental Hilbert space scalar product defined by (3.2.1) and the graph scalar product of $A$

$$
\begin{equation*}
\langle\Psi, \Phi\rangle_{A}:=\langle A \Psi, A \Phi\rangle_{\mathcal{H}}+\langle\Psi, \Phi\rangle_{\mathcal{H}}, \quad \Psi, \Phi \in \mathcal{D}(A) \tag{3.2.7}
\end{equation*}
$$

To keep consistency with the other parts of the text, the symbols $\oplus, \boxplus$ without any label denotes orthogonality with respect to the enviromental Hilbert scalar product, while $\oplus^{A}$, $\boxplus{ }^{A}$ will denote orthogonality with respect to the graph scalar product of $A$. We will keep the notation $\dot{+}$ for the direct sum of vector spaces that are not known a priori to be orthogonal one to each other.
Lemma 3.2.13. Let $A$ be a densely defined symmetric maximally decomposable operator on $\mathcal{H}$; then

$$
\begin{equation*}
\mathcal{D}\left(A^{*}\right)=\left(\bigoplus_{j \in J}^{A^{*}} \mathcal{D}\left(\overline{A_{j}}\right)\right) \oplus^{A^{*}} \operatorname{ker}\left(A^{*}-\mathrm{i} \mathbb{1}\right) \oplus^{A^{*}} \operatorname{ker}\left(A^{*}+\mathrm{i} \mathbb{1}\right) \tag{3.2.8}
\end{equation*}
$$

Proof. Due to Proposition 3.2.8, $A^{*}$ is a closed maximally decomposable operator. Therefore

$$
\mathcal{D}\left(A^{*}\right)=\bigoplus_{j \in J}^{A^{*}} \mathcal{D}\left(A_{j}^{*}\right)
$$

Using von Neumann's decomposition [95, Lemma p.138] for $\mathcal{D}\left(A_{j}^{*}\right)$, we obtain

$$
\mathcal{D}\left(A^{*}\right)=\bigoplus_{j \in J}^{A^{*}}\left(\mathcal{D}\left(\overline{A_{j}}\right) \oplus^{A^{*}} \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right) \oplus^{A^{*}} \operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right)\right)
$$

Using distributivity of the direct sum $\oplus^{A^{*}}$ and Lemma 3.2.11 we obtain the thesis.
Lemma 3.2.14. Let $A$ be a densely defined symmetric maximally decomposable operator on $\mathcal{H}$. Then

$$
\begin{equation*}
\mathcal{D}(\bar{A})=\boxplus_{j \in J} \mathcal{D}\left(\overline{A_{j}}\right) \tag{3.2.9}
\end{equation*}
$$

Proof. It follows from Proposition 3.2 .8 by taking the double adjoint of $A$.
Lemma 3.2.15. Let $A$ be a densely defined symmetric decomposable operator on $\mathcal{H}$. Then

$$
\begin{equation*}
\mathcal{D}\left(A^{*}\right)=\left(\boxplus_{j \in J} \mathcal{D}\left(\overline{A_{j}}\right)\right) \dot{+} \operatorname{ker}\left(A^{*}-\mathrm{i} \mathbb{1}\right) \dot{+} \operatorname{ker}\left(A^{*}+\mathrm{i} \mathbb{1}\right) \tag{3.2.10}
\end{equation*}
$$

Proof. We obtain the thesis directly from Lemmas 3.2.13 and 3.2.14.
Lemma 3.2.16. Let $A$ be a densely defined maximally decomposable operator on $\mathcal{H}$. Then if $A$ is invertible on $\mathcal{H}$, each $A_{j}$ is invertible on $\mathfrak{h}_{j}$ and $A^{-1}$ is maximally decomposable.
Proof. Suppose $A$ is invertible on $\mathcal{H}$, i.e. for any $\Psi \in \mathcal{H}$ there exists a unique $\Phi \in \mathcal{H}$ s.t. $A \Phi=\Psi$. In particular, if $\Psi \in \mathfrak{h}_{j}$ then $\Phi \in \mathcal{D}\left(A_{j}\right)$. Indeed let us suppose that $\Phi_{\ell} \neq 0$ for some $\ell \neq j$. $A \Phi_{\ell}=A_{\ell} \Phi_{\ell}=\Psi_{\ell}=0$, therefore $\Phi_{\ell}=0$ since $\operatorname{ker} A=\{0\}$. Hence $\Phi \in \mathcal{D}\left(A_{j}\right)$. At this point we proved that $A^{-1} \upharpoonright_{\mathfrak{h}_{j}}$ inverts $A_{j}$ and hence $A_{j}$ is invertible.

We have to prove that $A^{-1}$ is maximally decomposable. The previous argument showed also that $A^{-1}$ is reduced by the Hilbert space decomposition $\bigoplus_{j \in J} \mathfrak{h}_{j}$. Since $A^{-1}$ is bounded, this is sufficient for $A^{-1}$ to be maximally decomposable.

Remark 3.2.17. The converse of Lemma 3.2 .16 is not true. Namely we can construct a maximally decomposable operator which is not invertible on the whole $\mathcal{H}$ and whose fibers $A_{j}$ are all invertible. Let us consider

$$
\begin{equation*}
\mathcal{H}=\ell^{2}(\mathbb{N})=\bigoplus_{j=1}^{+\infty} \mathbb{C} \tag{3.2.11}
\end{equation*}
$$

We consider the bounded operator $A: \ell^{2}(\mathbb{N}) \rightarrow \ell^{2}(\mathbb{N})$ which acts as follows

$$
\begin{equation*}
y_{j}=(A x)_{j}=A_{j} x_{j}=\frac{1}{j} x_{j} \tag{3.2.12}
\end{equation*}
$$

It is clear that each $A_{j}$ is invertible, i.e.

$$
\begin{equation*}
x_{j}=\left(A^{-1} y\right)_{j}=A_{j}^{-1} y_{j}=j y_{j} \tag{3.2.13}
\end{equation*}
$$

But the operator $A=\bigoplus_{j \in J} A_{j}$ is not invertible on $\mathcal{H}$ because $\sigma(A)=\left\{\left.\frac{1}{j} \right\rvert\, j=1,2, \ldots\right\} \cup\{0\}$.
Lemma 3.2.18. Let $A$ be a closed densely defined maximally decomposable operator on $\mathcal{H}$. If $\lambda \in$ $\rho(A)$ then $\lambda \in \rho\left(A_{j}\right)$ for all $j \in J$.

Proof. The fact that $\lambda \in \rho(A)$ means that $(A-\lambda)$ is invertible on $\mathcal{H}$. Due to Lemma 3.2.16 $\left(A_{j}-\lambda \mathbb{1}_{j}\right)$ is also invertible and hence $\lambda \in \rho\left(A_{j}\right)$ for any $j \in J$.

Remark 3.2.19. With an argument similar to the one exposed in the previous Remark, one can prove that there can be $\lambda \in \rho\left(A_{j}\right)$ for any $j$ with $\lambda \notin \rho(A)$.

Lemma 3.2.20. Let $A$ be a densely defined symmetric maximally decomposable operator on $\mathcal{H}$. Then it admits maximally decomposable self-adjoint extensions if and only if $\operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \cong \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$ for any $j \in J$.
Proof. Suppose that $A_{U}$ is a self-adjoint extension of $A$ which is maximally decomposable according to $\mathcal{H}=\bigoplus_{j \in J} \mathfrak{h}_{j}$. Since $A_{U}$ is maximally decomposable, each $\mathfrak{h}_{j}$ is a reducing subspace for $A_{U}$ and for every $j \in J$ we can define the operators $A_{U, j}:=A_{U} \upharpoonright \mathfrak{h}_{j}$ with $\mathcal{D}\left(A_{U, j}\right)=\mathcal{D}\left(A_{U}\right) \cap \mathfrak{h}_{j}$. Moreover $\mathcal{D}\left(A_{U, j}\right) \subset \mathcal{D}\left(A_{U}\right)$. We can pick up a generic $\Psi \in \mathcal{D}\left(A_{U, j}\right)$. For such a $\Psi=\oplus_{j \in J} \psi_{j}$, we have $\psi_{\ell}=0$ for all $\ell \neq 0$. If $\psi_{\ell}=0$ this implies that all the components of $\psi_{\ell}\left(\right.$ the one on $\mathcal{D}\left(\overline{A_{\ell}}\right)$ and $\left.\operatorname{ker}\left(A^{*} \pm \mathrm{i} \mathbb{1}_{j}\right)\right)$ vanishes because of linear independence of vectors in these three linear spaces. This proves that since $\psi_{j}=\varphi+\varphi_{+}+U \varphi_{+}$is the only non-zero component, that $U: \operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \rightarrow \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$.

Repeating the same argument one can prove that all $\operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right)$ are reducing subspaces for $U$ and, since $U$ is unitary, it is in particular bounded and Lemma 3.2.2 implies that it is maximally decomposable. We have thus constructed a family of unitary operators $U_{j}$, which maps, for any $j$ $\operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \rightarrow \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$. Therefore $\operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \cong \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$ for any $j \in J$.

For the opposite, if $\operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \cong \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$, then we can construct, for any $j \in J$, a unitary operator $U_{j}: \operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right) \rightarrow \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$ and a unitary operator $U:=\oplus_{j \in J} U_{j}$. We want to prove that $A_{U}$ is a maximally decomposable self-adjoint extension of $U$. It is self-adjoint because of von Neumann's theorem [95, Theorem X.2]. To show that it is maximally decomposable we have to show that $\mathcal{D}\left(A_{U, j}\right):=\mathcal{D}\left(A_{U}\right) \cap \mathfrak{h}_{j} \subset \mathcal{D}\left(A_{U, j}\right)$.

Let us pick up $\Psi \in \mathcal{D}\left(A_{U, j}\right)$. Then we can decompose $\Psi=\oplus_{\ell \in J}\left(\varphi_{\ell}+\varphi_{+, \ell}+U \varphi_{+, \ell}\right)$. For $\ell \neq 0$, $\psi_{\ell}=0$ and hence both $\varphi_{\ell}$ and $\varphi_{+, \ell}$ vanishes because they are linearly independent vectors. Hence, if $\Psi=\Phi+\Phi_{+}+U \Phi_{+}$and $\Psi \in \mathcal{D}\left(A_{U, j}\right)$ then $\Phi \in \mathcal{D}\left(\overline{A_{j}}\right), \Phi_{+} \in \operatorname{ker}\left(A_{j}^{*}-\mathrm{i} \mathbb{1}_{j}\right)$ and $U \Phi_{+} \in \operatorname{ker}\left(A_{j}^{*}+\mathrm{i} \mathbb{1}_{j}\right)$. Now we check that $A_{U} \Psi \in \mathfrak{h}_{j}$. Indeed

$$
A_{U} \Psi=\bar{A} \Phi+\mathrm{i} \Phi_{+}-\mathrm{i} U \Phi_{+}=\bar{A}_{j} \Phi+\mathrm{i} \Phi_{+}-\mathrm{i} U_{j} \Phi_{+}
$$

where the latter is the sum of three vectors in $\mathfrak{h}_{j}$. Therefore $A_{U} \Psi \in \mathfrak{h}_{j}$.
With the same argument one proves that $\mathfrak{h}_{j}^{\perp}$ is a reducing subspace for $A_{U}$, completing the proof of decomposability of $A_{U}$.

Remark 3.2.21. It may happen that a maximally decomposable operator has only self-adjoint extensions which are not maximally decomposable. Indeed let us pick up $A=-\mathrm{i} \frac{\mathrm{d}}{\mathrm{d} x}$ on $H_{0}^{1}(\mathbb{R} \backslash\{0\}) \subset$ $L^{2}(\mathbb{R})$. In this case, the operator is maximally decomposable according to $L^{2}(\mathbb{R}) \cong L^{2}((-\infty, 0), \mathrm{d} x) \oplus$ $L^{2}((0,+\infty), \mathrm{d} x), A \cong A_{1} \oplus A_{2}$. With a straightforward computation one can see that

$$
\begin{align*}
& \operatorname{ker}\left(A_{1}^{*}+\mathrm{i} \mathbb{1}\right)=\operatorname{span}_{\mathbb{C}}\left\{e^{x}\right\}, \quad \operatorname{ker}\left(A_{1}^{*}-\mathrm{i} \mathbb{1}\right)=\{0\}  \tag{3.2.14}\\
& \operatorname{ker}\left(A_{2}^{*}+\mathrm{i} \mathbb{1}\right)=\{0\} \quad \operatorname{ker}\left(A_{2}^{*}-\mathrm{i} \mathbb{1}\right)=\operatorname{span}_{\mathbb{C}}\left\{e^{-x}\right\} .
\end{align*}
$$

Thus all self-adjoint extensions are obtained with unitary operators that are not reduced by the original Hilbert space decomposition.

Corollary 3.2.22. Let $A$ be a densely defined, symmetric and maximally decomposable operator on $\mathcal{H}$ which admits self-adjoint extensions. All its self-adjoint extensions are maximally decomposable if and only if for at most one $j_{0} \in J, \operatorname{ker}\left(A_{j_{0}}^{*}-\mathrm{i} \mathbb{1}_{j_{0}}\right) \neq\{0\}$ and $\operatorname{ker}\left(A_{j_{0}}^{*}+\mathrm{i} \mathbb{1}_{j_{0}}\right) \neq\{0\}$.
Proof. If $\operatorname{ker}\left(A_{j}^{*} \pm i \mathbb{1}_{j}\right)=\{0\}$ for all $j \in J$, then $A$ is essentially self-adjoint and it admits only one self-adjoint extension: its closure. Its closure is maximally decomposable because of Lemma 3.2.14.

If $\operatorname{ker}\left(A_{j_{0}}^{*}+\mathrm{i} \mathbb{1}_{j_{0}}\right) \neq\{0\}$ and $\operatorname{ker}\left(A_{j_{0}}^{*}-\mathrm{i} \mathbb{1}_{j_{0}}\right) \neq\{0\}$ for just one $j_{0} \in J$, then any unitary $U: \operatorname{ker}\left(A^{*}+\mathrm{i} \mathbb{1}\right) \rightarrow \operatorname{ker}\left(A^{*}-\mathrm{i} \mathbb{1}\right)$ maps a (Hilbert) subspace of $\mathfrak{h}_{j_{0}}$ into another (Hilbert) subspace of $\mathfrak{h}_{j_{0}}$. Such a unitaries exist because the two deficiency spaces are isomorphic (otherwise $A$ would not admit self-adjoint extensions).

In this case, it is obvious that for any self-adjoint extension of $A, \mathfrak{h}_{j_{0}}$ is a reducing subspace. It is obvious aswell that each $\mathfrak{h}_{j}$ is a reducing subspace because the self-adjoint extension of the operator $A \upharpoonright_{\mathfrak{h} \frac{\perp}{j_{0}}}$ is its closure.

To prove the contrary we argue by contradiction. Let us suppose there exists a self-adjoint extension which is maximally decomposable. If it does not exists the thesis is trivial. Let us call $A_{U}$ the maximally decomposable self-adjoint extension. Here $U: \operatorname{ker}\left(A^{*}-\mathrm{i} \mathbb{1}\right) \rightarrow \operatorname{ker}\left(A^{*}+\mathrm{i} \mathbb{1}\right)$. Using now Lemma 3.2.20 and the hypothesis, we know that there exists a pair of indices $j_{1}, j_{2} \in J$ for which the defect spaces of $A_{j_{1}}$ and $A_{j_{2}}$ are not trivial and isomporphic. Let us pick up a one dimensional subspace $V_{j_{1}} \subset \operatorname{ker}\left(A_{j_{1}}^{*}+\mathrm{i} \mathbb{1}_{j_{1}}\right)$ and a one-dimensional subspace $V_{j_{2}} \subset \operatorname{ker}\left(A_{j_{2}}^{*}+\mathrm{i} \mathbb{1}_{j_{2}}\right)$. We call a unitary $W: V_{j_{1}} \rightarrow V_{j_{2}}$. Then $W \oplus W^{*}$ is a unitary operator from $V_{j_{1}} \oplus V_{j_{2}}$ into itself. The self-adjoint extension $A_{W U}$ is not maximally decomposable because $\mathfrak{h}_{j_{1}}$ and $\mathfrak{h}_{j_{2}}$ are not reducing subspaces.

Often, in concrete problems, one don't start by extending an operator whose domain is of the form of Definition 3.2.1, so it is useful to introduce a second operator, smaller than the maximally decomposable one, with the property that they have the same closure.

Definition 3.2.23. A not necessarily unbounded operator $A: \mathcal{D}(A) \subset \mathcal{H} \rightarrow \mathcal{H}$ is said to be minimally decomposable if
i) Each $\mathfrak{h}_{j}$ is a reducing subspace for $A$ and we call $A_{j}:=A \upharpoonright_{\mathfrak{h}_{j}}$
ii)

$$
\mathcal{D}(A)=\left\{\Psi \in \mathcal{H} \left\lvert\, \begin{array}{c}
\psi_{j} \in \mathcal{D}\left(A_{j}\right) \\
\psi_{j} \neq 0 \text { for finitely many } j \in J
\end{array}\right.\right\}
$$

with $\mathcal{D}\left(A_{j}\right)=\mathcal{D}(A) \cap \mathfrak{h}_{j}$.
Remark 3.2.24. If $A_{1}$ and $A_{2}$ are two densely defined operator and $A_{1}$ is maximally decomposable, $A_{2}$ is minimally decomposable and $A_{1}=A_{2}$ on $\mathcal{D}\left(A_{2}\right)$ then clearly $A_{2} \subset A_{1}$.

Lemma 3.2.25. If $A_{1}$ and $A_{2}$ are two densely defined operators on $\mathcal{H}=\bigoplus_{j \in J} \mathfrak{h}_{j}, A_{1}$ is maximally decomposable, $A_{2}$ is minimally decomposable and $A_{1}=A_{2}$ on $\mathcal{D}\left(A_{2}\right)$, then $\overline{A_{1}}=\overline{A_{2}}$.

Proof. We prove this fact by showing that $A_{1}^{*}=A_{2}^{*}$. This implies the thesis because $A_{1}^{* *}=\overline{A_{1}}$ (see [104, Theorem 1.8]).

Since $A_{2} \subset A_{1}$ then it is only necessary to prove that $A_{2}^{*} \subset A_{1}^{*}$.
We start by showing that $A_{2}^{*}$ is reduced by any $\mathfrak{h}_{j}$. Let us pick up $\Psi \in \mathcal{D}\left(A_{2}^{*}\right) \cap \mathfrak{h}_{j}$ and $\Phi \in$ $\mathcal{D}\left(A_{2}\right) \cap\left(\mathfrak{h}_{j}^{\perp}\right)$. Then

$$
\left\langle A_{2}^{*} \Psi, \Phi\right\rangle_{\mathcal{H}}=\left\langle\Psi, A_{2} \Phi\right\rangle_{\mathcal{H}}=\sum_{j \in J}\left\langle\psi_{j}, A_{2, j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}=0
$$

This computation shows that $\mathfrak{h}_{j}$ is an invariant subspace for $A_{2}^{*}$. With the same argument one can conclude that also $\mathfrak{h}_{j}^{\perp}$ is an invariant subspace for $A_{2}^{*}$ and since this argument holds for any $j \in J$ one concludes that each $\mathfrak{h}_{j}$ is an invariant subspace for $A_{2}^{*}$.

To prove that $A_{2}^{*} \subset A_{1}^{*}$ now it is sufficient to prove that if $\Psi \in \mathcal{D}\left(A_{2}^{*}\right)$ then $\psi_{j} \in \mathcal{D}\left(A_{1, j}^{*}\right)$ and $A_{2, j}^{*} \psi_{j}=A_{1, j}^{*} \psi_{j}$ for any $j \in J$.

Let us take $\Psi \in \mathcal{D}\left(A_{2}^{*}\right)$ and $\Phi \in \mathcal{D}\left(A_{2}\right) \upharpoonright_{\mathfrak{h}_{j}}=\mathcal{D}\left(A_{1}\right) \upharpoonright_{\mathfrak{h}_{j}}$. Then

$$
\left\langle A_{2}^{*} \Psi, \Phi\right\rangle_{\mathcal{H}}=\left\langle\psi_{j}, A_{2, j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}=\left\langle\psi_{j}, A_{1, j} \phi_{j}\right\rangle_{\mathfrak{h}_{j}}=\left\langle A_{1, j}^{*} \psi_{j}, \phi_{j}\right\rangle_{\mathfrak{h}_{j}}
$$

This proves that $\psi_{j} \in \mathcal{D}\left(A_{1, j}^{*}\right)$ for any $j \in J$ and that $A_{2, j}^{*}=A_{1, j}^{*}$ for any $j \in J$. Therefore

$$
+\infty>\left\|A_{2}^{*} \Psi\right\|_{\mathcal{H}}^{2}=\sum_{j \in J}\left\|A_{2, j}^{*} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}=\sum_{j \in J}\left\|A_{1, j}^{*} \psi_{j}\right\|_{\mathfrak{h}_{j}}^{2}
$$

Remark 3.2.26. Lemma 3.2.25 is very important for concrete applications because often we have to study self-adjoint realisations of operators that are in the between a maximally decomposable one and a minimally decomposable one. If this is the case, the self-adjoint extension of the concrete operator we are dealing with are the same of its maximally decomposable extension.

Lemma 3.2.27. Let $A$ be a self-adjoint and maximally decomposable operator on $\mathcal{H}$. The following equality holds

$$
\begin{equation*}
\rho(A)=\operatorname{int}\left(\bigcap_{j \in J} \rho\left(A_{j}\right)\right) \tag{3.2.15}
\end{equation*}
$$

where int denotes the interior of the set.
Proof. The fact that $\rho(A) \subset \rho\left(A_{j}\right)$ for any $j \in J$ follows from Lemma 3.2.18 and then, it trivially follows that $\rho(A) \subset \cap_{j \in J} \rho\left(A_{j}\right)$. Since $\rho(A)=\operatorname{int} \rho(A)$, since the resolvent set is open, then $\rho(A) \subset$ $\operatorname{int}\left(\bigcap_{j \in J} \rho\left(A_{j}\right)\right)$.

Now, to see that int $\cap_{j \in J} \rho\left(A_{j}\right) \subset \rho(A)$ we show that $(A-\lambda \mathbb{1})^{-1}$ exists and it is bounded if $\lambda \in \operatorname{int} \cap_{j \in J} \rho\left(A_{j}\right)$.

Indeed, if $\lambda \in \cap_{j \in J} \rho\left(A_{j}\right)$ we know that $A_{j}-\lambda \mathbb{1}_{j}$ is invertible on the whole $\mathfrak{h}_{j}$. Since now $\lambda \in \operatorname{int}\left(\cap_{j \in J} \rho\left(A_{j}\right)\right)$ then there exists $\varepsilon>0$ s.t. $\operatorname{dist}\left(\lambda, \mathbb{C} \backslash \cap_{j \in J} \rho\left(A_{j}\right)\right)>\varepsilon$.

Let us call $\mathcal{D}:=\left\{\Psi \in \mathcal{H} \mid \psi_{j} \neq 0\right.$ for finitely many $\left.j\right\} . \mathcal{D}$ is dense in $\mathcal{H}$. The operator $\bigoplus_{j \in J}\left(A_{j}-\right.$ $\left.\lambda \mathbb{1}_{j}\right)^{-1}$ is well defined on $\mathcal{D}$. Moreover it is bounded, i.e.

$$
\left\|\bigoplus_{j \in J}\left(A_{j}-\lambda \mathbb{1}_{j}\right)^{-1}\right\|_{o p} \leqslant \frac{1}{\varepsilon}
$$

because of a standard resolvent estimate. Therefore it extends uniquely to a bounded operator $(A-\lambda \mathbb{1})^{-1}: \mathcal{H} \rightarrow \mathcal{D}(A)$. This completes the proof that $\lambda \in \rho(A)$.

Corollary 3.2.28. Let $A$ be a closed and maximally decomposable operator on $\mathcal{H}$. Then

$$
\begin{equation*}
\sigma(A)=\overline{\bigcup_{j \in J} \sigma\left(A_{j}\right)} \tag{3.2.16}
\end{equation*}
$$

Proof. The proof follows from Lemma 3.2.27.

## Part II

## Applications to Quantum Mechanical models

## Chapter 4

## Hydrogen Hamiltonians with point-like perturbation at the centre

### 4.1 Outlook and Main Results

As a first example of quantum mechanical Hamiltonian with symmetry, we are concerned with certain realistic types of perturbations of the familiar quantum Hamiltonian for the valence electron of hydrogenoid atoms, namely the operator

$$
\begin{equation*}
H_{\mathrm{Hydr}}=-\frac{\hbar^{2}}{2 m} \Delta-\frac{Z e^{2}}{|x|} \tag{4.1.1}
\end{equation*}
$$

on $L^{2}\left(\mathbb{R}^{3}\right)$ with domain of self-adjointness $H^{2}\left(\mathbb{R}^{3}\right)$, where $m$ and $-e$ are, respectively, the electron's mass and charge $(e>0), Z$ is the atomic number of the nucleus, $\hbar$ is Planck's constant and $\Delta$ is the three-dimensional Laplacian.

In particular, we are concerned with the deviations from the celebrated spectrum of the hydrogen atom:

$$
\begin{align*}
\sigma_{\mathrm{ess}}\left(H_{\mathrm{Hydr}}\right) & =\sigma_{\mathrm{ac}}\left(H_{\mathrm{Hydr}}\right)=[0,+\infty), \quad \sigma_{\mathrm{sc}}\left(H_{\mathrm{Hydr}}\right)=\varnothing \\
\sigma_{\mathrm{point}}\left(H_{\mathrm{Hydr}}\right) & =\left\{\left.-m c^{2} \frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{2 n^{2}} \right\rvert\, n \in \mathbb{N}\right\} \tag{4.1.2}
\end{align*}
$$

where $\alpha_{\mathrm{f}}=\frac{e^{2}}{\hbar c} \approx \frac{1}{137}$ is the fine structure constant and $c$ is the speed of light.
Intimately related to this problem, we are concerned with the problem of the self-adjoint realisations of the 'radial' differential operator

$$
\begin{equation*}
-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}, \quad \nu \in \mathbb{R} \tag{4.1.3}
\end{equation*}
$$

on the Hilbert space of the half-line, $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$, and on the classification of all such realisations and the characterisation of their spectra.

### 4.1.1 Point-like perturbations supported at the interaction centre

As well known $[12, \S 34]$, standard calculations within first-order perturbation theory, made first by Sommerfeld even before the complete definition of quantum mechanics, show that the correction
$\delta E_{n}^{(\mathrm{H})}$ to the $n$-th eigenvalue $E_{n}^{(\mathrm{H})}:=-\frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{2 n^{2}}$ of (4.1.2) is given by

$$
\begin{equation*}
\frac{\delta E_{n}^{(\mathrm{H})}}{E_{n}^{(\mathrm{H})}}=-\frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{n}\left(\frac{1}{j+\frac{1}{2}}-\frac{3}{4 n}\right) \tag{4.1.4}
\end{equation*}
$$

where $j$ is the quantum number of the total angular momentum, thus $j=\frac{1}{2}$ if $\ell=0$ and $j=\ell \pm \frac{1}{2}$ otherwise, in the standard notation that we shall remind in a moment. (The net effect is therefore a partial removal of the degeneracy of $E_{n}^{(\mathrm{H})}$ in the spin of the electron and in the angular number $\ell$, a double degeneracy remaining for levels with the same $n$ and $\ell=j \pm \frac{1}{2}$, apart from the maximum possible value $j_{\max }=n-\frac{1}{2}$.)

Let us recall (see, e.g., [111, Chapter 6]) that the first-order perturbative scheme yielding (4.1.4) corresponds to adding to $H_{\text {Hydr }}$ corrections that arise in the non-relativistic limit from the Dirac operator for the considered atom: $H_{\mathrm{Hydr}}$ is indeed formally recovered as one of the two identical copies of the spinor Hamiltonian obtained from the Dirac operator as $c \rightarrow+\infty$, and the eigenvalues of the latter, once the rest energy $m c^{2}$ is removed, converge to those of $H_{\mathrm{Hydr}}$, with three types of subleading corrections, to the first order in $1 / c^{2}$ :

- the kinetic energy correction, interpreted in terms of the replacement of the relativistic with the non-relativistic energy, that classically amounts to the contribution

$$
\left(\sqrt{c^{2} p^{2}-m^{2} c^{4}}-m c^{2}\right)-\frac{p^{2}}{2 m}=-\frac{1}{8 m^{2} c^{2}} p^{4}+O\left(c^{-4}\right)
$$

- the spin-orbit correction, interpreted in terms of the interaction of the magnetic moment of the electron with the magnetic field generated by the nucleus in the reference frame of the former, including also the effect of the Thomas precession;
- the Darwin term correction, interpreted as an effective smearing out of the electrostatic interaction between the electron and nucleus due to the Zitterbewegung, the rapid quantum oscillations of the electron.

In fact, each such modified eigenvalue $E_{n}^{(\mathrm{H})}+\delta E_{n}^{(\mathrm{H})}$ is the first-order term of the expansion in powers of $1 / c^{2}$ of $E_{n, j}-m c^{2}$, where $E_{n, j}$ is the Dirac operator's eigenvalue given by Sommerfeld's celebrated fine structure formula

$$
\begin{equation*}
E_{n, j}=m c^{2}\left(1+\frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{\left(n-j-\frac{1}{2}+\sqrt{\kappa^{2}-\left(Z \alpha_{\mathrm{f}}\right)^{2}}\right)^{2}}\right)^{-\frac{1}{2}} \tag{4.1.5}
\end{equation*}
$$

Let us recall, in particular, the nature of the Darwin correction, which is induced by the interaction between the magnetic moment of the moving electron and the electric field $\mathbf{E}=\frac{1}{e} \nabla V$, where $V$ is the potential energy due to the charge distribution that generates $\mathbf{E}$. This effect, to the first order in perturbation theory, produces an additive term to the non-relativistic Hamiltonian, which formally reads [12, §33]

$$
\begin{equation*}
H_{\text {Darwin }}=-\frac{\hbar^{2}}{8 m^{2} c^{2}} e \operatorname{div} \mathbf{E}=-\frac{\hbar^{2}}{8 m^{2} c^{2}} \Delta V \tag{4.1.6}
\end{equation*}
$$

For a hydrogenoid atom $V(x)=-Z e^{2} /|x|$, whence $\Delta V=-4 \pi Z e^{2} \delta^{(3)}(x)$ : the term (4.1.6) is therefore to be regarded as a point-like perturbation 'supported' at the centre of the atom, whose nuclear charge creates the field $\mathbf{E}$. In this case one gives meaning to (4.1.6) in the sense of the expectation

$$
\begin{equation*}
\left\langle\psi, H_{\text {Darwin }} \psi\right\rangle=\frac{4 \pi Z e^{2} \hbar^{2}}{8 m^{2} c^{2}}|\psi(0)|^{2}=E_{n}^{(\mathrm{H})} \frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{n} \cdot \pi\left(\frac{n a_{0}}{Z}\right)^{3}|\psi(0)|^{2} \tag{4.1.7}
\end{equation*}
$$

where $a_{0}=\frac{\hbar^{2}}{m e^{2}}$ is the Bohr radius.
Unlike the semi-relativistic kinetic energy and spin-orbit corrections, the Darwin correction only affects the $s$ orbitals $\left(\ell=0, j=\frac{1}{2}\right)$, the wave functions of higher orbitals vanishing at $x=0$. Since the $s$-wave normalised eigenfunction $\psi_{n}^{(\mathrm{H})}$ corresponding to $E_{n}^{(\mathrm{H})}$ satisfies $\left|\psi_{n}^{(\mathrm{H})}(0)\right|^{2}=\frac{1}{\pi}\left(\frac{Z}{n a_{0}}\right)^{3}$, (4.1.7) implies

$$
\begin{equation*}
\left(\frac{\delta E_{n}^{(\mathrm{H})}}{E_{n}^{(\mathrm{H})}}\right)_{\text {Darwin }}=\frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{n} \quad(\ell=0) \tag{4.1.8}
\end{equation*}
$$

The above classical considerations are one of the typical motivations for the rigorous study of a 'simplified fine structure', low-energy correction of the ideal (non-relativistic) hydrogenoid Hamiltonian (4.1.1) that consists of a Darwin-like perturbation only. In particular, one considers an additional interaction that is only present in the $s$-wave sector.

This amounts to constructing self-adjoint Hamiltonians with Coulomb plus point interaction centred at the origin, and it requires to go beyond the formal perturbative arguments that yielded the spectral correction (4.1.8)

One natural approach, exploited first in the early 1980's works by Zorbas [126], by Albeverio, Gesztesy, Høegh-Krohn, and Streit [3], and by Bulla and Gesztesy [21], is to regard such Hamiltonians as self-adjoint extensions of the densely defined, symmetric, semi-bounded from below operator

$$
\begin{equation*}
\stackrel{\circ}{H}_{\mathrm{Hydr}}=\left.\left(-\frac{\hbar^{2}}{2 m} \Delta-\frac{Z e^{2}}{|x|}\right)\right|_{C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)} \tag{4.1.9}
\end{equation*}
$$

For clarity of presentation we shall set $\nu:=-Z e^{2}$, in fact allowing $\nu$ to be positive or negative real, and we shall work in units $2 m=\hbar=e=1$. We shall then write $H^{(\nu)}$ and $\stackrel{\circ}{H}^{(\nu)}$ for the operator $-\Delta+\frac{\nu}{|x|}$ defined, respectively, on the domain of self-adjointness $H^{2}\left(\mathbb{R}^{3}\right)$ or on the restriction domain $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$.

As was found in $[126,3,21]$, the self-adjoint extensions of $\stackrel{\circ}{H}^{(\nu)}$ on $L^{2}\left(\mathbb{R}^{3}\right)$ at fixed $\nu$ form a one-parameter family $\left\{H_{\alpha}^{(\nu)} \mid \alpha \in(-\infty,+\infty]\right\}$ of rank-one perturbations, in the resolvent sense, of the Hamiltonian $H^{(\nu)}$. We state this famous result in Theorem 4.1.3 below.

In fact, in this chapter among other findings we shall re-obtain such a result through an alternative path. Indeed, the above-mentioned works $[126,3,21]$ the standard self-adjoint extension theory a la von Neumann [118, Chapt. 8] was applied. We intend to exploit here an alternative construction and classification based on the Kreĭn-Višik-Birman extension scheme [51], owing to certain features of the latter theory that are somewhat more informative and cleaner, in the sense that we are going to specify in due time.

We also recall that the integral kernel of $\left(H^{(\nu)}-k^{2} \mathbb{1}\right)^{-1}$ is explicitly known [65]:

$$
\begin{gather*}
\left(H^{(\nu)}-k^{2} \mathbb{1}\right)^{-1}(x, y)=\Gamma\left(1+\frac{\mathrm{i} \nu}{2 k}\right) \frac{\mathscr{A}_{\nu, k}(x, y)}{4 \pi|x-y|}, \quad x, y \in \mathbb{R}^{3}, \quad x \neq y \\
\mathscr{A}_{\nu, k}(x, y):=\left.\left(\frac{\mathrm{d}}{\mathrm{~d} \xi}-\frac{\mathrm{d}}{\mathrm{~d} \eta}\right) \mathscr{M}_{-\frac{\mathrm{i} \nu}{2 k}, \frac{1}{2}}(\xi) \mathscr{W}_{-\frac{\mathrm{i} \nu}{2 k}, \frac{1}{2}}(\eta)\right|_{\substack{\xi=-\mathrm{i} k z_{-} \\
\eta=-\mathrm{i} k z_{+}}}  \tag{4.1.10}\\
z_{ \pm}:=|x|+|y| \pm|x-y|, \quad k^{2} \in \rho\left(H_{\alpha}^{(\nu)}\right), \quad \Im \mathfrak{I m} k>0
\end{gather*}
$$

where $\mathscr{M}_{a, b}$ and $\mathscr{W}_{a, b}$ are the Whittaker functions [1, Chapt. 13].

### 4.1.2 Angular decomposition

Let us exploit as customary the rotational symmetry of $H^{(\nu)}$ and $\stackrel{\circ}{H}^{(\nu)}$ by passing to polar coordinates $x \equiv(r, \Omega) \in \mathbb{R}^{+} \times \mathbb{S}^{2}, r:=|x|$, for $x \in \mathbb{R}^{3}$. This induces the standard isomorphism

$$
\begin{align*}
L^{2}\left(\mathbb{R}^{3}, \mathrm{~d} x\right) & \cong U^{-1} L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right) \otimes L^{2}\left(\mathbb{S}^{2}, \mathrm{~d} \Omega\right) \\
& \cong \bigoplus_{\ell=0}^{\infty}\left(U^{-1} L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right) \otimes \operatorname{span}\left\{Y_{\ell}^{-\ell}, \ldots, Y_{\ell}^{\ell}\right\}\right) \tag{4.1.11}
\end{align*}
$$

where $U: L^{2}\left(\mathbb{R}^{+}, r^{2} \mathrm{~d} r\right) \rightarrow L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$ is the unitary $(U f)(r)=r f(r)$, and the $Y_{\ell}^{m}$ 's are the spherical harmonics on $\mathbb{S}^{2}$, i.e., the common eigenfunctions of $\boldsymbol{L}^{2}$ and $\boldsymbol{L}_{3}$ of eigenvalue $\ell(\ell+1)$ and $m$ respectively, $\boldsymbol{L}=x \times(-\mathrm{i} \nabla)$ being the angular momentum operator.

Standard arguments show that $\dot{H}^{(\nu)}$ (and analogously $H^{(\nu)}$ ) is reduced by the decomposition (4.1.11) as

$$
\begin{equation*}
\stackrel{\circ}{H}^{(\nu)} \cong \bigoplus_{\ell=0}^{\infty}\left(U^{-1} h_{\ell}^{(\nu)} U \otimes \mathbb{1}\right) \tag{4.1.12}
\end{equation*}
$$

where each $h_{\ell}^{(\nu)}$ is the operator on $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$ defined by

$$
\begin{equation*}
h_{\ell}^{(\nu)}:=-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\ell(\ell+1)}{r^{2}}+\frac{\nu}{r}, \quad \mathcal{D}\left(h_{\ell}^{(\nu)}\right):=C_{0}^{\infty}\left(\mathbb{R}^{+}\right) \tag{4.1.13}
\end{equation*}
$$

### 4.1.3 The radial problem

Owing to (4.1.11)-(4.1.12), the question of the self-adjoint extensions of $\stackrel{\circ}{H}^{(\nu)}$ on $L^{2}\left(\mathbb{R}^{3}, \mathrm{~d} x\right)$ is the same as the question of the self-adjoint extensions of each $h_{\ell}^{(\nu)}$ on $L^{2}\left(\mathbb{R}^{+}\right)$.

Based on the classical analysis of Weyl (see Section 1.4), all the block operators $h_{\ell}^{(\nu)}$ with $\ell \in \mathbb{N}$ are essentially self-adjoint, as they are both in the limit point case at infinity (Proposition 1.4.4) and in the limit point case at zero (Proposition 1.4.5).

One could also add (but we shall retrieve this conclusion along a different path) that $h_{0}^{(\nu)}$ is still in the limit point case at infinity, yet limit circle at zero [104, Prop. 15.12(ii)], thus, admitting a one-parameter family of self-adjoint extensions [104, Theorem 15.10(ii)].

We notice that, according to this preliminary analysis, we are in condition to apply Theorem 3.2.22 which ensures that all self-adjoint extensions of the operator (4.1.9) preserve the invariance under rotations.

The question of the self-adjoint realisations of $\stackrel{\circ}{H}^{(\nu)}$ is then boiled down to the self-adjointness problem for $h_{0}^{(\nu)}$ on $L^{2}\left(\mathbb{R}^{+}\right)$.

This too is a problem studied since long, that we want to re-consider from an alternative, instructive perspective.

The novelty of the present analysis, as we shall see, besides the explicit qualification of the closure and of the Friedrichs extension of $h_{0}^{(\nu)}$, is the relatively straightforward application of the alternative extension scheme of Kreŭn, Višik, and Birman.

### 4.1.4 Main results

Let us finally come to the main results of this chapter. On the one hand, as mentioned already, we reproduce classical facts (namely Theorem 4.1.2 for the radial problem and Theorem 4.1.3 for the singularly-perturbed hydrogenoid Hamiltonians) through the alternative extension scheme of Kreĭn, Višik, and Birman. On the other hand, we qualify previously studied objects in an explicit, new form, specifically the Friedrichs realisation of the radial operator (Theorem 4.1.1) and our final formula for the central perturbation of the hydrogenoid spectra (Theorem 4.1.4).

Clearly, whereas the derivatives in (4.1.9) and (4.1.13) are classical, the following formulas contain weak derivatives.

As a first step, we identify the closure and the Friedrichs realisation of the radial problem.
Theorem 4.1.1 (Closure and Friedrichs extension of $h_{0}^{(\nu)}$ ).
The operator $h_{0}^{(\nu)}$ is semi-bounded from below with deficiency index one.
(i) One has

$$
\begin{align*}
\mathcal{D}\left(\overline{h_{0}^{(\nu)}}\right) & =H_{0}^{2}\left(\mathbb{R}^{+}\right)={\overline{C_{0}^{\infty}\left(\mathbb{R}^{+}\right)}}^{\| \|_{H^{2}}} \\
\overline{h_{0}^{(\nu)}} f & =-f^{\prime \prime}+\frac{\nu}{r} f \tag{4.1.14}
\end{align*}
$$

The Friedrichs extension $h_{0, F}^{(\nu)}$ of $h_{0}^{(\nu)}$ has
(ii) operator domain and action given by

$$
\begin{align*}
\mathcal{D}\left(h_{0, F}^{(\nu)}\right) & =H^{2}\left(\mathbb{R}^{+}\right) \cap H_{0}^{1}\left(\mathbb{R}^{+}\right)=\left\{f \in H^{2}\left(\mathbb{R}^{+}\right) \mid \lim _{r \downarrow 0} f(r)=0\right\}  \tag{4.1.15}\\
h_{0, F}^{(\nu)} f & =-f^{\prime \prime}+\frac{\nu}{r} f
\end{align*}
$$

(iii) quadratic form given by

$$
\begin{align*}
\mathcal{D}\left[h_{0, F}\right] & =H_{0}^{1}\left(\mathbb{R}^{+}\right) \\
h_{0, F}^{(\nu)}[f, h] & =\int_{0}^{+\infty}\left(\overline{f^{\prime}(r)} h^{\prime}(r)+\nu \frac{\overline{f(r)} h(r)}{r}\right) \mathrm{d} r \tag{4.1.16}
\end{align*}
$$

(iv) resolvent with integral kernel

$$
\left(h_{0, F}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}(r, \rho)=-\frac{\kappa \Gamma(1-\kappa)}{\nu} \begin{cases}\mathscr{W}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa} r\right) \mathscr{M}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa} \rho\right) & \text { if } 0<\rho<r  \tag{4.1.17}\\ \mathscr{M}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa} r\right) \mathscr{W}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa} \rho\right) & \text { if } 0<r<\rho\end{cases}
$$

where $\kappa \in(-\infty, 0) \cup(0,1)$, $\operatorname{sign} \kappa=-\operatorname{sign} \nu$, and where $\mathscr{W}_{a, b}(r)$ and $\mathscr{M}_{a, b}(r)$ are the Whittaker functions.
Next, using the Friedrichs extension as a reference extension for the Kreĭn-Višik-Birman scheme, we classify all other self-adjoint realisations of the radial problem. The result is classical in the literature [98, 21], but we find the present derivation more straightforward and natural, especially in yielding the typical boundary condition at the origin that qualify each extension.
Theorem 4.1.2 (Self-adjoint realisations of $h_{0}^{(\nu)}$ ).
(i) The self-adjoint extensions of $h_{0}^{(\nu)}$ form the family $\left(h_{0, \alpha}^{(\nu)}\right)_{\alpha \in \mathbb{R} \cup\{\infty\}}$, where $\alpha=\infty$ labels the Friedrichs extension, and

$$
\begin{align*}
\mathcal{D}\left(h_{0, \alpha}^{(\nu)}\right) & =\left\{g \in L^{2}\left(\mathbb{R}^{+}\right) \left\lvert\, \begin{array}{c}
-g^{\prime \prime}+\frac{\nu}{r} g \in L^{2}\left(\mathbb{R}^{+}\right) \\
\text {and } g_{1}=4 \pi \alpha g_{0}
\end{array}\right.\right\}  \tag{4.1.18}\\
h_{0, \alpha}^{(\nu)} g & =-g^{\prime \prime}+\frac{\nu}{r} g
\end{align*}
$$

$g_{0}$ and $g_{1}$ being the existing limits

$$
\begin{align*}
g_{0} & :=\lim _{r \downarrow 0} g(r) \\
g_{1} & :=\lim _{r \downarrow 0} r^{-1}\left(g(r)-g_{0}(1+\nu r \ln r)\right) \tag{4.1.19}
\end{align*}
$$

(ii) For given $\kappa \in(-\infty, 0) \cup(0,1)$, $\operatorname{sign} \kappa=-\operatorname{sign} \nu$, one has

$$
\begin{equation*}
\left.\left(h_{0, \alpha}^{(\nu)}\right)+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}=\left(h_{0, \infty}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}+\frac{\Gamma(1-\kappa)^{2}}{4 \pi} \frac{1}{\alpha-\mathfrak{F}_{\nu, \kappa}}\left|\Phi_{\kappa}\right\rangle\left\langle\Phi_{\kappa}\right| \tag{4.1.20}
\end{equation*}
$$

where $\Phi_{\kappa}(r):=\mathscr{W}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa} r\right)$ and

$$
\begin{equation*}
\mathfrak{F}_{\nu, \kappa}:=\frac{\nu}{4 \pi}\left(\psi(1-\kappa)+\ln \left(-\frac{\nu}{\kappa}\right)+(2 \gamma-1)+\frac{1}{2 \kappa}\right) . \tag{4.1.21}
\end{equation*}
$$

Consistently, when $\nu=0$ the boundary condition (4.1.18) for the $\alpha$-extension takes the classical form $g^{\prime}(0)=4 \pi \alpha g(0)$, namely the well-known boundary condition for the generic self-adjoint Laplacian on the half-line [73, 55, 34].

When the radial analysis is lifted back to the three-dimensional Hilbert space, we re-obtain, through an alternative path, the following classification result already available in the literature (see, e.g., [4, Theorem I.2.1.2]).

Theorem 4.1.3 (Self-adjoint realisations of $\left.\stackrel{\circ}{H}^{(\nu)}\right)$.
The self-adjoint extensions of $\dot{H}^{(\nu)}$ form the family $\left(H_{\alpha}^{(\nu)}\right)_{\alpha \in \mathbb{R} \cup\{\infty\}}$ characterised as follows.
(i) With respect to the canonical decomposition (4.1.11) of $L^{2}\left(\mathbb{R}^{3}\right)$, the extension $H_{\alpha}^{(\nu)}$ is reduced as

$$
\begin{equation*}
H_{\alpha}^{(\nu)} \cong \bigoplus_{\ell=0}^{\infty}\left(U^{-1} h_{\ell, \alpha}^{(\nu)} U \otimes \mathbb{1}\right) \tag{4.1.22}
\end{equation*}
$$

where $h_{0, \alpha}^{(\nu)}$ is qualified in Theorem 4.1.2 and $h_{\ell, \alpha}^{(\nu)}$, for $\ell \geqslant 1$, is the closure of $h_{\ell}^{(\nu)}$ introduced in (4.1.13), namely the $L^{2}\left(\mathbb{R}^{+}\right)$-self-adjoint operator

$$
\begin{align*}
\mathcal{D}\left(h_{\ell, \alpha}^{(\nu)}\right) & =\left\{g \in L^{2}\left(\mathbb{R}^{+}\right) \left\lvert\,-g^{\prime \prime}+\frac{\ell(\ell+1)}{r^{2}} g+\frac{\nu}{r} g \in L^{2}\left(\mathbb{R}^{+}\right)\right.\right\} \\
h_{\ell, \alpha}^{(\nu)} g & =-g^{\prime \prime}+\frac{\ell(\ell+1)}{r^{2}} g+\frac{\nu}{r} g \tag{4.1.23}
\end{align*}
$$

(ii) The choice $\alpha=\infty$ identifies the Friedrichs extension of $\stackrel{\circ}{H}^{(\nu)}$, which is precisely the self-adjoint hydrogenoid Hamiltonian

$$
\begin{equation*}
H^{(\nu)}=-\Delta+\frac{\nu}{|x|}, \quad \mathcal{D}\left(H^{(\nu)}\right)=H^{2}\left(\mathbb{R}^{3}\right) \tag{4.1.24}
\end{equation*}
$$

It is the only member of the family $\left(H_{\alpha}^{(\nu)}\right)_{\alpha \in \mathbb{R} \cup\{\infty\}}$ whose domain's functions have separately finite kinetic and finite potential energy, in the sense of energy forms.
(iii) For given $\kappa \in(-\infty, 0) \cup(0,1)$, $\operatorname{sign} \kappa=-\operatorname{sign} \nu$, one has

$$
\begin{equation*}
\left(H_{\alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}=\left(H^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}+\frac{1}{\alpha-\mathfrak{F}_{\nu, \kappa}}\left|\mathfrak{g}_{\nu, \kappa}\right\rangle\left\langle\mathfrak{g}_{\nu, \kappa}\right|, \tag{4.1.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathfrak{g}_{\nu, \kappa}(x):=\Gamma(1-\kappa) \frac{\mathscr{W}_{\kappa, \frac{1}{2}}\left(-\frac{\nu}{\kappa}|x|\right)}{4 \pi|x|} \tag{4.1.26}
\end{equation*}
$$

and $\mathfrak{F}_{\nu, \kappa}$ is defined in (4.1.21).
(iv) For given $\kappa \in(-\infty, 0) \cup(0,1)$, $\operatorname{sign} \kappa=-\operatorname{sign} \nu$, one has

$$
\begin{align*}
\mathcal{D}\left(H_{\alpha}^{(\nu)}\right) & =\left\{\left.\psi=\varphi_{\kappa}+\frac{\varphi_{\kappa}(0)}{\alpha-\mathfrak{F}_{\nu, \kappa}} \mathfrak{g}_{\nu, \kappa} \right\rvert\, \varphi_{\kappa} \in H^{2}\left(\mathbb{R}^{3}\right)\right\}  \tag{4.1.27}\\
\left(H_{\alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right) \psi & =\left(H^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right) \varphi_{\kappa}
\end{align*}
$$

the decomposition of each $\psi$ being unique.
We observe that (4.1.27) provides the typical decomposition of a generic element in $\mathcal{D}\left(H_{\alpha}^{(\nu)}\right)$ into the 'regular' part $\varphi_{\kappa} \in H^{2}\left(\mathbb{R}^{3}\right)$ and the 'singular' part $\mathfrak{g}_{\nu, \kappa} \sim|x|^{-1}$ as $x \rightarrow 0$ with a precise 'boundary condition' among the two.

The uniqueness property of part (ii) above is another feature that, as we shall see, emerges naturally within the Kreĭn-Višik-Birman scheme. It gives the standard hydrogenoid Hamiltonian a somewhat physically distinguished status, in complete analogy with its semi-relativistic counterpart, the well-known distinguished realisation of the Dirac-Coulomb Hamiltonian (see, e.g., [47, 50] and the references therein).

Last, we address the spectral analysis of each realisation $H_{\alpha}^{(\nu)}$.
Since the $H_{\alpha}^{(\nu)}$ 's are rank-one perturbations, in the resolvent sense, of $H_{\alpha=\infty}^{(\nu)} \equiv H^{(\nu)}$, then we deduce from (4.1.2) that

$$
\begin{equation*}
\sigma_{\mathrm{ess}}\left(H_{\alpha}^{(\nu)}\right)=\sigma_{\mathrm{ac}}\left(H_{\alpha}^{(\nu)}\right)=[0,+\infty), \quad \sigma_{\mathrm{sc}}\left(H_{\alpha}^{(\nu)}\right)=\varnothing \tag{4.1.28}
\end{equation*}
$$

and only $\sigma_{\text {point }}\left(H_{\alpha}^{(\nu)}\right)$ differs from the corresponding $\sigma_{\text {point }}\left(H^{(\nu)}\right)$.
Concerning the corrections to $\sigma_{\text {point }}\left(H^{(\nu)}\right)$ due to the central perturbation, we distinguish among the two possible cases. If $\nu<0$, then the $n$-th eigenvalue $-\frac{\nu^{2}}{4 n^{2}}$ in $\sigma_{\text {point }}\left(H^{(\nu)}\right)$ is $n^{2}$-fold degenerate, with partial $(2 \ell+1)$-fold degeneracy in the sector of angular symmetry $\ell$ for all $\ell \in\{0, \ldots, n-1\}$. All the eigenstates of $H^{(\nu)}$ with eigenvalue $-\frac{\nu^{2}}{4 n^{2}}$ and with symmetry $\ell \geqslant 1$ are also eigenstates of any other realisation $H_{\alpha}^{(\nu)}$ with the same eigenvalue, because $H_{\alpha}^{(\nu)}$ is a perturbation of $H^{(\nu)}$ in the $s$-wave only. Thus, the effect of the central perturbation is a correction to the $\ell=0$ point spectrum of $H^{(\nu)}$, which consists of countably many non-degenerate eigenvalues $E_{n}:=-\frac{\nu^{2}}{4 n^{2}}, n \in \mathbb{N}$.

If instead $\nu>0$, then a standard application of the Kato-Agmon-Simon Theorem (see e.g. [96, Theorem XIII.58]) gives $\sigma_{\text {point }}\left(H^{(\nu)}\right)=\varnothing$. Yet, if the central perturbation corresponds to an interaction that is attractive or at least not too much repulsive, then it can create one negative eigenvalue in the $\ell=0$ sector.

This is described in detail as follows.
Theorem 4.1.4 (Eigenvalue corrections).
For given $\alpha \in \mathbb{R} \cup\{\infty\}$ and $\nu \in \mathbb{R}$, let $\sigma_{\mathrm{p}}^{(0)}\left(H_{\alpha}^{(\nu)}\right)$ be point spectrum of the self-adjoint extension $H_{\alpha}^{(\nu)}$ with definite angular symmetry $\ell=0$ ('s-wave point spectrum'). Moreover, for $E<0$ let

$$
\begin{equation*}
\mathfrak{F}_{\nu}(E):=\frac{\nu}{4 \pi}\left(\psi\left(1+\frac{\nu}{2 \sqrt{|E|}}\right)+\ln (2 \sqrt{|E|})+2 \gamma-1-\frac{\sqrt{|E|}}{\nu}\right) . \tag{4.1.29}
\end{equation*}
$$

(i) If $\nu<0$, then the equation

$$
\begin{equation*}
\mathfrak{F}_{\nu}(E)=\alpha \tag{4.1.30}
\end{equation*}
$$

admits countably many simple negative roots that form an increasing sequence $\left(E_{n}^{(\nu, \alpha)}\right)_{n \in \mathbb{N}}$ accumulating at zero, and

$$
\begin{equation*}
\sigma_{\mathrm{p}}^{(0)}\left(H_{\alpha}^{(\nu)}\right)=\left\{E_{n}^{(\nu, \alpha=\infty)} \mid n \in \mathbb{N}\right\} \tag{4.1.31}
\end{equation*}
$$



Figure 4.1: Eigenvalues of the perturbed hydrogenoid Hamiltonian $H_{\alpha}^{(\nu)}$ for $\nu=-1$ (left) and $\nu=1$ (right). The scales of the energy $E$ and of the extension parameter $\alpha$ are modified to magnify the behaviour of the eigenvalues.

For the Friedrichs extension,

$$
\begin{equation*}
E_{n}^{(\nu, \alpha=\infty)}=E_{n}^{(\nu)}=-\frac{\nu^{2}}{4 n^{2}}, \tag{4.1.32}
\end{equation*}
$$

that is, the ordinary hydrogenoid eigenvalues.
(ii) If $\nu>0$, then the equation (4.1.30) has no negative roots if $\alpha \geqslant \alpha_{\nu}$, where

$$
\begin{equation*}
\alpha_{\nu}:=\frac{\nu}{4 \pi}(\ln \nu+2 \gamma-1) \tag{4.1.33}
\end{equation*}
$$

and has one simple negative root $E_{+}^{(\nu, \alpha)}$ if $\alpha<\alpha_{\nu}$. Correspondingly,

$$
\sigma_{\mathrm{p}}^{(0)}\left(H_{\alpha}^{(\nu)}\right)= \begin{cases}\varnothing & \text { if } \alpha \geqslant \alpha_{\nu}  \tag{4.1.34}\\ E_{+}^{(\nu, \alpha)} & \text { if } \alpha<\alpha_{\nu}\end{cases}
$$

Figure 4.1 displays the structure of the discrete spectrum described in Theorem 4.1.4 above.
As we shall argue rigorously in due time, Figure 4.1 confirms that when $\nu<0$ each $E_{n}^{(\nu, \alpha)}$ is smooth and strictly monotone in $\alpha$, with a typical fibred structure of the union of all the discrete spectra $\sigma_{\text {disc }}\left(H_{\alpha}^{(\nu)}\right)$

$$
\begin{equation*}
(-\infty, 0)=\bigcup_{\alpha \in(-\infty,+\infty]}\left\{E_{n}^{(\nu, \alpha)} \mid n \in \mathbb{N}\right\}=\mathbb{R} \backslash \sigma_{\mathrm{ess}}\left(H_{\alpha}^{(\nu)}\right) \tag{4.1.35}
\end{equation*}
$$

(see Remark 4.3.2 below, and Theorem 5.1.32 for an analogous phenomenon for Dirac operators), and the correction $E_{n}^{(\nu, \alpha)}$ to the non-relativistic $E_{n}^{(\nu)}$ always decreases the energy, with the intertwined relation $E_{n+1}^{(\nu, \alpha)} \geqslant E_{n}^{(\nu)} \geqslant E_{n}^{(\nu, \alpha)}$ (see Remark 4.3.1).

Analogously, when $\nu>0$,

$$
\begin{equation*}
(-\infty, 0)=\bigcup_{\alpha \in\left(-\infty, \alpha_{\nu}\right)}\left\{E_{+}^{(\nu, \alpha)}\right\}=\mathbb{R} \backslash \sigma_{\mathrm{ess}}\left(H_{\alpha}^{(\nu)}\right) \tag{4.1.36}
\end{equation*}
$$

### 4.2 Self-adjoint realisations and classification

In this Section we establish the constructions of Theorems 4.1.1, 4.1.2, and 4.1.3. The main focus are the self-adjoint extensions on $L^{2}\left(\mathbb{R}^{+}\right)$of the radial operator $h_{0}^{(\nu)}$. Equivalently, we study the self-adjoint extensions of the shifted operator

$$
\begin{equation*}
S:=-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}+\frac{\nu^{2}}{4 \kappa^{2}}, \quad \mathcal{D}(S):=C_{0}^{\infty}\left(\mathbb{R}^{+}\right) \tag{4.2.1}
\end{equation*}
$$

for generic

$$
\begin{equation*}
\kappa \in \mathbb{R}, \quad \operatorname{sign} \kappa=-\operatorname{sign} \nu, \quad 0<|\kappa|<\frac{1}{2} \tag{4.2.2}
\end{equation*}
$$

Owing to (4.1.2), $-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r} \geqslant-\nu^{2} / 4$, whence $S \geqslant \frac{1}{4} \nu^{2}\left(\kappa^{-2}-1\right)$ : thus, $S$ is densely defined and symmetric on $L^{2}\left(\mathbb{R}^{+}\right)$with strictly positive bottom. This feature will simplify the identification of the self-adjoint extensions of $S$ : the corresponding extensions for $h_{0}^{(\nu)}$ are then obtained through a trivial shift.

It will be also convenient to make use of the notation

$$
\begin{equation*}
\widetilde{S}:=-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}+\frac{\nu^{2}}{4 \kappa^{2}} \tag{4.2.3}
\end{equation*}
$$

to refer to the differential action on functions in $L^{2}\left(\mathbb{R}^{+}\right)$, in the classical or the weak sense, with no reference to the operator domain.

In order to apply the Kreĭn-Višik-Birman extension scheme of Chapter 2, an amount of preparatory steps are needed (Subsect. 4.2.1 through 4.2.4), in which we identify the spaces $\mathcal{D}(\bar{S})$, ker $S^{*}$, and $S_{F}^{-1} \operatorname{ker} S^{*}, S_{F}$ being the Friedrichs extension of $S$. In Subsect. 4.2.4 we qualify $S_{F}$ and prove Theorem 4.1.1; in Subsect. 4.2.5 we classify the extensions of $S$ and prove Theorem 4.1.2; last, in Subsect. 4.2.6 we deduce Theorem 4.1.3 from the previous results.

### 4.2.1 The homogeneous radial problem

We first qualify the space $\operatorname{ker} S^{*}$. By standard arguments (see, e.g., [104, Lemma 15.1])

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =\left\{g \in L^{2}\left(\mathbb{R}^{+}\right) \mid \widetilde{S} g \in L^{2}\left(\mathbb{R}^{+}\right)\right\} \\
S^{*} g & =\widetilde{S} g=-g^{\prime \prime}+\frac{\nu}{r} g+\frac{\nu^{2}}{4 \kappa^{2}} g \tag{4.2.4}
\end{align*}
$$

that is, $S^{*}$ is the maximal realisation of $\widetilde{S}$, and in fact $\bar{S}$ is the minimal one. Thus, ker $S^{*}$ is formed by the square-integrable solutions to $\widetilde{S} u=0$ on $\mathbb{R}^{+}$. It is also standard (see e.g. [116, Theorems $5.2-5.4]$ ) that if $u$ solves $\widetilde{S} u=0$, then it is smooth on $\mathbb{R}^{+}$, with possible singularity only at zero or infinity.

Through the change of variable $\rho:=-\frac{\nu}{\kappa} r, w(\rho):=u(r)$, where $-\frac{\nu}{\kappa}>0$ for every non-zero $\nu$ owing to (4.2.2), the differential problem becomes

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} \rho^{2}}-\frac{\kappa}{\rho}+\frac{1}{4}\right) w=0 \tag{4.2.5}
\end{equation*}
$$

that is, a special case of Whittaker's equation $w^{\prime \prime}-\left(\frac{1}{4}-\frac{\kappa}{\rho}+\left(\frac{1}{4}-\mu^{2}\right) \frac{1}{\rho^{2}}\right) w=0$ with parameter $\mu=\frac{1}{2}$ [1, Eq. (13.1.31)]. The functions

$$
\begin{align*}
\mathscr{M}_{\kappa, \frac{1}{2}}(\rho) & =e^{-\frac{1}{2} \rho} \rho M_{1-\kappa, 2}(\rho)  \tag{4.2.6}\\
\mathscr{W}_{\kappa, \frac{1}{2}}(\rho) & =e^{-\frac{1}{2} \rho} \rho U_{1-\kappa, 2}(\rho) \tag{4.2.7}
\end{align*}
$$

form a pair $\left(\mathscr{M}_{\kappa, \frac{1}{2}}, \mathscr{W}_{\kappa, \frac{1}{2}}\right)$ of linearly independent solutions to (4.2.5) [1, Eq. (13.1.32)-(13.1.33)], where $M_{a, b}$ and $U_{a, b}$ are, respectively, Kummer's and Tricomi's function [1, Eq. (13.1.2)-(13.1.3)].

Owing to [1, Eq. (13.5.5), (13.5.7), (13.1.2) and (13.1.6)] as $\rho \rightarrow 0$, and to [1, Eq. (13.1.4) and (13.1.8)] as $\rho \rightarrow+\infty$, one has the asymptotics

$$
\begin{align*}
& \mathscr{M}_{\kappa, \frac{1}{2}}(\rho) \stackrel{\rho \rightarrow 0}{=} \rho-\frac{\kappa}{2} \rho^{2}+\frac{1+2 \kappa^{2}}{24} \rho^{3}+O\left(\rho^{4}\right) \\
& \mathscr{W}_{\kappa, \frac{1}{2}}(\rho) \stackrel{\rho \rightarrow 0}{=} \frac{1}{\Gamma(1-\kappa)}-\frac{\kappa}{\Gamma(1-\kappa)} \rho \ln \rho  \tag{4.2.8}\\
& \quad+\frac{(2-4 \gamma) \kappa-2 \kappa \psi(1-\kappa)-1}{2 \Gamma(1-\kappa)} \rho+O\left(\rho^{2} \ln \rho\right)
\end{align*}
$$

and

$$
\begin{align*}
& \mathscr{M}_{\kappa, \frac{1}{2}}(\rho) \stackrel{\rho \rightarrow+\infty}{=} \frac{1}{\Gamma(1-\kappa)} e^{\rho / 2} \rho^{-\kappa}\left(1+O\left(\rho^{-1}\right)\right)  \tag{4.2.9}\\
& \mathscr{W}_{\kappa, \frac{1}{2}}(\rho) \stackrel{\rho \rightarrow+\infty}{=} e^{-\rho / 2} \rho^{\kappa}\left(1+O\left(\rho^{-1}\right)\right)
\end{align*}
$$

where $\gamma \sim 0.577$ is the Euler-Mascheroni constant and $\psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$ is the digamma function. Since $0<|\kappa|<\frac{1}{2}$, the expressions (4.2.8) and (4.2.9) make sense.

Therefore only $\mathscr{W}_{\kappa, \frac{1}{2}}$ is square-integrable at infinity, whereas both $\mathscr{M}_{\kappa, \frac{1}{2}}$ and $\mathscr{W}_{\kappa, \frac{1}{2}}$ are squareintegrable at zero. This implies that the square-integrable solutions to $\widetilde{S} u=0$ form a onedimensional space, that is, dim $\operatorname{ker} S^{*}=1$.

Explicitly, upon setting

$$
\begin{align*}
F_{\kappa}(r) & :=\mathscr{M}_{\kappa, \frac{1}{2}}(\lambda r) \\
\Phi_{\kappa}(r) & :=\mathscr{W}_{\kappa, \frac{1}{2}}(\lambda r), \quad \lambda:=-\frac{\nu}{\kappa}>0 \tag{4.2.10}
\end{align*}
$$

one has that

$$
\begin{equation*}
\operatorname{ker} S^{*}=\operatorname{span}\left\{\Phi_{\kappa}\right\} \tag{4.2.11}
\end{equation*}
$$

and that $\left(F_{\kappa}, \Phi_{\kappa}\right)$ is a pair of linearly independent solutions to the original problem $\widetilde{S} u=0$.

### 4.2.2 Inhomogeneous inverse radial problem

Next, let us focus on the inhomogeneous problem $\widetilde{S} f=g$ in the unknown $f$ for given $g$. With respect to the fundamental system $\left(F_{\kappa}, \Phi_{\kappa}\right)$ for $\widetilde{S} u=0$, the general solution is given by

$$
\begin{equation*}
f=c_{1} F_{\kappa}+c_{2} \Phi_{\kappa}+f_{\mathrm{part}} \tag{4.2.12}
\end{equation*}
$$

for $c_{1}, c_{2} \in \mathbb{C}$ and some particular solution $f_{\text {part }}$, i.e., $\widetilde{S} f_{\text {part }}=g$.
The Wronskian

$$
W\left(\Phi_{\kappa}, F_{\kappa}\right)(r):=\operatorname{det}\left(\begin{array}{ll}
\Phi_{\kappa}(r) & F_{\kappa}(r)  \tag{4.2.13}\\
\Phi_{\kappa}^{\prime}(r) & F_{\kappa}^{\prime}(r)
\end{array}\right)
$$

relative to the pair $\left(F_{\kappa}, \Phi_{\kappa}\right)$ is actually constant in $r$, owing to Liouville's theorem, with a value that can be computed by means of the asymptotics (4.2.8) or (4.2.9) and amounts to

$$
\begin{equation*}
W\left(\Phi_{\kappa}, F_{\kappa}\right)=\frac{-\nu / \kappa}{\Gamma(1-\kappa)}=: W \tag{4.2.14}
\end{equation*}
$$

A standard application of the method of variation of constants [116, Section 2.4] shows that we can take $f_{\text {part }}$ to be

$$
\begin{equation*}
f_{\text {part }}(r)=\int_{0}^{+\infty} G(r, \rho) g(\rho) \mathrm{d} \rho \tag{4.2.15}
\end{equation*}
$$

where

$$
G(r, \rho):=\frac{1}{W} \begin{cases}\Phi_{\kappa}(r) F_{\kappa}(\rho) & \text { if } 0<\rho<r  \tag{4.2.16}\\ F_{\kappa}(r) \Phi_{\kappa}(\rho) & \text { if } 0<r<\rho\end{cases}
$$

The following property holds.
Lemma 4.2.1. The integral operator $R_{G}$ on $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$ with kernel $G(r, \rho)$ given by (4.2.16) is bounded and self-adjoint.
Proof. $R_{G}$ splits into the sum of four integral operators with kernels given by

$$
\begin{aligned}
G^{++}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
G^{+-}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(0,1)}(\rho) \\
G^{-+}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
G^{--}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(0,1)}(\rho)
\end{aligned}
$$

where $\mathbf{1}_{J}$ denotes the characteristic function of the interval $J \subset \mathbb{R}^{+}$. We can estimate each $G^{L M}(r, \rho)$, $L, M \in\{+,-\}$, by means of the short and large distance asymptotics (4.2.8)-(4.2.9) for $F_{\kappa}$ and $\Phi_{\kappa}$. Calling $\lambda=-\frac{\nu}{\kappa}$ as in (4.2.10), for example,

$$
\begin{aligned}
\left|\Phi_{\kappa}(r) F_{\kappa}(\rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho)\right| \lesssim e^{-\frac{\lambda}{2}(r-\rho)}\left(\frac{r}{\rho}\right)^{\kappa} & \text { if } 0<\rho<r \\
\left|F_{\kappa}(r) \Phi_{\kappa}(\rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho)\right| \lesssim e^{-\frac{\lambda}{2}(\rho-r)}\left(\frac{\rho}{r}\right)^{\kappa} & \text { if } 0<r<\rho
\end{aligned}
$$

because $F_{k}$ diverges exponentially and $\Phi_{\kappa}$ vanishes exponentially as $r \rightarrow+\infty$. Thus,

$$
\left|G^{++}(r, \rho)\right| \lesssim e^{-\frac{\lambda}{4}|r-\rho|}
$$

With analogous reasoning we find

$$
\begin{align*}
\left|G^{++}(r, \rho)\right| & \lesssim e^{-\frac{\lambda}{4}|r-\rho|} \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
\left|G^{+-}(r, \rho)\right| & \lesssim e^{-\frac{\lambda}{4} r} \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(0,1)}(\rho)  \tag{*}\\
\left|G^{-+}(r, \rho)\right| & \lesssim e^{-\frac{\lambda}{4} \rho} \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
\left|G^{--}(r, \rho)\right| & \lesssim \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(0,1)}(\rho)
\end{align*}
$$

The last three bounds in $\left(^{*}\right)$ imply $G^{+-}, G^{-+}, G^{--} \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{+}, \mathrm{d} r \mathrm{~d} \rho\right)$ and therefore the corresponding integral operators are Hilbert-Schmidt operators on $L^{2}\left(\mathbb{R}^{+}\right)$. The first bound in $\left(^{*}\right)$ allows to conclude, by an obvious Schur test, that also the integral operator with kernel $G^{++}(r, \rho)$ is bounded on $L^{2}\left(\mathbb{R}^{+}\right)$. This proves the overall boundedness of $R_{G}$. Its self-adjointness is then clear from (4.2.16): the adjoint $R_{G}^{*}$ of $R_{G}$ has kernel $\overline{G(\rho, r)}$, but $G$ is real-valued and $G(\rho, r)=G(r, \rho)$, thus proving that $R_{G}^{*}=R_{G}$.

### 4.2.3 Distinguished extension and its inverse

In the Kreĭn-Višik-Birman scheme one needs a reference self-adjoint extension of $S$ with everywhere defined bounded inverse: the Friedrichs extension $S_{F}$ is surely so, since the bottom of $S$ is strictly positive by construction.

In this Subsection we shall prove the following.

Proposition 4.2.2. $R_{G}=S_{F}^{-1}$.
This is checked in several steps. First, we recognise that $R_{G}$ inverts a self-adjoint extension of $S$.
Lemma 4.2.3. There exists a self-adjoint extension $\mathscr{S}$ of $S$ in $L^{2}\left(\mathbb{R}^{+}\right)$which has everywhere defined and bounded inverse and such that $\mathscr{S}^{-1}=R_{G}$.
Proof. $R_{G}$ is bounded and self-adjoint (Lemma 4.2.1), and by construction satisfies $\widetilde{S} R_{G} g=g$ $\forall g \in L^{2}\left(\mathbb{R}^{+}\right)$. Therefore, $R_{G} g=0$ for some $g \in L^{2}\left(\mathbb{R}^{+}\right)$implies $g=0$, i.e., $R_{G}$ is injective. Then $R_{G}$ has dense range $\left(\left(\operatorname{ran} R_{G}\right)^{\perp}=\operatorname{ker} R_{G}\right)$. As such (see, e.g., [104, Theorem 1.8(iv)]), $\mathscr{S}:=R_{G}^{-1}$ is self-adjoint. One thus has $R_{G}=\mathscr{S}^{-1}$ and from the identity $S^{*} R_{G}=\mathbb{1}$ on $L^{2}\left(\mathbb{R}^{+}\right)$one deduces that for any $f \in \mathcal{D}(\mathscr{S})$, say, $f=R_{G} g=\mathscr{S}^{-1} g$ for some $g \in L^{2}\left(\mathbb{R}^{+}\right)$, the identity $S^{*} f=\mathscr{S} f$ holds. This means that $S^{*} \supset \mathscr{S}$, whence also $\bar{S}=S^{* *} \subset \mathscr{S}$, i.e., $\mathscr{S}$ is a self-adjoint extension of $S$.

Next, we recall the following concerning the form of the Friedrichs extension. Let us define

$$
\begin{equation*}
\|f\|_{F}^{2}:=\langle f, S f\rangle+\langle f, f\rangle \tag{4.2.17}
\end{equation*}
$$

which, for $f \in C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$, is a norm equal to

$$
\begin{equation*}
\|f\|_{F}^{2}=\left\|f^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} f\right\|_{L^{2}}^{2}+\left(\frac{\nu^{2}}{4 \kappa^{2}}+1\right)\|f\|_{L^{2}}^{2} \tag{4.2.18}
\end{equation*}
$$

Lemma 4.2.4. The quadratic form of the Friedrichs extension of $S$ is given by

$$
\begin{align*}
\mathcal{D}\left[S_{F}\right] & =\left\{f \in L^{2}\left(\mathbb{R}^{+}\right) \left\lvert\,\left\|f^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} f\right\|_{L^{2}}^{2}+\|f\|_{L^{2}}^{2}<+\infty\right.\right\} \\
S_{F}[f, h] & =\int_{0}^{+\infty}\left(\overline{f^{\prime}(r)} h^{\prime}(r)+\nu \frac{\overline{f(r)} h(r)}{r}+\frac{\nu^{2}}{4 \kappa^{2}} \overline{f(r)} h(r)\right) \mathrm{d} r \tag{4.2.19}
\end{align*}
$$

Proof. A standard construction (see, e.g., Theorem 1.3.2), that follows from the fact that $\mathcal{D}\left[S_{F}\right]$ is the closure of $\mathcal{D}(S)=C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$in the norm $\|\cdot\|_{F}$ : then (4.2.19) follows at once from (4.2.17)(4.2.18).

In fact, the Friedrichs form domain is a classical functional space.
Lemma 4.2.5. $\mathcal{D}\left[S_{F}\right]=H_{0}^{1}\left(\mathbb{R}^{+}\right):=\overline{C_{0}^{\infty}\left(\mathbb{R}^{+}\right)}{ }^{\| \|_{H^{1}}}$ 。
Proof. Hardy's inequality

$$
\left\|r^{-1} f\right\|_{L^{2}} \leqslant 2\left\|f^{\prime}\right\|_{L^{2}} \quad \forall f \in C_{0}^{\infty}\left(\mathbb{R}^{+}\right)
$$

implies

$$
\left\|r^{-\frac{1}{2}} f\right\|_{L^{2}}^{2} \leqslant \frac{\varepsilon}{4}\left\|r^{-1} f\right\|_{L^{2}}^{2}+\frac{1}{\varepsilon}\|f\|_{L^{2}}^{2} \leqslant \varepsilon\left\|f^{\prime}\right\|_{L^{2}}^{2}+\varepsilon^{-1}\|f\|_{L^{2}}^{2}
$$

for arbitrary $\varepsilon>0$. This and (4.2.18) imply on the one hand $\|f\|_{F} \lesssim\|f\|_{H^{1}}$, and on the other hand

$$
\|f\|_{F}^{2} \geqslant(1-|\nu| \varepsilon)\left\|f^{\prime}\right\|_{L^{2}}^{2}+\left(1+\frac{\nu^{2}}{4 \kappa^{2}}-|\nu| \varepsilon^{-1}\right)\|f\|_{L^{2}}^{2}
$$

The r.h.s. above is equivalent to the $H^{1}$-norm provided that the coefficients of $\left\|f^{\prime}\right\|_{L^{2}}^{2}$ and $\|f\|_{L^{2}}^{2}$ are strictly positive, which is the same as

$$
\nu^{2}<\frac{|\nu|}{\varepsilon}<1+\frac{\nu^{2}}{4 \kappa^{2}}
$$

For given $\nu$ and $\kappa$, a choice of $\varepsilon>0$ satisfying the inequalities above is always possible, because $\nu^{2}<1+\frac{\nu^{2}}{4 \kappa^{2}}$, or equivalently, $1+\nu^{2}\left(\frac{1}{4 \kappa^{2}}-1\right)>0$, which is true owing to the assumption $0<|\kappa|<\frac{1}{2}$. We have therefore shown that $\|f\|_{F} \approx\|f\|_{H^{1}}$ in the sense of the equivalence of norms on $C_{0}^{\infty}\left(\mathbb{R}^{+}\right)$.
 $H_{0}^{1}\left(\mathbb{R}^{+}\right)$: the Lemma is therefore proved.

Let us now highlight the following feature of $\operatorname{ran} R_{G}$.
Lemma 4.2.6. For every $g \in L^{2}\left(\mathbb{R}^{+}\right)$one has

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\left|\left(R_{G} g\right)(r)\right|^{2}}{r^{2}} \mathrm{~d} r<+\infty \tag{4.2.20}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\operatorname{ran} R_{G} \subset \mathcal{D}\left(r^{-1}\right) \tag{4.2.21}
\end{equation*}
$$

Proof. It suffices to prove the finiteness of the integral in (4.2.20) only for $r \in(0,1)$, since $\int_{1}^{+\infty} r^{-2}\left|\left(R_{G} g\right)(r)\right|^{2} \mathrm{~d} r \leqslant$ $\left\|R_{G}\right\|^{2}\|g\|_{L^{2}}^{2}$. Owing to (4.2.14) and (4.2.16),

$$
\begin{equation*}
\left|\left(R_{G} g\right)(r)\right| \lesssim\left|\Phi_{\kappa}(r)\right| \int_{0}^{r}\left|F_{\kappa}(\rho) g(\rho)\right| \mathrm{d} \rho+\left|F_{\kappa}(r)\right| \int_{0}^{+\infty}\left|\Phi_{\kappa}(\rho) g(\rho)\right| \mathrm{d} \rho \tag{}
\end{equation*}
$$

We then exploit the asymptotics (4.2.8). The first summand in the r.h.s. above as a $O\left(r^{3 / 2}\right)$-quantity as $r \downarrow 0$, because in this limit $\Phi_{\kappa}$ is smooth and bounded, whereas $F_{\kappa}$ is smooth and vanishes as $O(r)$, and therefore

$$
\int_{0}^{r}\left|F_{\kappa}(\rho) g(\rho)\right| \mathrm{d} \rho \leqslant \sup _{\rho \in[0, r]}\left|F_{\kappa}(\rho)\right|\|g\|_{L^{2}} r^{1 / 2}=O\left(r^{3 / 2}\right)
$$

The second summand in the r.h.s. of $\left(^{*}\right)$ is a $O(r)$-quantity as $r \downarrow 0$, because so is $F_{\kappa}(r)$ and because $\int_{0}^{+\infty}\left|\Phi_{\kappa}(\rho) g(\rho)\right| \mathrm{d} \rho \leqslant\left\|\Phi_{\kappa}\right\|_{L^{2}}\|g\|_{L^{2}}$. Thus, $\left(R_{G} g\right)(r)=O(r)$ as $r \downarrow 0$, whence the integrability of $r^{-2}\left|\left(R_{G} g\right)(r)\right|^{2}$ at zero.

We can finally prove that $R_{G}=S_{F}^{-1}$.
Proof of Proposition 4.2.2. $R_{G}=\mathscr{S}^{-1}$ for some $\mathscr{S}=\mathscr{S}^{*} \supset S$ (Lemma 4.2.3), and we want to conclude that $\mathscr{S}=S_{F}$. This follows if we show that $\mathcal{D}(\mathscr{S}) \subset \mathcal{D}\left[S_{F}\right]$, owing to the well-known property of $S_{F}$ that distinguishes it from all other self-adjoint extensions of $S$.

Let us then pick a generic $f=R_{G} g \in \operatorname{ran} R_{G}=\mathcal{D}(\mathscr{S})$ for some $g \in L^{2}\left(\mathbb{R}^{+}\right)$and show that $S_{F}[f]:=S_{F}[f, f]<+\infty$, the form of $S_{F}$ being given by Lemma 4.2.4. The fact that $\|f\|_{L^{2}}^{2}$ is finite is obvious, and the finiteness of $\left\|r^{-\frac{1}{2}} f\right\|_{L^{2}}^{2}$ follows by interpolation from Lemma 4.2.6. We are thus left with proving that $\left\|f^{\prime}\right\|_{L^{2}}^{2}<+\infty$, and the conclusion then follows from (4.2.19).

Now, $f \in \mathcal{D}\left(S^{*}\right)$ and therefore $-f^{\prime \prime}+\frac{\nu}{r} f+\frac{\nu^{2}}{4 \kappa^{2}} f=g \in L^{2}\left(\mathbb{R}^{+}\right)$: this, and the already mentioned square-integrability of $f$ and $r^{-1} f$, yield $f^{\prime \prime} \in L^{2}\left(\mathbb{R}^{+}\right)$. It is then standard (see, e.g., [60, Remark $4.21])$ to deduce that $f^{\prime}$ too belongs to $L^{2}\left(\mathbb{R}^{+}\right)$, thus concluding the proof.

For later purposes we set for convenience

$$
\begin{equation*}
\Psi_{\kappa}:=S_{F}^{-1} \Phi_{\kappa}=R_{G} \Phi_{\kappa} \tag{4.2.22}
\end{equation*}
$$

and we prove the following.
Lemma 4.2.7. One has

$$
\begin{equation*}
\Psi_{\kappa}(r)=\Gamma(1-\kappa)\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} r+O\left(r^{2}\right) \quad \text { as } r \downarrow 0 \tag{4.2.23}
\end{equation*}
$$

Proof. Owing to (4.2.14) and (4.2.16),

$$
\left(R_{G} \Phi_{\kappa}\right)(r)=-\frac{\kappa \Gamma(1-\kappa)}{\nu}\left(\Phi_{\kappa}(r) \int_{0}^{r} F_{\kappa}(\rho) \Phi_{\kappa}(\rho) \mathrm{d} \rho+F_{\kappa}(r) \int_{r}^{+\infty} \Phi_{\kappa}^{2}(\rho) \mathrm{d} \rho\right)
$$

As $r \downarrow 0,(4.2 .8)$ and (4.2.10) imply that the first summand behaves as

$$
-\frac{\kappa \Gamma(1-\kappa)}{\nu}\left(\frac{1}{\Gamma(1-\kappa)}+O(r \ln r)\right) \int_{0}^{r}\left(-\frac{\nu}{\kappa} \rho+O\left(\rho^{2}\right)\right)\left(\frac{1}{\Gamma(1-\kappa)}+O(\rho \ln \rho)\right) \mathrm{d} \rho
$$

which, after some simplifications, becomes

$$
\frac{1}{2 \Gamma(1-\kappa)} r^{2}+O\left(r^{3} \ln r\right)
$$

The second summand turns out to be the leading term: indeed, as $r \downarrow 0, \int_{r}^{\infty} \Phi_{\kappa}^{2} \mathrm{~d} \rho=\left\|\Phi_{\kappa}\right\|_{L^{2}\left(\mathbb{R}^{+}\right)}^{2}+$ $O(r)$ and hence

$$
-\frac{\kappa \Gamma(1-\kappa)}{\nu} F_{\kappa}(r) \int_{r}^{+\infty} \Phi_{\kappa}^{2}(\rho) \mathrm{d} \rho=\Gamma(1-\kappa)\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} r+O\left(r^{2}\right)
$$

which completes the proof.

### 4.2.4 Operators $\bar{S}, S_{F}$, and $S^{*}$

In general (see Theorem 2.1.2 and (2.1.6)), the space $\mathcal{D}\left(S^{*}\right)$ implicitly qualified in (4.2.4) and the space $\mathcal{D}\left(S_{F}\right)$ have the following internal structure:

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =\mathcal{D}(\bar{S})+S_{F}^{-1} \operatorname{ker} S^{*}+\operatorname{ker} S^{*}  \tag{4.2.24}\\
\mathcal{D}\left(S_{F}\right) & =\mathcal{D}(\bar{S})+S_{F}^{-1} \operatorname{ker} S^{*} \tag{4.2.25}
\end{align*}
$$

Owing to (4.2.11) and to (4.2.22), this reads

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =\left\{g=f+c_{1} \Psi_{\kappa}+c_{0} \Phi_{\kappa} \mid f \in \mathcal{D}(\bar{S}), c_{0}, c_{1} \in \mathbb{C}\right\}  \tag{4.2.26}\\
\mathcal{D}\left(S_{F}\right) & =\mathcal{D}(\bar{S})+\operatorname{span}\left\{\Psi_{\kappa}\right\} \tag{4.2.27}
\end{align*}
$$

Let us focus on the space $\mathcal{D}(\bar{S})$. As observed, e.g., in [36, Prop. 3.1(i)-(ii)], the functions in $\mathcal{D}(\bar{S})$ display the following features.

Lemma 4.2.8. Let $f \in \mathcal{D}(\bar{S})$. Then the functions $f$ and $f^{\prime}$
(i) are continuous on $\mathbb{R}^{+}$and vanish as $r \rightarrow+\infty$;
(ii) vanish as $r \downarrow 0$ as

$$
\begin{equation*}
f(r)=o\left(r^{3 / 2}\right), \quad f^{\prime}(r)=o\left(r^{1 / 2}\right) \tag{4.2.28}
\end{equation*}
$$

We can then conclude the following.
Lemma 4.2.9. One has

$$
\begin{equation*}
\mathcal{D}(\bar{S})=H_{0}^{2}\left(\mathbb{R}^{+}\right)=\overline{C_{0}^{\infty}\left(\mathbb{R}^{+}\right)}\| \|_{H^{2}} \tag{4.2.29}
\end{equation*}
$$

Proof. First we observe that

$$
\begin{equation*}
\mathcal{D}(\bar{S}) \subset H_{0}^{2}\left(\mathbb{R}^{+}\right) \tag{i}
\end{equation*}
$$

Indeed, for any $f \in \mathcal{D}(\bar{S})$ one has $\widetilde{S} f=-f^{\prime \prime}+\frac{\nu}{r} f+\frac{\nu^{2}}{4 \kappa^{2}} f \in L^{2}\left(\mathbb{R}^{+}\right)$, as well as $f \in L^{2}\left(\mathbb{R}^{+}\right)$and $r^{-1} f \in L^{2}\left(\mathbb{R}^{+}\right)$, the latter following from (4.2.28); therefore, $f^{\prime \prime} \in L^{2}\left(\mathbb{R}^{+}\right)$and hence, as recalled already, necessarily $f \in H^{2}\left(\mathbb{R}^{+}\right)$. Owing to (4.2.28) again, $f(0)=f^{\prime}(0)=0$, whence $f \in H_{0}^{2}\left(\mathbb{R}^{+}\right)$.

We also have the inclusion

$$
\begin{equation*}
H_{0}^{2}\left(\mathbb{R}^{+}\right) \subset \mathcal{D}\left(S^{*}\right) \tag{ii}
\end{equation*}
$$

Indeed, for any $f \in H_{0}^{2}\left(\mathbb{R}^{+}\right)$one has $f, f^{\prime \prime} \in L^{2}\left(\mathbb{R}^{+}\right)$, and $f \in C_{0}^{1}\left(\mathbb{R}^{+}\right)$by Sobolev's Lemma, where $C_{0}^{1}\left(\mathbb{R}^{+}\right)$is the space of the $C^{1}$-functions over $\mathbb{R}^{+}$vanishing at zero together with their derivative. Thus, $f(r)=o(r)$ as $r \downarrow 0$, implying $r^{-1} f \in L^{2}\left(\mathbb{R}^{+}\right)$. Then $\widetilde{S} f=-f^{\prime \prime}+\frac{\nu}{r} f+\frac{\nu^{2}}{4 \kappa^{2}} f \in L^{2}\left(\mathbb{R}^{+}\right)$, which by (4.2.4) means that $f \in \mathcal{D}\left(S^{*}\right)$.

We have then the chain

$$
\begin{aligned}
\mathcal{D}(\bar{S}) & \subset H_{0}^{2}\left(\mathbb{R}^{+}\right) \subset \mathcal{D}\left(S^{*}\right)=\mathcal{D}(\bar{S}) \dot{+} \operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\} \\
& \subset H_{0}^{2}\left(\mathbb{R}^{+}\right)+\operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\} \subset \mathcal{D}\left(S^{*}\right)
\end{aligned}
$$

where the first two inclusions are (i) and (ii) respectively, the identity that follows is an application of (4.2.26), then the next inclusion follows from (i) again and the sum remains direct because no non-zero element in $\operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\}$ belongs to $H_{0}^{2}\left(\mathbb{R}^{+}\right)$, and the last inclusion follows from (ii) and (4.2.26). Therefore,

$$
\mathcal{D}(\bar{S}) \dot{+} \operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\}=H_{0}^{2}\left(\mathbb{R}^{+}\right) \dot{+} \operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\}, \quad \text { with } \mathcal{D}(\bar{S}) \subset H_{0}^{2}\left(\mathbb{R}^{+}\right)
$$

whence necessarily $\mathcal{D}(\bar{S})=H_{0}^{2}\left(\mathbb{R}^{+}\right)$.
As a consequence, (4.2.27) now reads

$$
\begin{equation*}
\mathcal{D}\left(S_{F}\right)=H_{0}^{2}\left(\mathbb{R}^{+}\right)+\operatorname{span}\left\{\Psi_{\kappa}\right\} \tag{4.2.30}
\end{equation*}
$$

and in addition we can qualify $\mathcal{D}\left(S_{F}\right)$ as follows.
Lemma 4.2.10. One has

$$
\begin{align*}
\mathcal{D}\left(S_{F}\right) & =H^{2}\left(\mathbb{R}^{+}\right) \cap H_{0}^{1}\left(\mathbb{R}^{+}\right) \\
& =\left\{f \in H^{2}\left(\mathbb{R}^{+}\right) \mid f(0)=O(r) \text { as } r \downarrow 0\right\} \tag{4.2.31}
\end{align*}
$$

Proof. Based on (4.2.27) and (4.2.29), let $\phi=f+c \Phi_{k} \in \mathcal{D}\left(S_{F}\right)$ for generic $f \in H_{0}^{2}\left(\mathbb{R}^{+}\right)$and $c \in \mathbb{C}$. From $-\Psi_{\kappa}^{\prime \prime}+\frac{\nu}{r} \Psi_{k}+\frac{\nu^{2}}{4 \kappa^{2}} \Psi_{\kappa}=S_{F} \Psi_{\kappa}=\Phi_{\kappa} \in L^{2}\left(\mathbb{R}^{+}\right)$and from Lemma 4.2.6 one deduces that $\Psi_{\kappa}^{\prime \prime} \in L^{2}\left(\mathbb{R}^{+}\right)$and hence $\Psi_{\kappa} \in H^{2}\left(\mathbb{R}^{+}\right)$, which proves that $\mathcal{D}\left(S_{F}\right) \subset H^{2}\left(\mathbb{R}^{+}\right)$. Moreover, $\mathcal{D}\left(S_{F}\right) \subset$ $\mathcal{D}\left[S_{F}\right]=H_{0}^{1}\left(\mathbb{R}^{+}\right)$, owing to Lemma 4.2.5, whence the conclusion $\mathcal{D}\left(S_{F}\right) \subset H^{2}\left(\mathbb{R}^{+}\right) \cap H_{0}^{1}\left(\mathbb{R}^{+}\right)$。

For the converse inclusion, any $\phi \in H^{2}\left(\mathbb{R}^{+}\right) \cap H_{0}^{1}\left(\mathbb{R}^{+}\right)$is re-written as $\phi=f+\frac{\phi^{\prime}(0)}{\Psi_{\kappa}^{\prime}(0)} \Psi_{\kappa}$ with $f:=\phi-\frac{\phi^{\prime}(0)}{\Psi_{\kappa}^{\prime}(0)} \Psi_{\kappa}$ (it is clear from the proof of Lemma 4.2.7 that $\left.\Psi_{\kappa}^{\prime}(0)=-\Gamma(1-\kappa)\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} \neq 0\right)$. By linearity $f \in H^{2}\left(\mathbb{R}^{+}\right)$, by the assumptions on $\phi$ and (4.2.23) $f(0)=0$, and by construction $f^{\prime}(0)=0$. Thus, $f \in H_{0}^{2}\left(\mathbb{R}^{+}\right)$. Then $\phi \in \mathcal{D}\left(S_{F}\right)$ owing to (4.2.30).

In turn, we can now re-write (4.2.26) as

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =H_{0}^{2}\left(\mathbb{R}^{+}\right) \dot{+} \operatorname{span}\left\{\Psi_{\kappa}, \Phi_{\kappa}\right\} \\
& =\left(H^{2}\left(\mathbb{R}^{+}\right) \cap H_{0}^{1}\left(\mathbb{R}^{+}\right)\right) \dot{+\operatorname{span}\left\{\Phi_{\kappa}\right\}} \tag{4.2.32}
\end{align*}
$$

To conclude this subsection we prove Theorem 4.1.1.
Proof of Theorem 4.1.1. Since $S-h_{0}^{(\nu)}$ is bounded, both $h_{0}^{(\nu)}$ and $S$ have deficiency index one. Parts (i) and (ii) follow at once, respectively from Lemma 4.2 .10 and Lemma 4.2.5, since the shift does not modify the domains. Concerning part (iii), it follows from

$$
\left(h_{0, F}^{-1}+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}=S_{F}^{-1}=R_{G}
$$

and from the expression (4.2.16) for the kernel of $R_{G}$, using the definitions (4.2.10) and (4.2.14).

### 4.2.5 Kreĭn-Višik-Birman classification of the extensions

Based on the Kreĭn-Višik-Birman extension theory presented in Chapter 2, applied to the present case of deficiency index one, the self-adjoint extensions of $S$ correspond to those restrictions of $S^{*}$ to subspaces of $\mathcal{D}\left(S^{*}\right)$ that, in terms of formula (4.2.26), are identified by the condition

$$
\begin{equation*}
c_{1}=\beta c_{0} \quad \text { for some } \beta \in \mathbb{R} \cup\{\infty\} \tag{4.2.33}
\end{equation*}
$$

the extension parametrised by $\beta=\infty$ having the domain (4.2.30) and being therefore the Friedrichs extension.

Remark 4.2.11. If one replaces the restriction condition (4.2.33) with the same expression where now $\beta$ is allowed to be a generic complex number, this gives all possible closed extensions of $S$ between $\bar{S}$ and $S^{*}$, as follows by a straightforward application of Grubb's extension theory (see, e.g., [60, Chapter 13]), namely the natural generalisation of the Kreĭn-Višik-Birman theory for closed extensions. A recent application of Grubb's theory to operators of point interactions, including $\left.(-\Delta)\right|_{C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)}$ in $L^{2}\left(\mathbb{R}^{3}\right)$, from the point of view of Friedrichs systems, is presented in [39].

Let us denote with $S_{\beta}$ the extension selected by (4.2.33) for given $\beta$. Owing to (4.2.26) and (4.2.33), a generic $g \in \mathcal{D}\left(S_{\beta}\right)$ decomposes as

$$
\begin{equation*}
g=f+\beta c_{0} \Psi_{\kappa}+c_{0} \Phi_{\kappa} \tag{4.2.34}
\end{equation*}
$$

for unique $f \in H_{0}^{2}\left(\mathbb{R}^{+}\right)$and $c_{0} \in \mathbb{C}$. The asymptotics (4.2.8), (4.2.23), and (4.2.28) imply

$$
\begin{align*}
g(r)= & \frac{c_{0}}{\Gamma(1-\kappa)}+\frac{c_{0} \nu}{\Gamma(1-\kappa)} r \ln r \\
& +\left(c_{0} \nu \frac{2 \psi(1-\kappa)+2 \ln \left(-\frac{\nu}{\kappa}\right)+(4 \gamma-2)+\kappa^{-1}}{2 \Gamma(1-\kappa)}+c_{0} \beta \Gamma(1-\kappa)\left\|\Phi_{\kappa}\right\|^{2}\right) r  \tag{4.2.35}\\
& +o\left(r^{3 / 2}\right) \quad \text { as } r \downarrow 0 .
\end{align*}
$$

The $O(1)$-term and $O(r \ln r)$-term in (4.2.35) come from $\Phi_{\kappa}$, and so does the first $O(r)$-term; the second $O(r)$-term comes instead from $\Psi_{\kappa}$; the $o\left(r^{3 / 2}\right)$-remainder comes from $f$.

The analogous asymptotics for a generic function $g \in \mathcal{D}\left(S^{*}\right)$ is

$$
\begin{equation*}
g(r)=C_{0}\left(\frac{1}{\Gamma(1-\kappa)}+\frac{\nu}{\Gamma(1-\kappa)} r \ln r\right)+C_{1} r+o\left(r^{3 / 2}\right) \quad \text { as } r \downarrow 0 \tag{4.2.36}
\end{equation*}
$$

for some $C_{0}, C_{1} \in \mathbb{C}$, as follows again from (4.2.8), (4.2.23), and (4.2.28) applied to (4.2.26). Comparing (4.2.35) with (4.2.36) we conclude the following.

Proposition 4.2.12 (Classification of extensions at $\ell=0$ : shift-dependent formulation). The selfadjoint extensions of $S$ form a family $\left\{S_{\beta} \mid \beta \in \mathbb{R} \cup\{\infty\}\right\}$. The extension with $\beta=\infty$ is the Friedrichs extension $S_{F}$. For $\beta \in \mathbb{R}$, the extension $S_{\beta}$ is the restriction of $S^{*}$ to the domain $\mathcal{D}\left(S_{\beta}\right)$ that consists of all functions in $\mathcal{D}\left(S^{*}\right)$ for which the coefficient $C_{0}$ of the leading term $\frac{1}{\Gamma(1-\kappa)}+\frac{\nu}{\Gamma(1-\kappa)} r \ln r$ and the coefficient $C_{1}$ of the next $O(r)$-subleading term, as $r \downarrow 0$, are constrained by the relation

$$
\begin{equation*}
\frac{C_{1}}{C_{0}}=c_{\nu, \kappa} \beta+d_{\nu, \kappa} \tag{4.2.37}
\end{equation*}
$$

where

$$
\begin{align*}
c_{\nu, \kappa} & :=\Gamma(1-\kappa)\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} \\
d_{\nu, \kappa} & :=\nu \frac{2 \psi(1-\kappa)+2 \ln \left(-\frac{\nu}{\kappa}\right)+2(2 \gamma-1)+\kappa^{-1}}{2 \Gamma(1-\kappa)} \tag{4.2.38}
\end{align*}
$$

Equivalently,

$$
\begin{align*}
S_{\beta} & =S^{*} \mid \mathcal{D}\left(S_{\beta}\right) \\
\mathcal{D}\left(S_{\beta}\right) & =\left\{g=f+\beta c_{0} \Psi_{\kappa}+c_{0} \Phi_{\kappa} \mid f \in H_{0}^{2}\left(\mathbb{R}^{+}\right), c_{0} \in \mathbb{C}\right\} \tag{4.2.39}
\end{align*}
$$

Within the Kreı̆n-Višik-Birman extension scheme an equivalent classification in terms of quadratic forms is available. In the present setting, Theorem 2.2.3 yields at once the following.

Proposition 4.2.13 (Shift-dependent classification at $\ell=0$ : form version). The self-adjoint extensions of $S$ form a family $\left\{S_{\beta} \mid \beta \in \mathbb{R} \cup\{\infty\}\right\}$. The extension with $\beta=\infty$ is the Friedrichs extension $S_{F}$. For $\beta \in \mathbb{R}$, the extension $S_{\beta}$ has quadratic form

$$
\begin{align*}
\mathcal{D}\left[S_{\beta}\right] & =\mathcal{D}\left[S_{F}\right] \dot{+} \operatorname{span}\left\{\Phi_{\kappa}\right\} \\
S_{\beta}\left[\phi_{\kappa}+c_{\kappa} \Phi_{\kappa}\right] & =S_{F}\left[\phi_{\kappa}\right]+\beta\left|c_{\kappa}\right|^{2}\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} \tag{4.2.40}
\end{align*}
$$

for generic $\phi_{\kappa} \in \mathcal{D}\left[S_{F}\right]$ and $c_{\kappa} \in \mathbb{C}$.
Thus, the classification provided by Proposition 4.2.12 identifies each extension directly from the short distance behaviour of the elements of its domain, and the self-adjointness condition (4.2.37) is a constrained boundary condition as $r \downarrow 0$ (see Remark 4.2.17 below for further comments). This turns out to be particularly informative for practical purposes, including our next purposes of classification of the discrete spectra of the $S_{\beta}$ 's.

The Friedrichs extension, $\beta=\infty$, is read out from (4.2.37) as $C_{0}=0$ and $C_{1}=c_{\nu, k}$, upon interpreting $C_{0} \beta=1$. In this case, as expected, (4.2.39) takes the form of (4.2.30) and (4.2.40) is interpreted as $\mathcal{D}\left[S_{\beta=\infty}\right]=\mathcal{D}\left[S_{F}\right]$. Moreover, the following feature of $S_{F}$ is now obvious from (4.2.39) and from the short-distance asymptotics of $\Phi_{\kappa}$ and $\Psi_{\kappa}$ given by (4.2.8) and (4.2.23) above.

Corollary 4.2.14. The Friedrichs extension $S_{F}$ is the only member of the family $\left\{S_{\beta} \mid \beta \in \mathbb{R} \cup\{\infty\}\right\}$ with operator domain contained in $\mathcal{D}\left[r^{-1}\right]$, i.e., it is the only self-adjoint extension whose domain's functions have finite expectation of the potential (and hence also of the kinetic) energy.

Another immediate consequence of the extension parametrisation (4.2.39), as an application of Kreĭn's resolvent formula for deficiency index one 2.4.1, is the following.

Corollary 4.2.15. The self-adjoint extension $S_{\beta}$ is invertible if and only if $\beta \neq 0$, in which case

$$
\begin{equation*}
S_{\beta}^{-1}=S_{F}^{-1}+\frac{1}{\beta} \frac{1}{\left\|\Phi_{\kappa}\right\|^{2}}\left|\Phi_{\kappa}\right\rangle\left\langle\Phi_{\kappa}\right| \tag{4.2.41}
\end{equation*}
$$

Remark 4.2.16. Unlike the Friedrichs extension, the 'energy' $S_{\beta}[g]$ of an element $g \in \mathcal{D}\left[S_{\beta}\right]$ when $\beta \neq \infty$ differs from the formal expression $\left\|g^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} g\right\|\left\|_{L^{2}}^{2}+\eta\right\| g \|_{L^{2}}^{2}, \eta=\frac{\nu^{2}}{4 \kappa^{2}}$. The latter would be instead infinite for a generic $g$, and the finiteness of $S_{\beta}[g]$ can be interpreted as the effect of an infinite $\beta$-dependent correction to the above-mentioned formal expression such that the two infinities cancel out. Explicitly, let us write $g=\phi_{\kappa}+c_{\kappa} \Phi_{\kappa}$ as in (4.2.40) and compute

$$
\begin{aligned}
& S_{\beta}[g]=\left\|\phi_{\kappa}^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} \phi_{\kappa}\right\|\| \|_{L^{2}}^{2}+\eta\left\|\phi_{\kappa}\right\|_{L^{2}}^{2}+\beta\left|c_{\kappa}\right|^{2}\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} \\
& \quad=\left\|g^{\prime}-c_{\kappa} \Phi_{\kappa}^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}}\left(g-c_{\kappa} \Phi_{\kappa}\right)\right\|\left\|_{L^{2}}^{2}+\eta\right\| g-c_{\kappa} \Phi_{\kappa}\left\|_{L^{2}}^{2}+\beta\left|c_{\kappa}\right|^{2}\right\| \Phi_{\kappa} \|_{L^{2}}^{2}
\end{aligned}
$$

'Opening the squares' in the above norms clearly yields infinities, so we only proceed formally here, understanding the following expressions as the $\varepsilon \downarrow 0$ limit of integrations that are supported on
$(\varepsilon,+\infty)$. One would then have

$$
\begin{aligned}
S_{\beta}[g]= & \left\|g^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} g\right\|\| \|_{L^{2}}^{2}+\eta\|g\|_{L^{2}}^{2} \\
& +\left|c_{\kappa}\right|^{2}\left(-\overline{\Phi_{\kappa}(0)} \Phi_{\kappa}^{\prime}(0)+\int_{0}^{+\infty} \overline{\Phi_{\kappa}}\left(-\Phi_{\kappa}^{\prime \prime}+\frac{\nu}{r} \Phi_{\kappa}+\eta \Phi_{\kappa}\right) \mathrm{d} r\right) \\
& -2 \mathfrak{R e} c_{\kappa}\left(-\overline{g(0)} \Phi_{\kappa}^{\prime}(0)+\int_{0}^{+\infty} \bar{g}\left(-\Phi_{\kappa}^{\prime \prime}+\frac{\nu}{r} \Phi_{\kappa}+\eta \Phi_{\kappa}\right) \mathrm{d} r\right) \\
& +\beta\left|c_{\kappa}\right|^{2}\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2} .
\end{aligned}
$$

Using that $-\Phi_{\kappa}^{\prime \prime}+\frac{\nu}{r} \Phi_{\kappa}+\eta \Phi_{\kappa}=0, c_{\kappa}=g(0) / \Phi_{\kappa}(0)$, and $\Phi_{\kappa}$ is real-valued, we find

$$
S_{\beta}[g]=\left\|g^{\prime}\right\|_{L^{2}}^{2}+\nu\left\|r^{-\frac{1}{2}} g\right\|\left\|_{L^{2}}^{2}+\eta\right\| g \|_{L^{2}}^{2}+|g(0)|^{2}\left(\frac{\Phi_{\kappa}^{\prime}(0)}{\Phi_{\kappa}(0)}+\beta \frac{\left\|\Phi_{\kappa}\right\|_{L^{2}}^{2}}{\left|\Phi_{\kappa}(0)\right|^{2}}\right) .
$$

The $\beta$-dependent correction is now evident from the above expression, that must be interpreted as a compensation between the infinite 'formal form of $g$ ' given by the first three summands, and the infinite correction given by the fourth summand - observe indeed that $\Phi_{\kappa}^{\prime}(r) / \Phi_{\kappa}(r)=(\nu \ln r)(1+$ $o(1))$ as $r \downarrow 0$. Only for the Friedrichs extension this correction is absent and $S_{F}[g]$ is given by the usual formula.

Remark 4.2.17. As mentioned in Section 4.1, our boundary-condition-driven classification of the self-adjoint realisations of the differential operator $\widetilde{S}$ on the half-line has several precursors in the literature [98, 21]. In fact, the analysis of radial Schrödinger operators with Coulomb potentials, and more generally of the so-called 'Whittaker operators' $-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\left(\frac{1}{4}-\mu^{2}\right) \frac{1}{r^{2}}-\frac{\kappa}{r}$ on half-line, is also quite active in the present days $[54,19,35,36]$. The very 'spirit' of the structural formula (4.2.39) is to link, through the extension parameter $\beta$, the 'regular' (in this context: rapidly vanishing) behaviour at the origin of the component $f+\beta c_{0} \Psi_{\kappa}$ with the 'singular' (non-vanishing) behaviour of the component $c_{0} \Phi_{\kappa}$ of a generic $g \in \mathcal{D}\left(S_{\beta}\right)$, and the boundary condition of self-adjointness (4.2.37) is a convenient re-phrasing of that. Lifting the analysis to the three dimensional case makes this terminology more appropriate, as remarked after Theorem 4.1.3.

The $\beta$-parametrisation in Propositions 4.2.12 and 4.2.13 is shift-dependent and it is convenient now to re-scale $\beta$ so as to re-parametrise the extensions in a shift-independent way. To this aim, for $g \in \mathcal{D}\left(S^{*}\right)$ we set

$$
\begin{align*}
& g_{0}:=\frac{C_{0}}{\Gamma(1-\kappa)}=\lim _{r \downarrow 0} g(r)  \tag{4.2.42}\\
& g_{1}:=C_{1}=\lim _{r \downarrow 0} r^{-1}\left(g(r)-g_{0}(1+\nu r \ln r)\right)
\end{align*}
$$

so that (4.2.36) reads

$$
\begin{equation*}
g=g_{0}(1+\nu r \ln r)+g_{1} r+o\left(r^{3 / 2}\right) \quad \text { as } r \downarrow 0, \tag{4.2.43}
\end{equation*}
$$

and we also define

$$
\begin{equation*}
\alpha:=\frac{1}{4 \pi} \Gamma(1-\kappa)\left(c_{\nu, \kappa} \beta+d_{\nu, \kappa}\right) . \tag{4.2.44}
\end{equation*}
$$

Then, as obvious from (4.2.37)-(4.2.38),

$$
\begin{equation*}
\mathcal{D}\left(S_{\beta}\right)=\left\{g \in \mathcal{D}\left(S^{*}\right) \mid g_{1}=4 \pi \alpha g_{0}\right\} . \tag{4.2.45}
\end{equation*}
$$

Moreover, an easy computation applying (4.2.44) yields

$$
\begin{equation*}
\frac{1}{\beta} \frac{1}{\left\|\Phi_{\kappa}\right\|^{2}}=\frac{\Gamma(1-\kappa)^{2}}{4 \pi} \frac{1}{\alpha-\frac{\nu}{4 \pi}\left(\psi(1-\kappa)+\ln \left(-\frac{\nu}{\kappa}\right)+(2 \gamma-1)+\frac{1}{2 \kappa}\right)} . \tag{4.2.46}
\end{equation*}
$$

This brings directly to the proof of our main result for the radial problem.

Proof of Theorem 4.1.2. Removing the shift from $S$ to $h_{0}^{(\nu)}$ does not alter the domain of the corresponding self-adjoint extensions or adjoints, and modifies trivially their action. Thus, part (i) follows from Proposition 4.2 .12 and from formulas (4.2.42) and (4.2.45) for $\mathcal{D}\left(S_{\beta}\right)$, using the expression (4.2.4) for $\mathcal{D}\left(S^{*}\right)$, whereas part (ii) follows from Corollary 4.2 .15 with $S_{\beta}^{-1}=\left(h_{0, \alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}$ and $S_{F}^{-1}=\left(h_{0, F}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}}\right)^{-1}$, together with the identity (4.2.46). So far we have worked with $0<|\kappa|<\frac{1}{2}$ : thanks to the uniqueness of the analytic continuation, this determines unambiguously the resolvent at any point in the resolvent set. We can then extend all our previous formulas to the whole regime $(-\infty, 0) \cup(0,1)$ for which the expression $\Gamma(1-\kappa)$ still makes sense.

### 4.2.6 Reconstruction of the 3 D hydrogenoid extensions

Finally, let us re-phrase the previous conclusions in terms of self-adjoint realisations of the hydrogenoidtype operator

$$
\begin{equation*}
\stackrel{\circ}{H}^{(\nu)}=-\Delta+\frac{\nu}{|x|}, \quad \mathcal{D}\left(\stackrel{\circ}{H}^{(\nu)}\right)=C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right) \tag{4.2.47}
\end{equation*}
$$

(see (4.1.9) above) on $L^{2}\left(\mathbb{R}^{3}\right)$. The self-adjoint extensions of the shifted operator $\stackrel{\circ}{H}^{(\nu)}+\eta \mathbb{1}, \eta:=\frac{\nu^{2}}{4 \kappa^{2}}$, in the sector of angular symmetry $\ell=0$ of $L^{2}\left(\mathbb{R}^{3}\right)$ are precisely those found in Proposition 4.2.12.

## Proof of Theorem 4.1.3.

Part (i). Formula (4.1.22) is obvious from (4.1.11)-(4.1.12) and from Theorem 4.1.2.
Part (ii). Obviously the unique self-adjoint extension of ${ }^{\circ}(\nu)$, hence necessarily the Friedrichs extension, in the sectors with angular symmetry $\ell \geqslant 1$ is the projection onto such sectors of the operator (4.1.24), owing to part (i) of this theorem. In the sector $\ell=0$ the operator (4.1.24) acts as $\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}\right) \otimes \mathbb{1}$ and it remains to recognise that its radial domain consists of those $f$ 's in $H^{2}\left(\mathbb{R}^{+}\right)$that vanish as $f(r)=O(r)$ as $r \downarrow 0$, because this is precisely $\mathcal{D}\left(S_{F}\right)$. This is standard: spherically symmetric elements of $H^{2}\left(\mathbb{R}^{3}\right)$ are functions $F(|x|)$ for $F \in L^{2}\left(\mathbb{R}^{+}, r^{2} \mathrm{~d} r\right)$ such that $\Delta_{x} F \in L^{2}\left(\mathbb{R}^{3}, \mathrm{~d} x\right)$ and hence $\frac{1}{r^{2}} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r^{2} \frac{\mathrm{~d}}{\mathrm{~d} r} F\right) \in L^{2}\left(\mathbb{R}^{+}, r^{2} \mathrm{~d} r\right)$; on the other hand $F=\frac{f}{r}$ for $f \in$ $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$, whence $\frac{1}{r^{2}} \frac{\mathrm{~d}}{\mathrm{~d} r}\left(r^{2} \frac{\mathrm{~d}}{\mathrm{~d} r} F\right)=\frac{f^{\prime \prime}}{r}$, and the square-integrability of $\Delta_{x} F$ reads $f^{\prime \prime} \in L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right)$; therefore, $f \in H^{2}\left(\mathbb{R}^{+}\right)$and $f(r)=r F(r)=O(r)$ as $r \downarrow 0$. Last, the feature mentioned in the statement which identifies uniquely the Friedrichs extension follow from Proposition 4.2.12 and Corollary 4.2.14, thanks to the equivalence $\alpha=\infty \Leftrightarrow \beta=\infty$.

Part (iii). Owing to parts (i) and (ii) we only have to establish (4.1.25) over the sector $\ell=0$. In this sector, radially,

$$
\left(h_{0, \alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}=\left(h_{0, \infty}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}+\frac{1}{\beta} \frac{1}{\left\|\Phi_{\kappa}\right\|^{2}}\left|\Phi_{\kappa}\right\rangle\left\langle\Phi_{\kappa}\right|
$$

owing to Corollary 4.2.15. Formula (4.1.26) reads

$$
\mathfrak{g}_{\nu, k}(x)=\frac{\Gamma(1-\kappa)}{4 \pi} \frac{\Phi_{\kappa}(|x|)}{|x|}=\frac{\Gamma(1-\kappa)}{\sqrt{4 \pi}} \frac{\Phi_{\kappa}(|x|)}{|x|} \otimes Y_{0}^{0}
$$

and therefore the projection $\left|\mathfrak{g}_{\nu, k}\right\rangle\left\langle\mathfrak{g}_{\nu, k}\right|$ acting on $L^{2}\left(\mathbb{R}^{3}\right)$ acts radially in the $\ell=0$ sector as the projection $\frac{\Gamma(1-\kappa)^{2}}{4 \pi}\left|\Phi_{\kappa}\right\rangle\left\langle\Phi_{\kappa}\right|$. This proves that

$$
\left(H_{\alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}=\left(H^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1}\right)^{-1}+\frac{1}{\beta} \frac{1}{\left\|\Phi_{\kappa}\right\|^{2}} \frac{4 \pi}{\Gamma(1-\kappa)^{2}}\left|\mathfrak{g}_{\nu, k}\right\rangle\left\langle\mathfrak{g}_{\nu, k}\right| .
$$

Combining the formula above with (4.2.46) finally yields the resolvent formula (4.1.25).
Part (iv). This is a standard consequence of part (ii) - see, e.g., the argument in the proof of [4, Theorems I.1.1.3 and I.2.1.2].

### 4.3 Perturbations of the discrete spectra

In this Section we prove Theorem 4.1.4 and we add a few additional observations.
We deliberately choose another path as compared to the standard approach [126, 3, 21] that determines the eigenvalues as poles of the resolvent (4.1.25) (see Remark 4.3.5 below), and we exploit instead the radial analysis of extensions that we have developed in Sec. 4.2. This completes our approach based on the Krě̆n-Višik-Birman extension theory.

### 4.3.1 The $s$-wave eigenvalue problem

For fixed $\alpha \in \mathbb{R}$ and $\nu \in \mathbb{R}$ let $\Psi \in \mathcal{D}\left(H_{\alpha}^{(\nu)}\right)$ and $E<0$ satisfy $H_{\alpha}^{(\nu)} \Psi=E \Psi$ with $\Psi$ belonging to the $L^{2}$-sector with angular symmetry $\ell=0$.

In view of (4.1.11) we write

$$
\begin{equation*}
\Psi(x)=\frac{g(|x|)}{\sqrt{4 \pi}|x|} \tag{4.3.1}
\end{equation*}
$$

for some $g \in \mathcal{D}\left(S_{\beta}\right) \subset L^{2}\left(\mathbb{R}^{+}\right)$such that $S_{\beta} g=\left(E+\frac{\nu^{2}}{4 \kappa^{2}}\right) g$, where $\beta$ is given by (4.2.44) for the chosen $\alpha$ and $\nu$, and a chosen $\kappa \in(0,1)$ (see (4.2.2) above). Thus,

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{\nu}{r}\right) g=E g \tag{4.3.2}
\end{equation*}
$$

Passing to re-scaled energy $\mathfrak{e}$, radial variable $\rho$, coupling $\vartheta$, and unknown $h$ defined by

$$
\begin{align*}
\mathfrak{e} & :=\frac{4 \kappa^{2} E}{\nu^{2}}+1, & \rho & :=-r \frac{\nu \sqrt{1-\mathfrak{e}}}{\kappa}=2 r \sqrt{|E|}  \tag{4.3.3}\\
\vartheta & :=\frac{\kappa}{\sqrt{1-\mathfrak{e}}}=\frac{-\nu}{2 \sqrt{|E|}}, & u(\rho) & :=g(r),
\end{align*}
$$

the eigenvalue problem (4.3.2) takes the form

$$
\begin{equation*}
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} \rho^{2}}-\frac{\vartheta}{\rho}+\frac{1}{4}\right) u=0 \tag{4.3.4}
\end{equation*}
$$

namely a Whittaker equation of the same type (4.2.5) above, whose only square-integrable solutions on $\mathbb{R}^{+}$, analogously to what argued in Section 4.2 .1 , are the multiples of Whittaker's function

$$
\begin{equation*}
u(\rho)=\mathscr{W}_{\vartheta, \frac{1}{2}}(\rho)=e^{-\frac{1}{2} \rho} \rho U_{1-\vartheta, 2}(\rho) \tag{4.3.5}
\end{equation*}
$$

Therefore, up to multiples, the solution to (4.3.2) is

$$
\begin{equation*}
g(r)=\mathscr{W}_{\vartheta, \frac{1}{2}}(2 r \sqrt{|E|}) \tag{4.3.6}
\end{equation*}
$$

By means of the expansion (4.2.8) and of the identity $\nu=-2 \sqrt{|E|} \vartheta$ one finds

$$
\begin{align*}
& g_{0}=\frac{1}{\Gamma\left(1+\frac{\nu}{2 \sqrt{|E|}}\right)} \\
& g_{1}=\nu \frac{\psi\left(1+\frac{\nu}{2 \sqrt{|E|}}\right)+\ln (2 \sqrt{|E|})+2 \gamma-1-\frac{\sqrt{|E|}}{\nu}}{\Gamma\left(1+\frac{\nu}{2 \sqrt{|E|}}\right)}, \tag{4.3.7}
\end{align*}
$$

and such two constants must satisfy the condition $g_{1}=4 \pi \alpha g_{0}$, as prescribed by Theorem 4.1.2 , because the considered eigenfunction $\Psi$ belongs to $\mathcal{D}\left(H_{\alpha}^{(\nu)}\right)$. We have thus proved that $E$ is an eigenvalue for $H_{\alpha}^{(\nu)}$ if and only if

$$
\begin{equation*}
\mathfrak{F}_{\nu}(E)=\alpha \tag{4.3.8}
\end{equation*}
$$



Figure 4.2: Behaviour of the function $(-\infty, 0) \ni E \mapsto \mathfrak{F}_{\nu}(E)$ for $\nu<0$ (left) and $\nu>0$ (right). Dashed lines in the figure represent vertical asymptotes.
with $\mathfrak{F}_{\nu}$ defined in (4.1.29).
When $\nu<0$ the function $(-\infty, 0) \ni E \mapsto \mathfrak{F}_{\nu}(E)$ has vertical asymptotes corresponding to nonpositive arguments $1+\frac{\nu}{2 \sqrt{|E|}}=-q, q \in \mathbb{N}_{0}$, of the digamma function $\psi$, i.e., at the points $E=E_{n}^{(\nu)}$ defined by

$$
\begin{equation*}
E_{n}^{(\nu)}:=-\frac{\nu^{2}}{4 n^{2}}, \quad n:=q+1 \in \mathbb{N} \tag{4.3.9}
\end{equation*}
$$

The sequence $\left(E_{n}\right)_{n \in \mathbb{N}}$ is increasing and converges to zero. Within each interval $\left(E_{n}, E_{n+1}\right)$ the function $E \mapsto \mathfrak{F}_{\nu}(E)$ is smooth and strictly monotone increasing, and moreover

$$
\lim _{E \rightarrow-\infty} \mathfrak{F}_{\nu}(E)=-\infty
$$

Thus, for any $\alpha \in \mathbb{R}$ does the equation (4.3.8) admit countably many negative simple roots, which form the increasing sequence $\left(E_{n}^{(\nu, \alpha)}\right)_{n \in \mathbb{N}}$ and accumulate at zero. Therefore, the $s$-wave point spectrum of $H_{\alpha}^{(\nu)}$ consists precisely of the $E_{n}^{(\nu, \alpha)}$ 's. In the extremal case $\alpha=\infty$ one has $E_{n}^{(\nu, \alpha=\infty)}=E_{n}^{(\nu)}$ : indeed, the $s$-wave point spectrum of the Friedrichs extension $H^{(\nu)}$ is the ordinary non-relativistic hydrogenoid $s$-wave spectrum, as given by (4.3.9).

When $\nu>0$ the function $(-\infty, 0) \ni E \mapsto \mathfrak{F}_{\nu}(E)$ is smooth and strictly monotone increasing, with

$$
\lim _{E \rightarrow-\infty} \mathfrak{F}_{\nu}(E)=-\infty, \quad \lim _{E \uparrow 0} \mathfrak{F}_{\nu}(E)=\frac{\nu}{4 \pi}(\ln \nu+2 \gamma-1)=: \alpha_{\nu}
$$

the latter limit following from (4.1.29) owing to the asymptotics [1, Eq. (6.3.18)] that here reads

$$
\psi\left(1+\frac{\nu}{2 \sqrt{|E|}}\right) \stackrel{E \rightarrow 0}{=} \ln \frac{\nu}{2 \sqrt{|E|}}+O(\sqrt{|E|})
$$

Thus, the equation (4.3.8) has no negative roots if $\alpha \geqslant \alpha_{\nu}$ and one negative root if $\alpha<\alpha_{\nu}$.
This completes the proof of Theorem 4.1.4.

### 4.3.2 Further remarks

Remark 4.3.1. The result of Theorem 4.1 .4 when $\nu<0$ confirms that $H^{(\nu)} \geqslant H_{\alpha}^{(\nu)}$, namely that the Friedrichs extension is larger (in the sense of self-adjoint operator ordering) than any other extension. In particular, $E_{n+1}^{(\nu, \alpha)} \geqslant E_{n}^{(\nu)} \geqslant E_{n}^{(\nu, \alpha)}$.

Remark 4.3.2. As is clear from the behaviour of the roots to $\mathfrak{F}_{\nu}(E)=\alpha$ (Fig. 4.2)

$$
\begin{equation*}
\bigcup_{\alpha} \sigma_{\mathrm{p}}^{(0)}\left(H_{\alpha}^{(\nu)}\right)=(-\infty, 0) \tag{4.3.10}
\end{equation*}
$$

In this sense the spectra $\sigma_{\mathrm{p}}^{(0)}\left(H_{\alpha}^{(\nu)}\right)$ fibre, as $\alpha$ runs over $\mathbb{R} \cup\{\infty\}$, the whole negative real line.

Remark 4.3.3. When $\nu<0$ one has

$$
\lim _{\alpha \rightarrow-\infty} E_{1}^{(\nu, \alpha)}=-\infty, \quad \lim _{\alpha \rightarrow-\infty} E_{n+1}^{(\nu, \alpha)}=E_{n}^{(\nu)}, \quad n=2,3, \ldots
$$

Both limits are obvious from the behaviour of the function $\mathfrak{F}_{\nu}(E)$ (Fig. 4.2); the former in particular is a consequence of general facts of the Kreĭn-Višik-Birman theory, in the following sense. That there exists only one eigenvalue of $H_{\alpha}^{(\nu)}$ below the bottom $E_{1}^{(\nu)}$ of the Friedrichs extension $H^{(\nu)}$ is a consequence of $\stackrel{\circ}{H}^{(\nu)}$ having deficiency index one and of the general result (see Corollary 2.3.10). Moreover, such eigenvalue, which is precisely $E_{1}^{(\nu, \alpha)}$, must satisfy

$$
E_{1}^{(\nu, \alpha)} \leqslant \beta=\frac{1}{c_{\nu, \kappa}}\left(\frac{4 \pi \alpha}{\Gamma(1-\kappa)}-d_{\nu, \kappa}\right)
$$

for any fixed $\kappa \in(0,1)$, as a consequence of (4.2.44) and of the general property of Theorem 2.3.9. Thus, the limit $\alpha \rightarrow-\infty$ in the above inequality reproduces the limit for $E_{1}^{(\nu, \alpha)}$.

Remark 4.3.4. When $\nu>0$ Theorem 4.1.4 implies that $H_{\alpha}^{(\nu)} \geqslant \mathbb{D}$ if and only if $\alpha \geqslant \alpha_{\nu}$. This fact too can be understood in terms of a general property of the Kreĭn-Višik-Birman theory [51, Theorem 3.5], which in the present setting reads

$$
H_{\alpha}^{(\nu)}+\frac{\nu^{2}}{4 \kappa^{2}} \mathbb{1} \geqslant \mathbb{O} \quad \Leftrightarrow \quad \beta \geqslant 0
$$

for any $\kappa<0$. The limit $\kappa \rightarrow-\infty$ and (4.2.44) then yields

$$
\begin{aligned}
H_{\alpha}^{(\nu)} \geqslant \mathbb{D} \quad \Leftrightarrow \quad \alpha & \geqslant \lim _{\kappa \rightarrow-\infty} \frac{\Gamma(1-\kappa)}{4 \pi} d_{\nu, \kappa} \\
& =\lim _{\kappa \rightarrow-\infty} \frac{\nu}{4 \pi}\left(\psi(1-\kappa)+\ln \left(-\frac{\nu}{\kappa}\right)+2 \gamma-1+\frac{1}{2 \kappa}\right) \\
& =\frac{\nu}{4 \pi}(\ln \nu+2 \gamma-1)=\alpha_{\nu}
\end{aligned}
$$

the limit above following again from the asymptotics [1, Eq. (6.3.18)].
Remark 4.3.5. Having identified the eigenvalues of $H_{\alpha}^{(\nu)}$ as the roots of $\mathfrak{F}_{\nu}(E)=\alpha$ is clearly consistent with the fact that such eigenvalues are all the poles of the resolvent $\left(H_{\alpha}^{(\nu)}-z \mathbb{1}\right)^{-1}$, $z=-\frac{\nu^{2}}{4 \kappa^{2}}$, determined in (4.1.25), i.e., the values $E=-\frac{\nu^{2}}{4 \kappa^{2}}$ with $\kappa$ determined by $\mathfrak{F}_{\nu, \kappa}=\alpha$, which is precisely another way of writing $\mathfrak{F}_{\nu}(E)=\alpha$.

## Chapter 5

## Dirac-Coulomb Operators in the Critical Regime

### 5.1 Introduction and Main results

In quantum mechanics a relativistic electron or positron (or more generally a relativistic spin- $\frac{1}{2}$ particle) which moves freely in the three-dimensional space is described by elements of the Hilbert space

$$
\begin{equation*}
\mathcal{H}:=L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{4} \cong L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}, \mathrm{~d} x\right) \tag{5.1.1}
\end{equation*}
$$

and by the (formal) Hamiltonian

$$
\begin{equation*}
H_{0}:=-\mathrm{i} c \hbar \boldsymbol{\alpha} \cdot \boldsymbol{\nabla}+\beta m c^{2} \tag{5.1.2}
\end{equation*}
$$

acting on $\mathcal{H}$, where $\hbar$ is Planck's constant, $c$ is the speed of light, $m$ is the mass of the particle, and $\boldsymbol{\alpha} \equiv\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\beta$ are the $4 \times 4$ matrices

$$
\beta=\left(\begin{array}{cc}
\mathbb{1} & \mathbb{O}  \tag{5.1.3}\\
\mathbb{D} & -\mathbb{1}
\end{array}\right), \quad \alpha_{j}=\left(\begin{array}{cc}
\mathbb{D} & \sigma_{j} \\
\sigma_{j} & \mathbb{D}
\end{array}\right), \quad j \in\{1,2,3\}
$$

having denoted by $\mathbb{1}$ and $\mathbb{O}$, respectively, the identity and the zero $2 \times 2$ matrix, and by $\sigma_{j}$, as customary, the Pauli matrices

$$
\sigma_{1}=\left(\begin{array}{cc}
0 & 1  \tag{5.1.4}\\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i} \\
\mathrm{i} & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Explicitly, the scalar product between any two elements $\psi \equiv\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)$ and $\phi \equiv\left(\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}\right)$ in $\mathcal{H}$ is given by

$$
\begin{equation*}
\langle\psi, \phi\rangle_{\mathcal{H}}=\sum_{j=1}^{4} \int_{\mathbb{R}^{3}} \overline{\psi_{j}(x)} \phi_{j}(x) \mathrm{d} x \tag{5.1.5}
\end{equation*}
$$

and $H_{0}$ is the first order matrix-valued differential operator

$$
H_{0}=\left(\begin{array}{cc}
m c^{2} \mathbb{1} & -\mathrm{i} \hbar c \boldsymbol{\sigma} \cdot \boldsymbol{\nabla}  \tag{5.1.6}\\
-\mathrm{i} \hbar c \boldsymbol{\sigma} \cdot \boldsymbol{\nabla} & -m c^{2} \mathbb{1}
\end{array}\right)
$$

(where $\boldsymbol{\sigma} \equiv\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ ), known as the free Dirac operator.
The properties of $H_{0}$ are well known [111]. $H_{0}$ is essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{C}^{4}\right)$ with domain of self-adjointness

$$
\begin{equation*}
H^{1}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{4} \cong H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right) \tag{5.1.7}
\end{equation*}
$$

and its spectrum (as a self-adjoint operator on $\mathcal{H}$ ) is purely absolutely continuous and given by

$$
\begin{equation*}
\sigma\left(H_{0}\right)=\sigma_{\mathrm{ac}}\left(H_{0}\right)=\left(-\infty,-m c^{2}\right] \cup\left[m c^{2},+\infty\right) \tag{5.1.8}
\end{equation*}
$$

In fact, $H_{0}$ is unitarily equivalent to

$$
\widetilde{H_{0}}:=\left(\begin{array}{cc}
\mathbb{1} \sqrt{-c^{2} \Delta+m^{2} c^{4}} & 0  \tag{5.1.9}\\
0 & -\mathbb{1} \sqrt{-c^{2} \Delta+m^{2} c^{4}}
\end{array}\right)
$$

When the particle is subject to the external scalar field due to the Coulomb interaction with a nucleus of atomic number $Z$ placed in the origin of $\mathbb{R}^{3}$, this is accounted for by the so-called Dirac-Coulomb Hamiltonian

$$
\begin{equation*}
H:=-\mathrm{i} c \hbar \boldsymbol{\alpha} \cdot \nabla+\beta m c^{2}-\frac{e^{2} Z}{\hbar|x|} \mathbb{1}=H_{0}-\frac{c Z \alpha_{\mathrm{f}}}{|x|} \mathbb{1} \tag{5.1.10}
\end{equation*}
$$

where now $\mathbb{1}$ is the $4 \times 4$ identity matrix (no confusion should arise here and henceforth on the symbol $\mathbb{1}$, being its meaning of identity self-explanatory from the context), $e$ is the elementary charge, and

$$
\begin{equation*}
\alpha_{\mathrm{f}}=\frac{e^{2}}{\hbar c} \approx \frac{1}{137} \tag{5.1.11}
\end{equation*}
$$

is the fine-structure constant. The operator $H$ can at least be defined minimally on $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{C}^{4}\right)$, in which case it is densely defined and symmetric on $\mathcal{H}$. However, the possibility that this yields an unambiguous physical realisation of $H$ depends on the magnitude of the coupling $Z \alpha_{\mathrm{f}}$, hence of the nuclear charge $Z$. It is indeed well known [111] that the formal operator (5.1.10) is essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{C}^{4}\right)$ only when $Z \alpha_{\mathrm{f}} \leqslant \frac{\sqrt{3}}{2}$ (i.e., $Z \leqslant 118$ ), in which case the domain of self-adjointness is $\mathcal{D}(H)=\mathcal{D}\left(H_{0}\right)=H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and the spectrum consists of the same essential part $\sigma_{\text {ess }}(H)=\left(-\infty,-m c^{2}\right] \cup\left[m c^{2},+\infty\right)$ as for $H_{0}$, plus a discrete spectrum in the 'gap' $\left(-m c^{2}, m c^{2}\right)$ consisting of eigenvalues $E_{n, \kappa}$ given by Sommerfeld's celebrated fine-structure formula

$$
\begin{equation*}
E_{n, \kappa}=m c^{2}\left(1+\frac{\left(Z \alpha_{\mathrm{f}}\right)^{2}}{\left(n+\sqrt{\kappa^{2}-\left(Z \alpha_{\mathrm{f}}\right)^{2}}\right)^{2}}\right)^{-\frac{1}{2}}, \quad n \in \mathbb{N}_{0}, \kappa \in \mathbb{Z} \backslash\{0\} \tag{5.1.12}
\end{equation*}
$$

Although the above regime of $Z$ covers all currently known elements (the last one to be discovered, the Oganesson ${ }_{118}^{294} \mathrm{Og}$, thus $Z=118$, was first synthesized in 2002 and formally named in 2016), the problem of the self-adjoint realisation of the Dirac-Coulomb Hamiltonian above the threshold $Z \alpha_{\mathrm{f}}=\frac{\sqrt{3}}{2}$ has been topical since long and so is still today. Even the consideration that the problem only arises due to the idealisation of point-like nuclei (and also because one neglects the anomalous magnetic moment of the electron) does not diminish its relevance, given the extreme experimental precision, for example, of Sommerfeld's fine-structure formula for the eigenvalues of $H$ when $Z \leqslant 118$.

From the mathematical side, the study of the self-adjoint extensions of the Dirac-Coulomb Hamiltonian has a long and active history $[42,117,97,103,102,61,122,68,89,123,28,72,76,78,77$, $22,9,8,70,13,111,124,53,41,114,10,11,64,40,26,27]$. For the clarity of presentation, let us adopt natural units $c=\hbar=m=e=1$ henceforth, so as to get rid of mathematically inessential parameters, the coupling constant of relevance thus becoming $\nu \equiv-Z \alpha_{\mathrm{f}}$.

Theorem 5.1.1 (Self-adjoint extensions of the minimal Dirac-Coulomb). On the Hilbert space $\mathcal{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}, \mathrm{~d} x\right)$ consider, for fixed $\nu \in \mathbb{R}$, the operator

$$
\begin{align*}
H & =H_{0}+\frac{\nu}{|x|} \mathbb{1}, \quad H_{0}=-\mathrm{i} \boldsymbol{\alpha} \cdot \boldsymbol{\nabla}+\beta  \tag{5.1.13}\\
\mathcal{D}(H) & =\mathcal{D}\left(H_{0}\right)=C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{C}^{4}\right)
\end{align*}
$$

$H_{0}$ is essentially self-adjoint and the domain (of self-adjointness) of its operator closure $\overline{H_{0}}$ is $H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Moreover, the following holds.
(i) (Sub-critical regime.) If $|\nu| \leqslant \frac{\sqrt{3}}{2}$, then $H$ is essentially self-adjoint and $\mathcal{D}(\bar{H})=H^{1}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$.
(ii) (Critical regime.) If $\frac{\sqrt{3}}{2}<|\nu|<1$, then $H$ admits an infinity of self-adjoint extensions, among which there is a 'distinguished' one, $H_{D}$, uniquely characterised by the properties

$$
\begin{equation*}
\mathcal{D}\left(H_{D}\right) \subset \mathcal{D}\left(\left|H_{0}\right|^{1 / 2}\right) \quad \text { or } \quad \mathcal{D}\left(H_{D}\right) \subset \mathcal{D}\left(|x|^{-1 / 2}\right) \tag{5.1.14}
\end{equation*}
$$

that is, the unique extension whose operator domain is both in the kinetic energy form domain $\mathcal{D}\left[H_{0}\right]=\mathcal{D}\left(\left|H_{0}\right|^{1 / 2}\right)$ and in the potential energy form domain $\mathcal{D}\left[|x|^{-1}\right]=\mathcal{D}\left(|x|^{-1 / 2}\right)$. Moreover, $0 \notin \sigma\left(H_{D}\right)$.
(iii) (Super-critical regime.) If $|\nu| \geqslant 1$, then $H$ admits an infinity of self-adjoint extensions, without a distinguished one in the sense of the operator $H_{D}$ in the critical regime. In fact, when $|\nu|>1$ every self-adjoint extension of $H$ has infinitely many eigenfunctions not belonging to $\mathcal{D}\left(|x|^{-1 / 2}\right)$.

In either regime, the spectrum of any self-adjoint extension $\widetilde{H}$ of $H$ is such that

$$
\begin{align*}
\sigma_{\mathrm{ess}}(\widetilde{H}) & =\sigma\left(\overline{H_{0}}\right)=(-\infty,-1] \cup[1,+\infty)  \tag{5.1.15}\\
\sigma_{\mathrm{disc}}(\widetilde{H}) & \subset(-1,1) .
\end{align*}
$$

It is worth remarking that for Coulomb-like matrix-valued interactions $V(x)$ that are not of the form $\nu|x|^{-1} \mathbb{1}$ but still satisfy $|V(x)| \leqslant \nu|x|^{-1}$, the sub-critical regime described in Theorem 5.1.1(i) only ranges up to $|\nu|<\frac{1}{2}$, and counterexamples are well known of operators $H_{0}+V$ with $|V(x)| \leqslant\left(\frac{1}{2}+\varepsilon\right)|x|^{-1}$ for arbitrary $\varepsilon>0$ and failing to be essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{C}^{4}\right)$ [8].

In this chapter we are primarily focused on the critical regime, $|\nu| \in\left(\frac{\sqrt{3}}{2}, 1\right)$. This is a regime of ultra-heavy nuclei, in fact nuclei of elements that one expects to discover in the next future. It is the first regime where the Kato-Rellich-like perturbative arguments, applicable for small $\nu$ 's, cease to work. It is also regarded as a physically meaningful regime, because as long as $|\nu|<1$ Sommerfeld's fine-structure formula still provides, formally, bound states for real energy levels, which only become complex when $|\nu|>1$, thus predicting an instability of the atom (the ' $Z=137$ catastrophe').

In order to give a first formulation of our main result, let us exploit, as customary, the canonical decomposition of $H$ into partial wave operators [111, Section 4.6], which is induced by its spherical symmetry. By expressing $x \equiv\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$ in polar coordinates $x=(r, \Omega) \in \mathbb{R}^{+} \times \mathbb{S}^{2}, r:=|x|$, the $\operatorname{map} \psi(x) \mapsto r \psi\left(x_{1}(r, \Omega), x_{2}(r, \Omega), x_{3}(r, \Omega)\right)$ induces a unitary isomorphism

$$
L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}, \mathrm{~d} x\right) \stackrel{\cong}{\Longrightarrow} L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right) \otimes L^{2}\left(\mathbb{S}^{2}, \mathbb{C}^{4}, \mathrm{~d} \Omega\right) .
$$

In terms of the observables

$$
\begin{array}{ll}
\boldsymbol{L}=\boldsymbol{x} \times(-\mathrm{i} \boldsymbol{\nabla}), & \boldsymbol{S}=-\frac{1}{4} \boldsymbol{\alpha} \times \boldsymbol{\alpha} \\
\boldsymbol{J}=\boldsymbol{L}+\boldsymbol{S} \equiv\left(J_{1}, J_{2}, J_{3}\right), & K=\beta(2 \boldsymbol{L} \cdot \boldsymbol{S}+\mathbb{1})
\end{array}
$$

one further decomposes

$$
\begin{equation*}
L^{2}\left(\mathbb{S}^{2}, \mathbb{C}^{4}, \mathrm{~d} \Omega\right) \cong \bigoplus_{j \in \frac{1}{2} \mathbb{N}} \bigoplus_{m_{j}=-j}^{j} \bigoplus_{\kappa_{j}= \pm\left(j+\frac{1}{2}\right)} \mathcal{K}_{m_{j}, \kappa_{j}} \tag{5.1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{K}_{m_{j}, \kappa_{j}}:=\operatorname{span}\left\{\Psi_{m_{j}, \kappa_{j}}^{+}, \Psi_{m_{j}, \kappa_{j}}^{-}\right\} \cong \mathbb{C}^{2} \tag{5.1.17}
\end{equation*}
$$

and $\Psi_{m_{j}, \kappa_{j}}^{+}$and $\Psi_{m_{j}, \kappa_{j}}^{-}$are two orthonormal vectors in $\mathbb{C}^{4}$, and simultaneous eigenvectors of the observables $J^{2} \upharpoonright L^{2}\left(\mathbb{S}^{2}, \mathbb{C}^{4}, \mathrm{~d} \Omega\right), J_{3} \upharpoonright L^{2}\left(\mathbb{S}^{2}, \mathbb{C}^{4}, \mathrm{~d} \Omega\right)$, and $K \upharpoonright L^{2}\left(\mathbb{S}^{2}, \mathbb{C}^{4}, \mathrm{~d} \Omega\right)$ with eigenvalue, respectively, $j(j+1), m_{j}$, and $\kappa_{j}$. It then turns out that each subspace

$$
\begin{equation*}
\mathcal{H}_{m_{j}, \kappa_{j}}:=L^{2}\left(\mathbb{R}^{+}, \mathrm{d} r\right) \otimes \mathcal{K}_{m_{j}, \kappa_{j}} \cong L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right) \tag{5.1.18}
\end{equation*}
$$

is a reducing subspace for the Dirac-Coulomb Hamiltonian $H$, which, through the overall isomorphism

$$
\begin{equation*}
U: L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}, \mathrm{~d} x\right) \stackrel{\cong}{\rightrightarrows} \bigoplus_{j \in \frac{1}{2} \mathbb{N}} \bigoplus_{m_{j}=-j}^{j} \bigoplus_{\kappa_{j}= \pm\left(j+\frac{1}{2}\right)} \mathcal{H}_{m_{j}, \kappa_{j}}, \tag{5.1.19}
\end{equation*}
$$

is therefore unitarily equivalent to

$$
\begin{equation*}
U H U^{*}=\bigoplus_{j \in \frac{1}{2} \mathbb{N}} \bigoplus_{m_{j}=-j}^{j} \bigoplus_{\kappa_{j}= \pm\left(j+\frac{1}{2}\right)} h_{m_{j}, \kappa_{j}} \tag{5.1.20}
\end{equation*}
$$

where

$$
\begin{align*}
h_{m_{j}, \kappa_{j}} & :=\left(\begin{array}{cc}
1+\frac{\nu}{r} & -\frac{\mathrm{d}}{\mathrm{~d} r}+\frac{\kappa_{j}}{r} \\
\frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{\kappa_{j}}{r} & -1+\frac{\nu}{r}
\end{array}\right),  \tag{5.1.21}\\
\mathcal{D}\left(h_{m_{j}, \kappa_{j}}\right) & :=C_{0}^{\infty}\left(\mathbb{R}^{+}\right) \otimes \mathcal{K}_{m_{j}, \kappa_{j}} \cong C_{0}^{\infty}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right) .
\end{align*}
$$

Thus, (5.1.21) defines a densely defined and symmetric operator on the Hilbert space (5.1.18) and the overall problem of the self-adjoint realisation of $H$ is reduced to the same problem in each reducing subspace.

In particular, it is of physical relevance to consider each operator

$$
\begin{equation*}
h_{m_{j}}:=h_{m_{j}, \kappa_{j}=j+\frac{1}{2}} \oplus h_{m_{j}, \kappa_{j}=-\left(j+\frac{1}{2}\right)} \tag{5.1.22}
\end{equation*}
$$

acting block-diagonal-wise, with the two different spin-orbit components, on the Hilbert eigenspace $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{4}, \mathrm{~d} r\right)$ of $\left(j, m_{j}\right)$-eigenvalue for $J^{2}$ and $J_{3}$.

Now, the following property is well known, as one can see by means of standard limit-point limit-circle arguments (see Section 1.4). Its proof is discussed in Section 5.3 .1 where we compute deficiency indices for the operator $H$ and every $\nu \in \mathbb{R}$.

Proposition 5.1.2. The operator $h_{m_{j}, \kappa_{j}}$ is essentially self-adjoint on its domain with respect to the Hilbert space $\mathcal{H}_{m_{j}, \kappa_{j}}$ if and only if

$$
\begin{equation*}
\nu^{2} \leqslant \kappa_{j}^{2}-\frac{1}{4}, \tag{5.1.23}
\end{equation*}
$$

and it has deficiency indices $(1,1)$ otherwise. In particular, in the regime $|\nu| \in\left(\frac{\sqrt{3}}{2}, 1\right)$ only the operators of the decomposition (5.1.20) with $\kappa_{j}^{2}=1$, thus

$$
\begin{equation*}
h_{\frac{1}{2}, 1}, \quad h_{-\frac{1}{2}, 1}, \quad h_{\frac{1}{2},-1}, \quad h_{-\frac{1}{2},-1}, \tag{5.1.24}
\end{equation*}
$$

have deficiency indices $(1,1)$, all others being essentially self-adjoint.
Therefore the operator $h_{\frac{1}{2}, 1} \oplus h_{\frac{1}{2},-1} \oplus h_{-\frac{1}{2}, 1} \oplus h_{-\frac{1}{2},-1}$, and hence $H$ itself, has deficiency indices $(4,4)$. This means that there is a 16 -real-parameter family of self-adjoint extensions of $H$, hence of physically inequivalent realisations of the Dirac-Coulomb Hamiltonian. From the operator-theoretic point of view, the analysis of the self-adjoint extensions of $h_{\frac{1}{2}, 1}$ is the very same as for the other three operators (and in fact $h_{\frac{1}{2}, 1}$ and $h_{-\frac{1}{2}, 1}$ have the same formal action on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$, and so have $h_{\frac{1}{2},-1}$ and $h_{-\frac{1}{2},-1}$ ), and hence we will discuss only the first case.

There is room for extensions only on the sector $j=\frac{1}{2}$ of lowest total angular momentum $J^{2}$ and, as we shall discuss in Section 5.3, each extension corresponds to a particular prescription on the wave functions of the domain in the vicinity of the centre $x=0$ of the Coulomb interaction. For higher $j$ 's the large angular momentum makes the Coulomb singularity lesser and lesser relevant, and on such sectors $H$ is already essentially self-adjoint.

Physically, the relevant class of extensions is rather the one-parameter sub-family consisting of the same extension for each elementary operators (5.1.24), in a sense that will be evident in the next Section, that is, extensions where the same boundary conditions of self-adjointness occurs on each block of $H$ - it would be non-physical to have a different behaviour of the physical Hamiltonian on different sectors $\mathcal{H}_{m_{j}, \kappa_{j}}$ of its symmetry.

A complete classification of the 'non physical' extensions, and the properties of their discrete spectra, is not present in the literature.

We would like to informally present at this point of the introductory section the result concerning the classification of self-adjoint extensions that will be rigorously proved in Section 5.3.

Theorem 5.1.3 (Classification of Dirac-Coulomb extensions - informal version). Let $|\nu| \in\left(\frac{\sqrt{3}}{2}, 1\right)$.
(i) On each of the four sectors $\left(j, m_{j}, k_{j}\right)=\left(\frac{1}{2}, \pm \frac{1}{2}, \pm 1\right)$ of non-self-adjointness, the operator $H$ admits a one-parameter family $\left(S_{\beta}\right)_{\beta \in \mathbb{R} \cup\{\infty\}}$ of self-adjoint extensions - which are then restrictions of $H^{*}$.
(ii) Whereas the domain of $H^{*}$ in each sector consists of spinors $g$ with $H^{1}$-regularity on $[\varepsilon,+\infty)$ for all $\varepsilon>0$ and the short-distance asymptotics

$$
\begin{equation*}
g(r)=g_{0} r^{-\sqrt{1-\nu^{2}}}+g_{1} r^{\sqrt{1-\nu^{2}}}+o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0 \tag{5.1.25}
\end{equation*}
$$

for some $g_{0}, g_{1} \in \mathbb{C}^{2}$ dependent on $\nu$ only, the domain $\mathcal{D}\left(S_{\beta}\right)$ of the extension $S_{\beta}$ consists of those such spinors for which a prescribed ratio holds between the corresponding components of $g_{1}$ and $g_{0}$, for concreteness

$$
\begin{equation*}
\frac{g_{1}^{+}}{g_{0}^{+}}=c_{\nu, \kappa} \beta+d_{\nu, \kappa} \tag{5.1.26}
\end{equation*}
$$

for some explicitly known constants $c_{\nu, \kappa}, d_{\nu, \kappa} \in \mathbb{C}$.
(iii) The extension $\beta=\infty$ is the restriction $S_{D}$, on the considered sector $\left(j, m_{j}, k_{j}\right)$, of the distinguished extension $H_{D}$ of $H$ discussed in Theorem 5.1.1(ii): the functions in its domain have the asymptotics (5.1.25) with $g_{0} \equiv 0$, i.e., without singular term.
(iv) All those extensions $S_{\beta}$ with $\beta \neq 0$ are invertible with everywhere defined and bounded inverse, in which case the inverse $S_{\beta}^{-1}$ is an explicit rank-one perturbation of $S_{D}^{-1}$.
(v) The gap in the spectrum of $S_{\beta}$ around $\lambda=0$ has a direct estimate in terms of $\beta$ and $\left\|S_{D}^{-1}\right\|$ and must be at least the interval

$$
\begin{equation*}
\left(-E_{0}(\beta), E_{0}(\beta)\right), \quad E_{0}(\beta):=\frac{|\beta|}{|\beta| \mid S_{D}^{-1} \|+1} \tag{5.1.27}
\end{equation*}
$$

Our Theorem 5.1.3 provides a classification of the whole family of self-adjoint realisations of $h$ which turns out to provide the appropriate scheme for qualifying the discrete spectrum of the generic extension $h_{\beta}$. In fact, we observe that our paper [48] stands in a gap in the literature between the wellestablished knowledge on the one hand that for critical couplings the Dirac-Coulomb Hamiltonian admits an infinite multiplicity of self-adjoint realisations, and the availability on the other hand of an eigenvalue formula for the distinguished extension only.

First, the natural question arises why the 'classical' methods for the determination of Sommerfeld's formula, mainly the ODE/truncation-of-series approach and the supersymmetric approach, did not determine other than the eigenvalues of the distinguished extension. We address this point in Section 5.4, exhibiting the precise steps of such classical methods in which one naturally selects only the discrete spectrum of the distinguished (and in fact also of a 'mirror' distinguished) realisation.

It actually turns out that there are no explicit alternatives: indeed, in the ODE approach to the differential eigenvalue problem the only alternative to truncating series is to deal with eigenfunctions expressed by infinite series, and imposing the eigenfunction with eigenvalue $E$ to belong to some domain $\mathcal{D}\left(h_{\beta}\right)$ does not produce a closed formula for $E$ any longer; on the other hand, in the supersymmetric approach the first order differential eigenvalue problem is studied by an auxiliary second order differential problem whose solutions only exhibit the boundary condition typical of the distinguished (or also of the 'mirror' distinguished) extension, with no access to different boundary conditions.

Next, we address the issue of how the eigenvalue formula (5.1.12), valid for $\beta=\infty$, gets modified for a generic extension parameter $\beta$. Our result is the following.

Theorem 5.1.4. Let $k=\kappa_{j} \in\{ \pm 1\}$ and let $\left(h_{\beta}\right)_{\beta \in(-\infty, \infty]}$ be the family of self-adjoint realisations, in the critical regime $|\nu| \in\left(\frac{\sqrt{3}}{2}, 1\right)$ of the Dirac-Coulomb Hamiltonian $h=h_{m_{j}, \kappa_{j}}$ defined in (5.1.21), according to the parametrisation given by Theorem 5.1.3. The discrete spectrum of a generic realisation $h_{\beta}$ consists of the countable collection

$$
\begin{equation*}
\sigma_{\mathrm{disc}}\left(h_{\beta}\right)=\left\{E_{n}^{(\beta)} \mid n \in \mathbb{N}_{0}, n \geqslant n_{0}\right\} \subset(-1,1) \tag{5.1.28}
\end{equation*}
$$

of eigenvalues $E_{n}^{(\beta)}$ which are all the possible roots, enumerated in decreasing order when $\nu>0$ and in increasing order when $\nu<0$, of the transcendental equation

$$
\begin{equation*}
\mathfrak{F}_{\nu, k}\left(E_{n}^{(\beta)}\right)=c_{\nu, k} \beta+d_{\nu, k} \tag{5.1.29}
\end{equation*}
$$

where the constants $c_{\nu, k}$ and $d_{\nu, k}$ are the same as in Theorem 5.1.3.

$$
\begin{gather*}
\mathfrak{F}_{\nu, k}(E):=\left(2 \sqrt{1-E^{2}}\right)^{2 \sqrt{1-\nu^{2}}} \frac{\Gamma\left(-2 \sqrt{1-\nu^{2}}\right)}{\Gamma\left(2 \sqrt{1-\nu^{2}}\right)} \frac{\nu \sqrt{\frac{1-E}{1+E}}+k-\sqrt{1-\nu^{2}}}{\nu \sqrt{\frac{1-E}{1+E}}+k+\sqrt{1-\nu^{2}}} \times  \tag{5.1.30}\\
\times \frac{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}+\sqrt{1-\nu^{2}}\right)}{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}-\sqrt{1-\nu^{2}}\right)} .
\end{gather*}
$$

The starting index of the enumeration is $n_{0}=0$ if $k$ and $\nu$ have the same sign, and $n_{0}=1$ otherwise.
Equation (5.1.29) of Theorem 5.1.4, that will be proved in Section 5.5, provides the implicit formula for the eigenvalues of the generic extension $h_{\beta}$. A formula of the eigenfunctions corresponding to the eigenvalues $E_{n}^{(\beta)}$ is found in the proof of Theorem 5.1.4-see (5.5.6) in Section 5.5.

In particular, equation (5.1.29) contains Sommerfeld's formula for the distinguished extension of $h$, namely the extension with $\beta=\infty$. For a comparison with the existing literature, let us formulate the latter consequence for generic $k \in\{ \pm 1\}$.
Corollary 5.1.5. Under the assumptions of Theorem 5.1.4, let $h_{D}$ be the distinguished (i.e., $\beta=\infty$ ) self-adjoint extension of $h$. Then the eigenvalues $\left(E_{n}\right)_{n=n_{0}}^{\infty}$ of $h_{D}$ are given by

$$
\begin{equation*}
E_{n}=-\operatorname{sign}(\nu)\left(1+\frac{\nu^{2}}{\left(n+\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-1 / 2} \tag{5.1.31}
\end{equation*}
$$

the starting index of the enumeration being $n_{0}=0$ if $k$ and $\nu$ have the same sign, and $n_{0}=1$ otherwise.

The first five eigenvalues $E_{0}^{(\beta)}, \ldots, E_{4}^{(\beta)}$ for generic $\beta$ are plotted in Figure 5.1 for the concrete case $k=1, \nu>0$. We obtained this plot by computing numerically the intersection points of the curve $E \mapsto \mathfrak{F}_{\nu, k}(E)$ with horizontal lines corresponding to various values of $c_{\nu, k} \beta+d_{\nu, k}$. In this case when $\beta>0$ all eigenvalues are strictly negative (and accumulate to -1 ), whereas for a region of negative $\beta$ 's the first eigenvalue is positive. As to be expected, $E_{0}^{(\beta)}=0$ only for $\beta=0$ : this corresponds to the sole non-invertible extension.


Figure 5.1: Numerical computation of the eigenvalues $E_{n}^{(\beta)}$ as functions of $\beta$, for $k=1$ and $\nu=0.9$. The shaded area is the region $|E|<E(\beta)$, with $E(\beta)$ given by (5.1.27), and indicates the estimated gap in the spectrum around zero, according to Theorem 5.1.4(vi).


Figure 5.2: Relative error on the estimate of the ground state energy for positive $\beta$, in the case $k=1$ and $\nu=0.9$. The worse relative error is reached for $\beta \sim 0.58$ and amounts to about $20 \%$.

It follows from the detailed discussion of the behaviour of $\mathfrak{F}_{\nu, k}(E)$ (in particular, of the vertical asymptotes of $\mathfrak{F}_{\nu, k}(E)$ ) which we are going to develop in Section 5.5 that each $E_{n}^{(\beta)}$ is smooth and strictly monotone in $\beta$, and it moves with continuity from $\beta=(+\infty)^{-}$to $\beta=(-\infty)^{+}$. This results in a typical fibred structure of the union of all the discrete spectra $\sigma_{\text {disc }}\left(h_{\beta}\right)$, with

$$
\begin{equation*}
\bigcup_{\beta \in(-\infty,+\infty]}\left\{E_{n}^{(\beta)} \mid n \in \mathbb{N}_{0}, n \geqslant n_{0}\right\}=(-1,1) \tag{5.1.32}
\end{equation*}
$$

Let us conclude the presentation of our results with a comment on the accuracy of the estimate (5.1.27) on the width of the spectral gap around zero for a generic extension $h_{\beta}$. Let us choose for
concreteness $k=1$ and $\nu>0$ : the estimated gap in this case is superimposed in Figure 5.1 and turns out to be asymptotically exact for $\beta \rightarrow 0$ and $\beta \rightarrow+\infty$, and reasonably precise in between. Owing to Corollary 5.1.5 we can now write

$$
\begin{equation*}
\left\|h_{D}^{-1}\right\|=B^{-1}=\left(1-\nu^{2}\right)^{-\frac{1}{2}} \tag{5.1.33}
\end{equation*}
$$

Thus, from (5.1.27) and (5.1.33) we conclude that

$$
\begin{equation*}
\mathcal{E}_{0}^{(\beta)}:=\frac{|\beta|}{1+|\beta|\left(1-\nu^{2}\right)^{-\frac{1}{2}}} \tag{5.1.34}
\end{equation*}
$$

provides a good estimate (from below) of the otherwise not explicitly computable ground state $E_{0}^{(\beta)}$ of the generic self-adjoint extension $h_{\beta}$.

Here is how the material of the section is organised. As mentioned already we start by a brief historical review of the problem in Section 5.2. In Section 5.3 we state rigorously our main results, whose proof, outlined in Section 5.3 itself, is based on intermediate results that we prove in Subsections 5.3.2, 5.3.3, and 5.3.4. In Subsection 5.3.1 we compute the deficiency indices and in Subsection 5.3.5 we discuss further properties of the Dirac-Coulomb extensions involving the resolvent and the spectral gap at zero. In Section 5.4 we revisit the classical methods used for computing an explicit formula for the eigenvalues of the Dirac-Coulomb operator and in Section 5.5 we compute the implicit formula for the spectrum of the generic extension by means of ODE methods.

Last, we want to point out that Proposition 5.3.3 (and its proof in Subsection 5.3.4) contains a characterisation of the domain of the closure which is more complete with respect to the one we gave in [50].

### 5.2 Essential self-adjointness and the Distinguished extension

In this section we review the historical path that led to the present understanding on the existence and uniqueness of self-adjoint extensions of the minimal Dirac-Coulomb operator.

Conceptually and historically the two main questions addressed so far, and that we are going to analyse are:

1. Is the operator $H_{0}+V$ essentially self-adjoint?
2. If it is not, is there a special self-adjoint extension which is physically relevant?

The technique employed in answering the first question is essentially a perturbative argument based on the Kato-Rellich theorem and it is addressed in the first subsection.

The second question presents a wider range of answers and many authors provided different meaningful special extensions. Only at a later stage they recognized that, under some hypothesis, they were referring to the same operator. This subject is addressed in the second subsection.

### 5.2.1 Essential self-adjointness via Kato-Rellich theorem

One of the first proofs of the essential self-adjointness for the Dirac-Coulomb operator is due to Kato in 1951 as a direct application of the Kato-Rellich theorem. Despite the simplicity of the proof, this does not cover the whole range of the parameter $\nu$ on which the Dirac-Coulomb operator is essentially self-adjoint.

Some years later two different approaches based on the same theorem were developed in order to cover the range $\left[0, \frac{\sqrt{3}}{2}\right]$ : the first one, due to Rejtö and Gustafsson [97, 61] aimed to weaken its hypotheses, the other one due to Schminke [103] uses the original theorem. Instead of looking to $V$
as a perturbation of $H_{0}$ he introduced an operator $C$ and considered $H_{0}+V=\left(H_{0}+C\right)+(V-C)$. To prove the essential self-adjointness of $H_{0}+V$ he proved separately the essential self-adjointness of $H_{0}+C$ and looked at $V-C$ as a perturbation satisfying the hypothesis of Kato-Rellich.

Several other works dealt with the same problem, among which we mention [99, 101, 42, 117, $28,77]$. For a self-contained conceptual review we present in detail only the above-mentioned ones of Rejtö-Gustaffson and Schmincke.

Since it will play a central role in this subsection, we recall the classical statement of the KatoRellich theorem (as stated in [95, Theorem X.12]).
Theorem 5.2.1 (Kato-Rellich). Suppose that $A$ is an essentially self-adjoint operator, $B$ is a symmetric operator that is $A$-bounded with relative bound $a<1$, namely
i) $\mathcal{D}(B) \supset \mathcal{D}(A)$;
ii) For some $a<1, b \in \mathbb{R}$ and for all $\varphi \in \mathcal{D}(A)$,

$$
\begin{equation*}
\|B \varphi\| \leqslant a\|A \varphi\|+b\|\varphi\| \tag{5.2.1}
\end{equation*}
$$

Then $\overline{A+B}$ is self-adjoint on $\mathcal{D}(\bar{A})$ and essentially self-adjoint on any core of $A$.
Let us start with surveying Kato's proof from [69, 71]. The starting point is the well-known Hardy inequality (see [95] section X. 2 p.169)

$$
\begin{equation*}
\|\boldsymbol{p} u\|^{2} \geqslant \frac{1}{4}\left\|r^{-1} u\right\|^{2}, \quad \forall u \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right) \tag{5.2.2}
\end{equation*}
$$

By using the ancticommutation properties of the $\boldsymbol{\alpha}$ matrices we get the identity

$$
\begin{equation*}
\left\|H_{0} u\right\|^{2}=\|\boldsymbol{p} u\|^{2}+\langle(\beta \boldsymbol{\alpha} \cdot \boldsymbol{p}+\boldsymbol{\alpha} \cdot \boldsymbol{p} \beta) u, u\rangle+\|u\|^{2}=\|\boldsymbol{p} u\|^{2}+\|u\|^{2} \tag{5.2.3}
\end{equation*}
$$

Thus, we see that if the potential is $|\phi(x)| \leqslant \frac{\nu}{|x|}$, we get the following chain of inequalities

$$
\begin{equation*}
\|\boldsymbol{p} u\|^{2} \geqslant \frac{1}{4}\left\|r^{-1} u\right\|^{2} \geqslant \frac{1}{4 \nu^{2}}\|\phi(x) u\|^{2} \tag{5.2.4}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
\|\phi(x) u\| \leqslant 4 \nu^{2}\left\|H_{0} u\right\|^{2}-4 \nu^{2}\|u\|^{2} . \tag{5.2.5}
\end{equation*}
$$

If $\nu<\frac{1}{2}$, the hypotheses of the Kato-Rellich theorem are satisfied and one deduces that $H_{0}+V$ is essentially self-adjoint and the domain of the unique self adjoint extension is

$$
\begin{equation*}
\mathcal{D}\left(\overline{H_{0}+V}\right)=H^{1}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{4} \tag{5.2.6}
\end{equation*}
$$

Remark 5.2.2. By using Wüst theorem (see [95] theorem X.14) one can cover the case $\nu=\frac{1}{2}$. However the information on the domain of the self-adjoint extension is lost.

Remark 5.2.3. The result is independent of the possible spherical symmetry and of precise matricial form of the potential: the conclusion holds if $\lim _{x \rightarrow 0}|x|\left|V_{i j}(x)\right|<\frac{1}{2}$, where $i, j=1,2$ and $V_{i j}$ are the entries of the matrix $V$.

Remark 5.2.4. Arai $[7,8]$ showed that by considering more general matrix-valued potentials of the form

$$
\begin{equation*}
V(x)=\frac{Z}{r} \mathbb{1}+\frac{\mathrm{i}}{r} \boldsymbol{\alpha} \cdot \hat{\boldsymbol{r}} \beta b_{1}+\frac{\beta}{r} b_{2} \tag{5.2.7}
\end{equation*}
$$

the necessary and sufficient condition for the essential self-adjointness is $\left(\kappa_{j}+b_{1}\right)^{2}+b_{2}^{2} \geqslant Z^{2}+\frac{1}{4}$ and hence the threshold $\frac{1}{2}$ is optimal, in the sense that if $V$ is in the form above and one of the entry of the matrix satisfies $|x|\left|V_{i j}\right|>\frac{1}{2}$ then it is possible to choose $Z, b_{1}, b_{2}$ such that the operator is not essentially self-adjoint.

In a work of 1970, Rejtö [97] discussed the particular case of spherically symmetric Coulomb-like potentials. By denoting with $B(\mathcal{H})$ the set of bounded operators on $\mathcal{H}$, the requirement on $V$ for the operator $H_{0}+V$ to be essentially self-adjoint on $C_{0}^{\infty}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ boils down to asking that $\exists \mu_{ \pm}$in the upper/lower closed complex half plane such that

$$
\begin{equation*}
\left(\mathbb{1}-\bar{V}\left(\mu_{ \pm}-\overline{H_{0}}\right)^{-1}\right) \in B(\mathcal{H}) \tag{5.2.8}
\end{equation*}
$$

Proving that the Dirac operator with Coulomb interaction satisfies this hypothesis for $\nu \in\left[0, \frac{3}{4}\right)$, he was able to show that under this condition such an operator is essentially self-adjoint and the domain of its self-adjoint extension is $H^{1}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{4}$.

In fact [97] provides some sort of intermediate results that led to the more relevant work [61] by Gustaffson and Rejtö. In this relevant follow-up work they generalised further Kato-Rellich theorem and they were able to achieve the essential self-adjointness for the Dirac operator in the regime $\nu \in[0, \sqrt{3} / 2)$.

Their generalisation relies on Fredholm's theory, that we briefly recall here for the self-consistency of the presentation. A densely defined operator $A$ in a Banach space $\mathcal{X}$ is said to be Fredholm if $A$ is closed, $\operatorname{ran} A$ is closed, and both $\operatorname{dim} \operatorname{ker} A$ and $\operatorname{dim} \mathcal{X} / \operatorname{ran} T$ are finite. The index of a Fredholm operator $A$ is the number $i(T)=\operatorname{dim} \operatorname{ker} A-\operatorname{dim} \mathcal{X} / \operatorname{ran} A$.

Theorem 5.2.5 ([61], Theorem 3.1, Generalised Kato-Rellich theorem). Let $H_{0}$ be essentially selfadjoint, $V$ symmetric with $\mathcal{D}(V) \supset \mathcal{D}\left(H_{0}\right)$ where $V$ is $H_{0}$-bounded. For each $\mu$ in the resolvent set of $H_{0}$ define the operator $A_{\mu} \in B(\mathcal{H})$ by

$$
\begin{equation*}
A_{\mu}:=\mathbb{1}-\bar{V}\left(\mu-\overline{H_{0}}\right)^{-1} \tag{5.2.9}
\end{equation*}
$$

Then the three conditions below
i) $H_{0}+V$ is essentially self-adjoint;
ii) $\overline{H_{0}+V}=\overline{H_{0}}+\bar{V}$;
iii) $\mathcal{D}\left(\overline{H_{0}+V}\right)=\mathcal{D}\left(\overline{H_{0}}\right)$;
hold if and only if there exists $\mu_{+}$in the closed upper half plane and $\mu_{-}$in the closed lower half plane such that the operators $A_{\mu_{ \pm}}$are Fredholm of index zero.

Proof. (Sketch) We start from the identity

$$
\begin{equation*}
\mu-\overline{H_{0}}-\bar{V}=\left[\mathbb{1}-\bar{V}\left(\mu-\overline{H_{0}}\right)^{-1}\right]\left(\mu-\overline{H_{0}}\right) . \tag{5.2.10}
\end{equation*}
$$

Since $\mu \in \rho\left(H_{0}\right), \mu-\overline{H_{0}}$ is Fredholm of index zero and since the composition of Fredholm operators is Fredholm and the index of the composition is the sum of the indices, by using a standard criterion of essential self-adjointness, we prove the sufficient condition.

The necessity follows using the same index-formula and the fact that if $A_{1} A_{2}$ is Fredholm with $A_{2}$ Fredholm and $A_{1}$ closed, then $A_{1}$ is Fredholm and therefore by the above formula $A_{ \pm i}$ is Fredholm of index 0 .

Remark 5.2.6. This theorem includes the classical Kato-Rellich noting that with $\mu_{ \pm}= \pm i \frac{a}{b}$ one has $\left\|\bar{V}\left(\mu_{ \pm}-\overline{H_{0}}\right)^{-1}\right\|<1$. Hence $A_{\mu_{ \pm}}$are invertible and therefore Fredholm of index zero.

The proof of the essential self-adjointness of the Dirac operator with Coulomb potential uses the following corollary:

Corollary 5.2.7. If there exist $\mu_{+}$and $\mu_{-}$as in the previous theorem such that $A_{\mu_{ \pm}}=B_{ \pm}+C_{ \pm}$ where $B_{ \pm}^{-1} \in B(\mathcal{H})$ and $C_{ \pm}$are compact, then $H_{0}+V$ is essentially self-adjoint and $\mathcal{D}\left(\overline{H_{0}+V}\right)=$ $\mathcal{D}\left(\overline{H_{0}}\right)$.

Proof. This corollary follows from the fact that an invertible operator is Fredholm of index zero and that this property is stable under compact perturbations.

By using the spherical symmetry and the decomposition of the Dirac operator Rejtö and Gustaffson prove that for $|\nu| \in\left[0, \frac{\sqrt{3}}{2}\right)$ the hypothesis of Corollary 5.2 .7 are satisfied and hence the spherically symmetric Dirac-Coulomb operator is essentially self-adjoint for that range of parameters.

In this respect the work of Schmincke [103] is of interest in that the same conclusion on essential self-adjointness was obtained independently of the spherical symmetry of the potential.

Theorem 5.2.8 ([103]). Let $\phi \in L_{\text {loc }}^{2}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ be a real-valued function that can be expressed as $\phi=\phi_{1}+\phi_{2}$ with $\phi_{1} \in C^{0}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ and $\phi_{2} \in L^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ with

$$
\begin{equation*}
\left|\phi_{1}(x)\right| \leqslant \frac{\nu}{|x|} \tag{5.2.11}
\end{equation*}
$$

and $\nu \in\left[0, \frac{\sqrt{3}}{2}\right)$. Then $H_{0}+V$ is essentially self-adjoint.
The way Schmincke proves its result consists of using the standard Kato-Rellich theorem. He introduces a certain intercalary operator $C$ in order to write $H_{0}+V=\left(H_{0}+C\right)+(V-C)$ and to regard $V-C$ as a small perturbation of $H_{0}+C$.

After setting

$$
\begin{equation*}
C:=\frac{1}{4}\left(a-\frac{1}{r}\right) \boldsymbol{\alpha} \cdot \hat{\boldsymbol{r}}, \quad 1<a<3 \tag{5.2.12}
\end{equation*}
$$

and $H_{0}=\boldsymbol{\alpha} \cdot \boldsymbol{p}+\beta$, he introduces a bounded operator $S_{2}$ on which we omit the details. From these definitions it is clear that for $z \in \mathbb{C}, 0<|z|<1$,

$$
\begin{equation*}
H_{0}+V=(A+\beta+z C)+\left(V-z C-S_{2}\right)+S_{2}=F+G+S_{2} \tag{5.2.13}
\end{equation*}
$$

With these definitions Schmincke proves that $\|G u\|^{2} \leqslant k\|F u\|^{2}$ with $k<1$ and hence $G u$ is $F$ bounded with a small bound. One can thus apply Kato-Rellich ${ }^{1}$ to obtain that $T+V+S_{2}$ is essentially self-adjoint and, since $S_{2}$ is a bounded operator, this also implies the essentially selfadjointness of $T$.

### 5.2.2 The distinguished self-adjoint extension

As stated in Theorem 5.1.1, in the critical regime there are infinitely many self-adjoint extensions of the minimal Dirac-Coulomb operator. Before considering their classification the main interest throughout the 1970s was the study of a distinguished extension characterized by being the most physically meaningful. The first work that introduced this particular self-adjoint extension is due to Schmincke [102] who obtained this extension by means of a multiplicative intercalary operator. This self-adjoint realisation is physically relevant because its domain is contained in the domain of the potential energy form and hence each function on the domain has a finite expectation value of the potential energy operator.

A second and more explicit construction of a distinguished self-adjoint extension of the minimal Dirac-Coulomb operator was found by Wüst [122, 123] by means of cut-off potentials. He built a sequence of self-adjoint operators that converges strongly in the operator graph topology to a self-adjoint extension of the minimal Dirac-Coulomb operator. Remarkably that the domain of this self-adjoint extension is also contained in the domain of the potential energy.

At that point it was not clear whether Wüst's and Schmincke's self-adjoint extensions were the same or not. The first attempt to look for a distinguished self-adjoint extension with a requirement

[^5]of uniqueness was made by Nenciu [89] who found that there exists a unique self-adjoint extension of the minimal Dirac operator whose domain is contained in the domain of the kinetic energy form.

In 1979 Klaus and Wüst [72] proved that in the regime $\nu \in\left(\frac{\sqrt{3}}{2}, 1\right)$ if the potential $\phi$ is semibounded all the above mentioned distinguished self-adjoint extensions coincide.

Let us start with Schmincke's result.
Theorem 5.2.9 ([102], Theorems 2 and 3). Let $\phi \in L_{l o c}^{2}\left(\mathbb{R}^{3} \backslash\{0\}, \mathbb{R}, \mathrm{d} x\right)$ be a real-valued function such that $\phi=\phi_{1}+\phi_{2}$ with $\phi_{1}$ and $\phi_{2}$ both real valued, $\phi_{1} \in C^{0}\left(\mathbb{R}^{3} \backslash\{0\}\right)$, and $\phi_{2} \in L^{\infty}\left(\mathbb{R}{ }^{3}, \mathbb{R}, \mathrm{~d} x\right)$. Let $s \in[0,1)$. Suppose there exists $k>1, c>1$ and $f \in C^{1}((0, \infty))$ positive valued and bounded from above by $\frac{1-s}{2 c}$ such that

$$
\begin{align*}
\frac{1}{r^{2}}\left(f(r)+\frac{s}{2}\right)^{2} & \leqslant k\left(\left|\phi_{1}(x)\right|^{2}+\frac{1}{r^{2}} f^{2}(r)\right) \leqslant \\
& \leqslant \frac{1}{r^{2}}\left(f(r)+\frac{s+1}{2}\right)^{2}+\frac{1}{r} f^{\prime}(r) \tag{5.2.14}
\end{align*}
$$

Then there exists a bounded symmetric operator $S$ such that

$$
\begin{equation*}
H_{G}:=\left(\overline{r^{-\frac{s}{2}}}\right)\left(\overline{r^{\frac{s}{2}}(H-S)}\right)+\bar{S} \tag{5.2.15}
\end{equation*}
$$

is an essential self-adjoint extension of $H$ and $\forall m \in\left[\frac{1}{2}, 1-\frac{s}{2}\right]$

$$
\begin{equation*}
\mathcal{D}\left(H_{G}\right)=\mathcal{D}\left(H^{*}\right) \cap \mathcal{D}\left(\overline{r^{-m}}\right) \tag{5.2.16}
\end{equation*}
$$

Remark 5.2.10. Note that in particular $\mathcal{D}\left(H_{G}\right) \subset \mathcal{D}\left(\overline{r^{-1 / 2}}\right)$, which physically means that all the functions in the domain of this distinguished self-adjoint extension have a finite expectation of the potential energy.

Schmincke proved this using a multiplicative intercalary operator. If $T=H_{0}+V$ with $H_{0}$ essentially self-adjoint and if there exists a symmetric operator $G$ satisfying suitable properties (see Theorem 1 in [102]), then

$$
\begin{equation*}
H_{G}:=\overline{G^{-1}} \overline{G H} \tag{5.2.17}
\end{equation*}
$$

is an essentially self-adjoint extension of $H$.
Noticeably in the case of Coulomb potential the assumptions of the theorem are satisfied when

$$
\begin{equation*}
1-4 \nu^{2} \leqslant\left(1-s^{2}\right) \leqslant 4\left(1-\nu^{2}\right) \tag{5.2.18}
\end{equation*}
$$

which means $\nu<1$.
Wüst, instead, showed that given a potential $\phi(x) \in C^{0}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ such that

$$
\begin{equation*}
|\phi(x)| \leqslant \frac{\nu}{|x|} \quad|\nu|<1 \tag{5.2.19}
\end{equation*}
$$

if one fixes a positive constant $c>0$ and defines

$$
V_{t}(x):= \begin{cases}V(x) & |x| \geqslant \frac{c}{t}  \tag{5.2.20}\\ R(x) & |x|<\frac{c}{t}\end{cases}
$$

where $R$ is chosen such that the components of $H_{t}$ are continuous functions. If $H_{t}(x)$ is definitely monotone, the sequence of operators $T_{t}=H_{0}+V_{t} g$-converges to a self-adjoint operator $H_{g}$ which is a self-adjoint extension of $H$ with the property that

$$
\begin{equation*}
\mathcal{D}\left(H_{g}\right) \subset \mathcal{D}\left(\overline{r^{1 / 2}}\right) \tag{5.2.21}
\end{equation*}
$$

In 1976 Nenciu [89] proposed an alternative distinguished self-adjoint extension $H_{N}$ by requiring this extension to be the unique with the property that all the functions in its domain have finite kinetic energy, namely

$$
\begin{equation*}
\mathcal{D}\left(H_{N}\right) \subset \mathcal{D}\left(\left|\overline{H_{0}}\right|^{\frac{1}{2}}\right) \tag{5.2.22}
\end{equation*}
$$

The precise result can be stated as follows.
Theorem 5.2.11 ([89], Theorem 5.1). Let $w(t)$ be a decreasing function on $[0, \infty)$ such that $0 \leqslant$ $w(t) \leqslant 1, \lim _{t \rightarrow \infty} w(t)=0, H_{0}$ and $V$ be a matrix-valued potential.

If
i) $V(x)=w(|x|) W(x)$ where $W$ is a small perturbation of $H_{0}$, or
ii) $V(x)=V_{1}(x)+V_{2}(x)$ where $V_{1}$ is dominated by the Coulomb potential with coupling constant $\nu<1$ and $V_{2}=w(|x|) W_{2}(x)$ where $W_{2}$ is non-singular,
then
i) there exists a unique operator $H_{N}$ such that

$$
\begin{equation*}
\mathcal{D}\left(H_{N}\right) \subset \mathcal{D}\left(\left|\bar{H}_{0}\right|^{\frac{1}{2}}\right) \tag{5.2.23}
\end{equation*}
$$

ii) $\sigma_{e s s}(H) \subset \sigma_{e s s}\left(H_{0}\right)$.

The proof relies on a variant of Lax-Milgram lemma and has the inconvenience not to be constructive.

In 1979 Klaus and Wüst [72] showed that in the case of semi-bounded potential Wüst's and Nenciu's distinguished extensions actually coincide. This is an interesting fact both from a physical and from a mathematical point of view. Physically this coincidence means that the distinguished self-adjoint extension has the property of being the only one whose functions in the domain have finite potential and kinetic energy. From a mathematical point of view this overcomes the fact that Nenciu's method was not constructive and provides instead an explicit expression for its self-adjoint extension in terms of $g$-limit of $H_{t}$.

The identification of a certain distinguished extension was pushed further by Esteban and Loss [41] up to the value $\nu=1$. In that paper they proposed to define the distinguished self-adjoint extension via Hardy-Dirac inequalities. By a limit argument this procedure can define a sort of distinguished self-adjoint extension also when $\nu=1$ but, in that case, the domain of this self-adjoint extension will be neither contained in the domain of the kinetic energy form nor in the domain of the potential energy form. In a subsequent work, Arrizabalaga [10] weakened further the hypothesis on the construction of the self-adjoint extension of Esteban and Loss.

### 5.3 Self-adjoint realisations and classification

The original Kreŭn-Višik-Birman scheme for the determination and classification of the self-adjoint extensions of a given densely defined and symmetric operator on Hilbert space was developed for semi-bounded operators: for this case one can non-restrictively assume that the bottom of the operator $S$ to extend is strictly positive and hence a canonical extension exists, the Friedrichs extension $S_{F}$, with the same bottom and hence with everywhere defined bounded inverse $S_{F}^{-1}$.

In fact, to a large extent, the role of $S_{F}$ in the theory can be played as well by any other 'distinguished' self-adjoint extension $S_{D}$ of $S$ which is itself invertible with everywhere defined and bounded inverse $S_{D}^{-1}$, and this makes many results of the theory applicable also to a (densely defined and symmetric) non-semi-bounded $S$, provided that $S$ admits such an extension $S_{D}$. In this spirit, Grubb's 'universal classification' scheme was later developed [58] (a modern survey of which may be
found in [60, Chapter 13]), which only makes reference to the existence of an invertible extension and, in the case of symmetric operators, it reproduces many features of the Kreĭn-Višik-Birman scheme.

When applying Theorem 2.2 .1 to the extension problem for the operator $h_{m_{j}, \kappa_{j}}$ defined in (5.1.21) on the Hilbert space $\mathcal{H}_{m_{j}, \kappa_{j}}$ defined in (5.1.18), it is natural that the reference extension is the distinguished extension of Theorem 5.1.1(ii).

Acting on the Hilbert space $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$ with scalar product

$$
\begin{align*}
\langle\psi, \phi\rangle_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}= & \int_{0}^{+\infty}\langle\psi(r), \phi(r)\rangle_{\mathbb{C}^{2}} \mathrm{~d} r=\sum_{\alpha= \pm} \int_{0}^{+\infty} \overline{\psi^{\alpha}(r)} \phi^{\alpha}(r) \mathrm{d} r  \tag{5.3.1}\\
& \psi \equiv\binom{\psi^{+}}{\psi^{-}}, \phi \equiv\binom{\phi^{+}}{\phi^{-}} \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right),
\end{align*}
$$

we consider the operator

$$
\begin{align*}
S & :=\left(\begin{array}{ll}
1+\frac{\nu}{r} & -\frac{\mathrm{d}}{\mathrm{~d} r}+\frac{1}{r} \\
\frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{1}{r} & -1+\frac{\nu}{r}
\end{array}\right),  \tag{5.3.2}\\
\mathcal{D}(S) & :=C_{0}^{\infty}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)
\end{align*}
$$

$S$ is non-semi-bounded, densely defined, and symmetric, and following from Proposition 5.1.2 it has deficiency indices $(1,1)$. For convenience, let us also denote by $\widetilde{S}$ the differential operator defined by

$$
\widetilde{S}\binom{f^{+}}{f^{-}}:=\left(\begin{array}{cc}
1+\frac{\nu}{r} & -\frac{\mathrm{d}}{\mathrm{~d} r}+\frac{1}{r}  \tag{5.3.3}\\
\frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{1}{r} & -1+\frac{\nu}{r}
\end{array}\right)\binom{f^{+}}{f^{-}}
$$

Since $\widetilde{S}$ has real smooth coefficients, and is formally self-adjoint, it is a standard fact (Lemma 1.2.3) that the operator closure $\bar{S}$ and the adjoint $S^{*}$ of $S$ are nothing but, respectively, the minimal and the maximal realisation of $\widetilde{S}$, that is, they both act as $\widetilde{S}$ respectively on

$$
\begin{align*}
\mathcal{D}(\bar{S}) & =\overline{C_{0}^{\infty}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}\|\cdot\|_{S}  \tag{5.3.4}\\
\mathcal{D}\left(S^{*}\right) & =\left\{\psi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right) \mid \widetilde{S} \psi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)\right\}
\end{align*}
$$

where $\|\cdot\|_{S}$ is the graph norm associated with $S$. One has $\bar{S} \subset S^{*}$, and by self-adjoint realisation of $S$ we shall mean any operator $R=R^{*}$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ such that $\bar{S} \subset R \subset S^{*}$.

In order to identify the self-adjoint realisations of $S$ using the Kreĭn-Višik-Birman scheme of Theorem 2.2.1, we shall collect the intermediate results of Propositions 5.3.1, 5.3.2, and 5.3.3 below, whose proof is deferred to the following Subsections.

For convenience, let us introduce the parameter

$$
\begin{equation*}
B:=\sqrt{1-\nu^{2}} . \tag{5.3.5}
\end{equation*}
$$

It will be important to remember throughout our analysis that $B \in\left(0, \frac{1}{2}\right)$.
First one needs a characterisation of $\operatorname{ker} S^{*}$.
Proposition 5.3.1. For every $|\nu| \in\left(\frac{\sqrt{3}}{2}, 1\right)$ the operator $S^{*}$ has a one dimensional kernel, spanned by the function

$$
\begin{equation*}
\Phi=\binom{\Phi^{+}}{\Phi^{-}} \tag{5.3.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\Phi^{ \pm}(r):=e^{-r} r^{-B}\left(\frac{ \pm(1+\nu)+B}{1+\nu} U_{-B, 1-2 B}(2 r)-\frac{2 r B}{1+\nu} U_{1-B, 2-2 B}(2 r)\right), \tag{5.3.7}
\end{equation*}
$$

where $U_{a, b}(r)$ is the Tricomi function [1, Sec. 13.1.3]. $\Phi$ is analytic on $(0,+\infty)$ with asymptotics

$$
\begin{align*}
& \Phi(r)=r^{-B} \frac{\Gamma(2 B)}{\Gamma(B)}\binom{\frac{1+\nu+B}{1+\nu}}{-\frac{1+\nu-B}{1+\nu}}+\binom{q^{+}}{q^{-}} r^{B}+O\left(r^{1-B}\right) \quad \text { as } r \downarrow 0  \tag{5.3.8}\\
& \Phi(r)=2^{B}\binom{1}{-1} r^{-B} e^{-r}\left(1+O\left(r^{-1}\right)\right) \quad \text { as } r \rightarrow+\infty
\end{align*}
$$

where $q^{ \pm}$are both non-zero and explicitly given by (5.3.43) below.
Next, one needs to identify a reference extension $S_{D}$ of $S$ which be self-adjoint and with everywhere defined inverse, and to characterise the action of $S_{D}$ on $\operatorname{ker} S^{*}$.

## Proposition 5.3.2.

(i) There exists a self-adjoint realisation $S_{D}$ of $S$ with the property that

$$
\begin{equation*}
\mathcal{D}\left(S_{D}\right) \subset H^{1 / 2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right) \quad \text { or } \quad \mathcal{D}\left(S_{D}\right) \subset \mathcal{D}\left[r^{-1}\right] \tag{5.3.9}
\end{equation*}
$$

where the latter is the form domain of the multiplication operator by $r^{-1}$ on each component of $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ (the space of 'finite potential energy'). $S_{D}$ is the only self-adjoint realisation of $S$ satisfying (5.3.9).
(ii) $S_{D}$ is invertible on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ with everywhere defined and bounded inverse. The explicit integral kernel of $S_{D}$ is given by (5.3.53).
(iii) In terms of the spaces $\mathcal{D}(\bar{S})$ and $\operatorname{ker} S^{*}$ one has

$$
\begin{equation*}
\mathcal{D}\left(S_{D}\right)=\mathcal{D}(\bar{S})+S_{D}^{-1} \operatorname{ker} S^{*} \tag{5.3.10}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\mathcal{D}\left(S^{*}\right) & =\mathcal{D}\left(S_{D}\right) \dot{+} \operatorname{ker} S^{*} \\
& =\mathcal{D}(\bar{S}) \dot{+} S_{D}^{-1} \operatorname{ker} S^{*}+\operatorname{ker} S^{*} \tag{5.3.11}
\end{align*}
$$

(iv) For the vector $S_{D}^{-1} \Phi$, where $\Phi \in \operatorname{ker} S^{*}$ is given by (5.3.6)-(5.3.7), one has the following pointwise asymptotics:

$$
\begin{equation*}
S_{D}^{-1} \Phi(r) \sim\binom{p^{+}}{p^{-}} r^{B}+o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0 \tag{5.3.12}
\end{equation*}
$$

where $p^{ \pm}$are both non-zero and explicitly given in (5.3.60) below. ${ }^{2}$
Last, an amount of information is needed on the domain of the operator closure $\bar{S}$ of $S$. This is the subject of Subsection 5.3 .4 where we will present a complete characterisation of $\mathcal{D}(\bar{S})$, from which we will be able to deduce the following properties, relevant for our main results.

Proposition 5.3.3. For $\nu \in\left(\frac{\sqrt{3}}{2}, 1\right), \mathcal{D}(\bar{S})=H_{0}^{1}\left(\mathbb{R}^{+}\right)$and, in particular, if $f \in \mathcal{D}(\bar{S})$,

$$
\begin{equation*}
f(r)=o\left(r^{1 / 2}\right) \quad \text { as } \quad r \downarrow 0 \tag{5.3.13}
\end{equation*}
$$

With Propositions 5.3.1, 5.3.2, and 5.3.3 at hand, we can now formulate a general classification as follows.

[^6]Theorem 5.3.4 (Classification of the self-adjoint realisations for the Dirac-Coulomb Hamiltonian - structural version).

The self-adjoint extensions of the operator $S$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$ defined in (5.3.2) constitute a oneparameter family $\left(S_{\beta}\right)_{\beta \in \mathbb{R} \cup\{\infty\}}$ of restrictions of the adjoint operator $S^{*}$ determined in (5.3.4), each of which is given by

$$
\begin{align*}
S_{\beta} & :=S^{*} \mid \mathcal{D}\left(S_{\beta}\right) \\
\mathcal{D}\left(S_{\beta}\right) & :=\left\{g=f+c\left(\beta S_{D}^{-1} \Phi+\Phi\right) \left\lvert\, \begin{array}{c}
f \in \mathcal{D}(\bar{S}) \\
c \in \mathbb{C}
\end{array}\right.\right\} . \tag{5.3.14}
\end{align*}
$$

Here $S_{D}$ is the distinguished self-adjoint extension of $S$ identified in Proposition 5.3.2 and $\Phi$ is the spanning element of $\operatorname{ker} S^{*}$ identified in Proposition 5.3.1. In this parametrisation the distinguished extension $S_{D}$ corresponds to $\beta=\infty$. For each $g \in \mathcal{D}\left(S_{\beta}\right)$ the function $f \in \mathcal{D}(\bar{S})$ and the constant $c \in \mathbb{C}$ are uniquely determined.

Mirror to the parametrisation formula (5.3.14), we can re-express the above result in terms of boundary conditions at the centre of the Coulomb singularity.

Theorem 5.3.5 (Classification of the self-adjoint realisations for the Dirac-Coulomb Hamiltonian - boundary condition version).
(i) Any function $g=\binom{g^{+}}{g^{-}} \in \mathcal{D}\left(S^{*}\right)$ satisfies the short-distance asymptotics

$$
\begin{align*}
\lim _{r \downarrow 0} r^{B} g(r) & =g_{0} \\
\lim _{r \downarrow 0} r^{-B}\left(g(r)-g_{0} r^{-B}\right) & =g_{1} \tag{5.3.15}
\end{align*}
$$

for some $g_{0}, g_{1} \in \mathbb{C}^{2}$. In particular,

$$
\begin{equation*}
g(r)=g_{0} r^{-B}+g_{1} r^{B}+o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0 \tag{5.3.16}
\end{equation*}
$$

(ii) The self-adjoint extensions of the operator $S$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ defined in (5.3.2) constitute $a$ one-parameter family $\left(S_{\beta}\right)_{\beta \in \mathbb{R} \cup\{\infty\}}$ of restrictions of the adjoint operator $S^{*}$, each of which is given by

$$
\begin{align*}
S_{\beta} & :=S^{*} \upharpoonright \mathcal{D}\left(S_{\beta}\right) \\
\mathcal{D}\left(S_{\beta}\right) & :=\left\{g \in \mathcal{D}\left(S^{*}\right) \left\lvert\, \frac{g_{1}^{+}}{g_{0}^{+}}=c_{\nu} \beta+d_{\nu}\right.\right\} \tag{5.3.17}
\end{align*}
$$

where

$$
\begin{align*}
& c_{\nu}=p^{+}\left(\frac{\Gamma(2 B)}{\Gamma(B)} \frac{1+\nu+B}{1+\nu}\right)^{-1}  \tag{5.3.18}\\
& d_{\nu}=q^{+}\left(\frac{\Gamma(2 B)}{\Gamma(B)} \frac{1+\nu+B}{1+\nu}\right)^{-1}
\end{align*}
$$

and $p^{+}$and $q^{+}$are given, respectively, by (5.3.60) and (5.3.43). This is precisely the same parametrisation of the extension as in Theorem 5.3.4.

The proofs of Theorems 5.3.4 and 5.3.5 are an application of the general Kreĭn-Višik-Birman Theorem 2.2.1, through the intermediate results of Propositions 5.3.1, 5.3.2, and 5.3.3, as we shall show in a moment. Owing to further corollaries of Theorem 2.2.1, which we work out in detail in Section 5.3.5 (Theorem 5.3.17 therein), we can supplement the above extension picture with
an additional amount of information concerning the invertibility, the resolvent, and the spectral gap of each realisation $S_{\beta}$. This too is an example of relevant and non-trivial features of the selfadjoint extensions that can be established in a relatively cheap and elementary manner, unlike the counterpart way based on von Neumann's extension theory.

Theorem 5.3.6 (Invertibility, resolvent, and estimate on the spectral gap).
The elements of the family $\left(S_{\beta}\right)_{\beta \in \mathbb{R} \cup\{\infty\}}$ of the self-adjoint extensions of the operator $S$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$ defined in (5.3.2), labelled according to the parametrisation of Theorem 5.3.4, have the following properties.
(i) $S_{\beta}$ is invertible on the whole $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ if and only if $\beta \neq 0$.
(ii) For each invertible extension $S_{\beta}$,

$$
\begin{equation*}
S_{\beta}^{-1}=S_{D}^{-1}+\frac{1}{\beta\|\Phi\|^{2}}|\Phi\rangle\langle\Phi| \tag{5.3.19}
\end{equation*}
$$

(iii) For each invertible extension $S_{\beta}$,

$$
\begin{equation*}
\sigma_{\mathrm{ess}}\left(S_{\beta}\right)=\sigma_{\mathrm{ess}}\left(S_{D}\right)=(-\infty,-1] \cup[1,+\infty) \tag{5.3.20}
\end{equation*}
$$

and the gap in the spectrum $\sigma\left(S_{\beta}\right)$ around $E=0$ is at least the interval $(-E(\beta), E(\beta))$, where

$$
\begin{equation*}
E(\beta):=\frac{|\beta|}{|\beta|| | S_{D}^{-1} \|+1} \tag{5.3.21}
\end{equation*}
$$

We conclude this Section with the proof of Theorems 5.3.4 and 5.3.5, and we defer the proof of the technical intermediate results and of Theorem 5.3.6 to the following Sections.

Proof of Theorem 5.3.4. One extension is surely the distinguished extension $S_{D}$, with domain $\mathcal{D}\left(S_{D}\right)=$ $\mathcal{D}(\bar{S})+S_{D}^{-1} \operatorname{ker} S^{*}$ (Proposition 5.3.2(iii)), which is of the form (5.3.14) for $\beta=\infty$ : indeed, with respect to the general formula (2.2.1), this is the extension that corresponds to an operator $T$ defined on $\{0\} \subset \operatorname{ker} S^{*}$. Since $\operatorname{dim} \operatorname{ker} S^{*}=1$ (Proposition 5.3.1), for all other extensions of $S$ the parametrising operator $T$, in the sense of the general formula (2.2.1), must be self-adjoint on the whole one-dimensional $\operatorname{span}\{\Phi\}$, and therefore is the multiplication operator by a scalar $\beta$. Then (2.2.1) takes the form (5.3.14). The uniqueness of the decomposition of $g \in \mathcal{D}\left(S_{\beta}\right)$ into $g \in \mathcal{D}\left(S_{\beta}\right)$ is a direct consequence of the direct sum decomposition (5.3.11) of Proposition 5.3.2(iii).

Proof of Theorem 5.3.5.
(i) It was determined in Propositions 5.3.1, 5.3.2, and 5.3.3 that a generic $g \in \mathcal{D}\left(S^{*}\right)$ decomposes with respect to (5.3.11) as

$$
\begin{equation*}
\binom{g^{+}}{g^{-}}=\binom{f^{+}}{f^{-}}+a S_{D}^{-1}\binom{\Phi^{+}}{\Phi^{-}}+\frac{b}{\gamma}\binom{\Phi^{+}}{\Phi^{-}} \quad \gamma:=\frac{\Gamma(2 B)}{\Gamma(B)} \frac{1+\nu+B}{1+\nu} \tag{5.3.22}
\end{equation*}
$$

for some $a, b \in \mathbb{C}$, and moreover, as $r \downarrow 0$,

$$
\begin{aligned}
f(r) & =o\left(r^{1 / 2}\right) \\
\left(S_{D}^{-1} \Phi\right)(r) & =\binom{p^{+}}{p^{-}} r^{B}+o\left(r^{1 / 2}\right) \\
r^{B} \Phi(r) & =\binom{1}{-\frac{1+\nu-B}{1+\nu+B}} \gamma+\binom{q^{+}}{q^{-}} r^{2 B}+o\left(r^{1 / 2+B}\right)
\end{aligned}
$$

(see, respectively, (5.3.13), (5.3.12), and (5.3.8) above). Therefore, the limit in the first component yields $r^{B} g^{+}(r) \xrightarrow{r \downarrow 0} b$, and also

$$
\begin{aligned}
& r^{-B}\left(g^{+}(r)-b r^{-B}\right)=r^{-B}\left(f^{+}(r)+a\left(S_{D}^{-1} \Phi\right)^{+}(r)+b \gamma^{-1} \Phi^{+}(r)-b r^{-B}\right) \\
& \quad=a p^{+}+b q^{+} \gamma^{-1}+o\left(r^{1 / 2-B}\right)
\end{aligned}
$$

that is, $r^{-B}\left(g^{+}(r)-b r^{-B}\right) \xrightarrow{r \downarrow 0} a p^{+}+b q^{+} \gamma^{-1}$. Thus, (5.3.15) and (5.3.16) follow by setting

$$
\begin{equation*}
g_{0}^{+}:=b, \quad g_{1}^{+}:=a p^{+}+b q^{+} \gamma^{-1} \tag{*}
\end{equation*}
$$

(an analogous argument holds for the lower components).
(ii) Necessary and sufficient condition for $g \in \mathcal{D}\left(S^{*}\right)$ to belong to the domain $\mathcal{D}\left(S_{\beta}\right)$ of the extension $S_{\beta}$ determined by (5.3.14) of Theorem 5.3.4 is that in the decomposition (5.3.22) above the coefficients $a$ and $b$ satisfy $a=\beta b \gamma^{-1}$. Owing to $\left(^{*}\right.$ ) and (5.3.18), the latter condition reads $g_{1}^{+} / g_{0}^{+}=c_{\nu} \beta+d_{\nu}$.

Last, it is worth highlighting a couple of important remarks.
Remark 5.3.7. The proof of Theorem 5.3 .5 shows that the decomposition of $g \in \mathcal{D}\left(S_{\beta}\right)$ determined by (5.3.14), and hence $c$ and $f$, are explicitly given by

$$
\begin{align*}
& c=\left(\frac{\Gamma(B)}{\Gamma(2 B)} \frac{1+\nu}{1+\nu+B}\right) \cdot \lim _{r \downarrow 0} r^{B} g^{+}(r)  \tag{5.3.23}\\
& f=g-c\left(\beta S_{D}^{-1} \Phi+\Phi\right)
\end{align*}
$$

Indeed, in the notation of (5.3.22) therein, $b=\gamma c$. In fact, the same argument shows that the first equation in (5.3.23) determines the component $c \Phi \in \operatorname{ker} S^{*}$ of a generic $g \in \mathcal{D}\left(S^{*}\right)$, and hence defines the (non-orthogonal) projection $\mathcal{D}\left(S^{*}\right) \rightarrow \operatorname{ker} S^{*}, g \mapsto c \Phi$ induced by the decomposition formula (5.3.11). When $\beta \neq 0$, one has equivalently

$$
\begin{equation*}
c=\beta^{-1} \int_{0}^{+\infty}\langle\Phi(r),(\widetilde{S} g)(r)\rangle_{\mathbb{C}^{2}} \mathrm{~d} r \tag{5.3.24}
\end{equation*}
$$

Indeed $\widetilde{S} g=S_{\beta} g=S^{*} g=\bar{S} f+c \beta \Phi$ and $\operatorname{ran} \bar{S} \perp \operatorname{ker} S^{*}$, whence it follows that $\langle\Phi, \widetilde{S} g\rangle_{L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{2}\right)}=c \beta$.
Remark 5.3.8. As typical when the operator which one studies the self-adjoint extensions of is a differential operator, one interprets (5.3.11) as the canonical decomposition of an element $g \in \mathcal{D}\left(S^{*}\right)$ into a 'regular' and a 'singular' part

$$
\begin{align*}
g_{\mathrm{reg}} & :=f+a S_{D}^{-1} \Phi \in \mathcal{D}\left(S_{D}\right) \\
g_{\mathrm{sing}} & :=\frac{b}{\gamma} \Phi \in \operatorname{ker} S^{*} \tag{5.3.25}
\end{align*}
$$

where $a, b \in \mathbb{C}$ and $f \in \mathcal{D}(\bar{S})$ are determined by $g$ and $\gamma=\frac{\Gamma(2 B)}{\Gamma(B)} \frac{1+\nu-B}{1+\nu}$. Indeed $\mathcal{D}\left(S_{D}\right)$ has a higher regularity then $\operatorname{ker} S^{*}$ : functions in the former space vanish at zero, as follows from (5.3.12)(5.3.13), whereas $\Phi$ diverges at zero, as seen in (5.3.8). In this language, $r^{-B} g_{\text {reg }}^{+}(r) \xrightarrow{r \downarrow 0} a p^{+}$and $r^{B} g_{\text {sing }}^{+}(r) \xrightarrow{r \downarrow 0} b$, and the self-adjointness condition (5.3.17) that selects, among the elements in $\mathcal{D}\left(S^{*}\right)$, only those in $\mathcal{D}\left(S_{\beta}\right)$ reads

$$
\begin{equation*}
\left(\frac{\gamma}{p^{+}} \lim _{r \downarrow 0} r^{-B} g_{\mathrm{reg}}^{+}(r)\right)=\left(c_{\nu} \beta+d_{\nu}\right)\left(\lim _{r \downarrow 0} r^{B} g_{\mathrm{sing}}^{+}(r)\right), \tag{5.3.26}
\end{equation*}
$$

that is, the ratio between $\gamma\left(p^{+}\right)^{-1}$ times the coefficient of the leading vanishing term of $g_{\text {reg }}^{+}$and the coefficient of the leading divergent term of $g_{\text {sing }}^{+}$is indexed by the real extension parameter $\beta$.

### 5.3.1 Deficency indices

In this section we compute the deficency indices for the Dirac-Coulomb operator. As recalled in Subsection 1.3.1, given a densely defined symmetric operator $T$ its deficency indices are

$$
\begin{equation*}
n_{ \pm}:=\operatorname{dim} \operatorname{ker}\left(T^{*} \mp i\right) \tag{5.3.27}
\end{equation*}
$$

In a sense they measure 'how far' the operator $T$ is from being self-adjoint. More precisely, by Theorem 1.3.1, a densely defined symmetric operator admits non-trivial self-adjoint extensions if and only if the deficency indices are equal and different from zero: $n_{+}=n_{-} \neq 0$. If this is true and $n_{+}<\infty$, then all the self-adjoint extensions of $T$ are parametrized by $n_{+}^{2}$ real parameters.

Theorem 5.3.9 ([119], Theorem 6.9). Let $H$ be the Dirac operator with Coulomb potential with $V(x)=\frac{\nu}{|x|} \mathbb{1}$ defined on $C_{0}^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$. Then the deficency indices are
i) $(0,0)$ if $|\nu| \leqslant \frac{\sqrt{3}}{2}$;
ii) $(2 n(n+1), 2 n(n+1))$ if $\sqrt{n^{2}-\frac{1}{4}}<|\nu| \leqslant \sqrt{(1+n)^{2}-\frac{1}{4}}$ with $n \in \mathbb{N}$.

Remark 5.3.10. The deficency indices for the Dirac operator with scalar potential are the same even if we relax the hypothesis of spherical symmetry of the potential. In fact, the statement of the theorem remains unchanged except for the fact that the inequalities become all strict. In order to compute the deficency indices for $\nu=\sqrt{n^{2}-\frac{1}{4}}$ in the general case of non spherical symmetry one needs additional information on the potential (see [124] Theorem 4.2).

Proof. Using the Hilbert space decomposition (5.1.16), the operator decomposition (5.1.20) and Lemma 3.2.11, the computation of deficiency indices is reduced to the computation of deficiency indices for the ordinary differential operator $h_{m_{j}, \kappa_{j}}$ defined in (5.1.21).

This computation is easily done with Weyl's alternative theorem (see Theorem 1.4.1): either for every $\lambda \in \mathbb{C}$ all solutions of $\left(h_{m_{j}, \kappa_{j}}-\lambda\right) u=0$ are square integrable in $(0,1)$ (resp. in $(1, \infty)$ ), or for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ there exists a unique (up to a multiplicative constant) solution $u$ of $\left(h_{m_{j}, \kappa_{j}}-\lambda\right) u=0$ which is square integrable in $(0,1)$ (resp. in $(1, \infty)$ ). Therefore, since no third option is possible, it is sufficient to check whether both the solutions of $h_{m_{j}, \kappa_{j}} u=0$ are square integrable in $(0,1)$ and $(1, \infty)$.

To check if $h_{m_{j}, \kappa_{j}}$ is in the limit-point or in the limit-circle case we consider the operator $\left(h_{m_{j}, \kappa_{j}}-\right.$ $\beta)$. The subtraction of a bounded operator does not change the computation of the deficency indices. Choosing $\lambda=0$, the equation to be solved is $\left(h_{m_{j}, \kappa_{j}}-\beta\right) u=0$. Its solutions are

$$
\begin{equation*}
u(r)=\binom{u^{+}(r)}{u^{-}(r)}=\binom{ \pm \sqrt{\kappa_{j}^{2}-\nu^{2}}-\kappa_{j}}{\nu} r^{ \pm \sqrt{\kappa_{j}^{2}-\nu^{2}}} \tag{5.3.28}
\end{equation*}
$$

From this explicit expression we see that the solution with positive exponent cannot be square integrable in $(1, \infty)$ and hence independently of the parameters $\kappa_{j}$ and $\nu$ the operator is always in the limit point case at infinity.

The solution with positive exponent is always square integrable in $(0,1)$ while the one with negative square root is square integrable near zero if and only if

$$
\begin{equation*}
-2 \sqrt{\kappa_{j}^{2}-\nu^{2}} \leqslant-1 \tag{5.3.29}
\end{equation*}
$$

which means

$$
\begin{equation*}
\nu^{2} \leqslant \kappa_{j}^{2}-\frac{1}{4} \tag{5.3.30}
\end{equation*}
$$

Then if $\nu$ satisfies (5.3.30), the operator is in the limit point case at both endpoints. By Theorem 1.4.3, if (5.3.30) holds the deficency indices of the operator are ( 0,0 ), otherwise the deficency indices of the operator are $(1,1)$.

To compute the deficency indices of the full operator we have to count how many reduced operators are not essentially self-adjoint. Explicitly,

$$
n_{ \pm}=\sum_{j \in \mathbb{N}+\frac{1}{2}} \sum_{m_{j}=-j_{\kappa_{j}}= \pm\left(j+\frac{1}{2}\right)}^{j} \sum_{l} \begin{cases}1 & \text { if } \nu^{2}>\kappa_{j}-\frac{1}{4}  \tag{5.3.31}\\ 0 & \text { else }\end{cases}
$$

Let $n$ be the integer such that $n^{2}-\frac{1}{4}<\nu^{2} \leqslant(n+1)^{2}-\frac{1}{4}$. We obtain

$$
\begin{equation*}
n_{ \pm}=\sum_{j \in \mathbb{N}+\frac{1}{2}}^{n-\frac{1}{2}} \sum_{m_{j}=-j}^{j} 2=2 n(n+1) . \tag{5.3.32}
\end{equation*}
$$

### 5.3.2 Homogeneous problem $\widetilde{S} u=0$

In this Section we identify the dimension and the basis of the subspace ker $S^{*}$, and prove Proposition 5.3.1. One has to solve the homogeneous differential equation $\widetilde{S} u=0$, where $\widetilde{S}$ is the differential operator (5.3.3) and the function $r \mapsto u(r)=\binom{u^{+}(r)}{u^{-}(r)}$ on $\mathbb{R}^{+}$is the spinorial unknown. The needed ODE technique is classical and we include it concisely for completeness. Observe, however, that for the application of von Neumann's theory of self-adjoint extension one has to solve the ODE problem $\widetilde{S} u=z u$ for non-real $z \in \mathbb{C}$, say, $z= \pm \mathrm{i}$, which requires a somewhat more extended discussion - see, e.g., [114, Section 3] or [64, Sections 4-6].

Upon transforming the unknown $u$ into $\varphi$, where

$$
\varphi(r):=\frac{1}{2}(\mathbf{A} u)\left(\frac{r}{2}\right) e^{r / 2}, \quad \mathbf{A}:=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{5.3.33}\\
1 & -1
\end{array}\right),
$$

the differential system $\widetilde{S} u=0$ takes the form

$$
\left\{\begin{array}{l}
\left(\varphi^{+}\right)^{\prime}=\varphi^{+}-\frac{1-\nu}{r} \varphi^{-}  \tag{5.3.34}\\
\left(\varphi^{-}\right)^{\prime}=-\frac{1+\nu}{r} \varphi^{+} .
\end{array}\right.
$$

Therefore, $\varphi^{-}$is a solution to

$$
\begin{equation*}
r\left(\varphi^{-}\right)^{\prime \prime}+(1-r)\left(\varphi^{-}\right)^{\prime}-\frac{\nu^{2}-1}{r} \varphi^{-}=0, \tag{5.3.35}
\end{equation*}
$$

equivalently,

$$
\begin{equation*}
\xi(r):=r^{B} \varphi^{-}(r) \tag{5.3.36}
\end{equation*}
$$

is a solution to

$$
\begin{equation*}
r \xi^{\prime \prime}+(1-2 B-r) \xi^{\prime}+B \xi=0 \tag{5.3.37}
\end{equation*}
$$

The second order ODE (5.3.37) is the confluent hypergeometric equation [1, (13.1.1) and (13.1.11)], two linearly independent solutions of which are the confluent hypergeometric functions of first and second kind, that is, respectively, the Kummer function $M_{a, b}(r)[1,(13.1 .2)]$ and the Tricomi function $U_{a, b}(r)[1,(13.1 .3)]$, with $a=-B$ and $b=1-2 B$.

The solutions $\xi_{0}(r):=M_{-B, 1-2 B}(r)$ and $\xi_{\infty}(r):=U_{-B, 1-2 B}(r)$ to (5.3.37) determine, via (5.3.36) and the second of (5.3.34), two linearly independent solutions $\varphi_{0}=\binom{\varphi_{0}^{+}}{\varphi_{0}^{-}}$and $\varphi_{\infty}=\binom{\varphi_{\infty}^{+}}{\varphi_{\infty}^{-}}$ to (5.3.34). Using the properties

$$
M_{a, b}^{\prime}(r)=\frac{a}{b} M_{a+1, b+1}(r), \quad U_{a, b}^{\prime}(r)=-a U_{a+1, b+1}(r)
$$

( $\left[1,(13.4 .8)\right.$ and (13.4.21)]), and the inverse transformation of $(5.3 .33)$, that is, $u(r)=2 e^{-r / 2}\left(\mathbf{A}^{-1} \varphi\right)(2 r)$, where $\mathbf{A}^{-1}=\mathbf{A}$, yields the following two linearly independent solutions to the original problem $\widetilde{S} u=0$ :

$$
\begin{align*}
u_{0}(r) & :=\frac{1}{e^{r} r^{B}}\binom{\frac{1+\nu+B}{1+\nu} M_{-B, 1-2 B}(2 r)+\frac{2 r B}{(1+\nu)(1-2 B)} M_{1-B, 2-2 B}(2 r)}{-\frac{1+\nu-B}{1+\nu} M_{-B, 1-2 B}(2 r)+\frac{2 r B}{(1+\nu)(1-2 B)} M_{1-B, 2-2 B}(2 r)}  \tag{5.3.38}\\
u_{\infty}(r) & :=\frac{1}{e^{r} r^{B}}\binom{\frac{1+\nu+B}{1+\nu} U_{-B, 1-2 B}(2 r)-\frac{2 r B}{1+\nu} U_{1-B, 2-2 B}(2 r)}{-\frac{1+\nu-B}{1+\nu} U_{-B, 1-2 B}(2 r)-\frac{2 r B}{1+\nu} U_{1-B, 2-2 B}(2 r)}
\end{align*}
$$

(in fact, an irrelevant common pre-factor $2^{-B}$ has been neglected). Both $u_{0}$ and $u_{\infty}$ are real-valued and smooth on $\mathbb{R}^{+}$.

Because of the asymptotics $[1,(13.1 .2),(13.5 .1)$, and (13.5.5)]

$$
\begin{align*}
& M_{a, b}(r)=\frac{e^{r} r^{a-b}}{\Gamma(a)}\left(1+O\left(r^{-1}\right)\right) \quad \text { as } r \rightarrow+\infty  \tag{5.3.39}\\
& M_{a, b}(r)=1+O(r) \quad \text { as } r \downarrow 0 \quad \text { and }-b \notin \mathbb{N}
\end{align*}
$$

and $[1,(13.1 .2),(13.1 .3),(13.5 .2),(13.5 .8)$, and (13.5.10)]

$$
\begin{array}{ll}
U_{a, b}(r)=r^{-a}\left(1+O\left(r^{-1}\right)\right) & \text { as } r \rightarrow+\infty \\
U_{a, b}(r)=\frac{\Gamma(1-b)}{\Gamma(1+a-b)}+\frac{\Gamma(b-1)}{\Gamma(a)} r^{1-b}+O(r) & \begin{array}{l}
\text { as } r \downarrow 0 \\
\text { and } b \in(0,1)
\end{array}  \tag{5.3.40}\\
U_{a, b}(r)=\frac{\Gamma(b-1)}{\Gamma(a)} r^{-(b-1)}+O(1) & \begin{array}{l}
\text { as } r \downarrow 0
\end{array} \\
\text { and } b \in(1,2)
\end{array}
$$

one deduces that both $u_{0}$ and $u_{\infty}$ are square-integrable around $r=0$, whereas only $u_{\infty}$ is squareintegrable at infinity, and moreover

$$
\begin{array}{ll}
u_{0}(r)=\binom{\frac{1+\nu+B}{1+\nu}}{-\frac{1+\nu-B}{1+\nu}} r^{-B}+O\left(r^{1-B}\right) & \text { as } r \downarrow 0  \tag{5.3.41}\\
u_{0}(r)=-\frac{2^{B}(1-2 B)}{\Gamma(-B)(1+\nu)}\binom{1}{1} r^{B} e^{r}\left(1+O\left(r^{-1}\right)\right) & \text { as } r \rightarrow+\infty
\end{array}
$$

and

$$
\begin{align*}
& u_{\infty}(r)=\frac{\Gamma(2 B)}{\Gamma(B)}\binom{\frac{1+\nu-B}{1+\nu}}{-\frac{1+\nu+B}{1+\nu}} r^{-B}+\binom{q^{+}}{q^{-}} r^{B}+O\left(r^{1-B}\right) \quad \text { as } r \downarrow 0 \\
& u_{\infty}(r)=2^{B}\binom{1}{-1} r^{-B} e^{-r}\left(1+O\left(r^{-1}\right)\right) \quad \text { as } r \rightarrow+\infty, \tag{5.3.42}
\end{align*}
$$

where

$$
\begin{equation*}
q^{ \pm}:=\frac{4^{B}(-B \pm(1+\nu)) \Gamma(-2 B)}{(1+\nu) \Gamma(-B)} . \tag{5.3.43}
\end{equation*}
$$

Observe that $q^{ \pm} \neq 0$.
Therefore, there is only a one-dimensional space of solutions to $\widetilde{S} u=0$ which are square integrable, and hence, owing to (5.3.4), ker $S^{*}$ is one-dimensional. For convenience, let us choose as the spanning vector the function $\Phi:=u_{\infty}$. Then (5.3.42) implies (5.3.8) and Proposition 5.3 .1 is proved.

### 5.3.3 Distinguished extension $S_{D}$

In this Section we qualify the distinguished extension $S_{D}$ of the operator $S$, and prove Proposition 5.3.2.

When comparing the approach based on von Neumann's theory, as developed, e.g., in [64], with the present one based on the Kreĭn-Višik-Birman theory, to solve the homogeneous problem $S^{*} u=0$ (in the KVB strategy) or to solve the deficiency space problem $S^{*} u= \pm \mathrm{i} u$ (in the von Neumann strategy) are two essentially analogous versions of the same step, from the ODE viewpoint. In contrast, the qualification of $S_{D}$ (in view of Theorem 2.2 .1 , strictly speaking one only needs to qualify the action of $S_{D}^{-1}$ on $\operatorname{ker} S^{*}$ ) is a specific step of the KVB strategy, and it boils down to solving the ODE problem $\widetilde{S} f=g$ for given $g$. Along this line, we adapt to our case the analysis done in [20] for homogeneous Schrödinger operators on half-line.

In order to set up the problem conveniently, let us first replace the pair ( $u_{0}, u_{\infty}$ ) of linearly independent solutions (5.3.38) to $\widetilde{S} u=0$ to the new pair $\left(v_{0}, v_{\infty}\right)$ given by

$$
\begin{align*}
v_{0} & :=u_{\infty}-\frac{\Gamma(2 B)}{\Gamma(B)} u_{0}  \tag{5.3.44}\\
v_{\infty} & :=u_{\infty}
\end{align*}
$$

This preserves the linear independence of $v_{0}$ and $v_{\infty}$ with the virtue of having two solutions with different power-law in the asymptotics as $r \downarrow 0$ : from (5.3.44) and (5.3.41)-(5.3.42) we find

$$
\begin{align*}
v_{0}(r) & =\binom{q^{+}}{q^{-}} r^{B}+O\left(r^{1-B}\right) \\
v_{\infty}(r) & =\frac{\Gamma(2 B)}{\Gamma(B)}\binom{\frac{1+\nu+B}{1+\nu}}{-\frac{1+\nu-B}{1+\nu}} r^{-B}+O\left(r^{B}\right) \tag{5.3.45}
\end{align*}
$$

where $q^{ \pm}$is given by (5.3.43). At large distances, $v_{0}$ and $v_{\infty}$ have exponential asymptotics as $u_{0}$ and $u_{\infty}$, namely

$$
\begin{align*}
& v_{0}(r)=-\frac{1}{2} \frac{2^{B} B}{(1+\nu) \cos (B \pi)}\binom{1}{1} r^{B} e^{r}\left(1+O\left(r^{-1}\right)\right) \\
& v_{\infty}(r)=2^{B}\binom{1}{-1} r^{-B} e^{-r}\left(1+O\left(r^{-1}\right)\right)
\end{align*}
$$

We then proceed with standard ODE arguments. With respect to the fundamental system $\left(v_{0}, v_{\infty}\right)$, the general solution to the inhomogeneous problem $\widetilde{S} f=g$ has the form

$$
\begin{equation*}
f=A_{0} v_{0}+A_{\infty} v_{\infty}+f_{\mathrm{part}} \tag{5.3.47}
\end{equation*}
$$

where $A_{0}$ and $A_{\infty}$ run over $\mathbb{C}$ and $f_{\text {part }}$ is a particular solution, namely, $\widetilde{S} f_{\text {part }}=g$. Let us determine it through the variation of constants [116, Section 2.4].

First we re-write $\widetilde{S} f=g$ in normal form as

$$
\begin{equation*}
y^{\prime}+\mathbf{V}(r) y=g, \quad y:=\mathbf{E} f \tag{5.3.48}
\end{equation*}
$$

where

$$
\mathbf{V}(r):=\frac{1}{r}\left(\begin{array}{ll}
-1 & \nu  \tag{5.3.49}\\
-\nu & 1
\end{array}\right)+\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \mathbf{E}:=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

We also introduce the Wronskian

$$
\mathbb{R}^{+} \ni r \mapsto W_{r}\left(v_{0}, v_{\infty}\right):=\operatorname{det}\left(\begin{array}{cc}
v_{0}^{+}(r) & v_{\infty}^{+}(r)  \tag{5.3.50}\\
v_{0}^{-}(r) & v_{\infty}^{-}(r)
\end{array}\right) .
$$

This is precisely the Wronskian $W_{r}\left(\mathbf{E} v_{0}, \mathbf{E} v_{\infty}\right)$ of two fundamental solutions of the problem written in normal form, because $\operatorname{det} \mathbf{E}=1$ and hence $W_{r}\left(\mathbf{E} v_{0}, \mathbf{E} v_{\infty}\right)=W_{r}\left(v_{0}, v_{\infty}\right)$. Moreover, since $\mathbf{V}(r)$ is
traceless for any $r \in \mathbb{R}^{+}$, Liouville's theorem implies that $W_{r}\left(-\mathbf{E} v_{0},-\mathbf{E} v_{\infty}\right)$ is constant, and so is also $W_{r}\left(v_{0}, v_{\infty}\right)$. Therefore,

$$
\begin{equation*}
W_{r}\left(v_{0}, v_{\infty}\right)=\lim _{r \downarrow 0} W_{r}\left(v_{0}, v_{\infty}\right)=\frac{4^{B} B}{(1+\nu) \cos (B \pi)}=: W_{0}^{\infty} \tag{5.3.51}
\end{equation*}
$$

The limit in (5.3.51) above follows straightforwardly from the asymptotics (5.3.45) and from the expression (5.3.43) for $q^{ \pm}$. Clearly, $W_{0}^{\infty} \neq 0$. Then a standard application of the method of variation of constants for the differential problem (5.1.21) and the further transformation $f=\mathbf{E} y$ yields eventually

$$
\begin{equation*}
f_{\mathrm{part}}(r)=\int_{0}^{+\infty} G(r, \rho) g(\rho) \mathrm{d} \rho \tag{5.3.52}
\end{equation*}
$$

where

$$
G(r, \rho):= \begin{cases}\frac{1}{W_{0}^{\infty}}\left(\begin{array}{ll}
v_{\infty}^{+}(r) v_{0}^{+}(\rho) & v_{\infty}^{+}(r) v_{0}^{-}(\rho) \\
v_{\infty}^{-}(r) v_{0}^{+}(\rho) & v_{\infty}^{-}(r) v_{0}^{-}(\rho)
\end{array}\right) & \text { if } 0<\rho<r  \tag{5.3.53}\\
\frac{1}{W_{0}^{\infty}}\left(\begin{array}{ll}
v_{0}^{+}(r) v_{\infty}^{+}(\rho) & v_{0}^{+}(r) v_{\infty}^{-}(\rho) \\
v_{0}^{-}(r) v_{\infty}^{+}(\rho) & v_{0}^{-}(r) v_{\infty}^{-}(\rho)
\end{array}\right) & \text { if } 0<r<\rho .\end{cases}
$$

Next, we observe the following.
Lemma 5.3.11. The integral operator $R_{G}$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}, \mathrm{d} r\right)$ with kernel $G(r, \rho)$ given by (5.3.53) is bounded and self-adjoint.
Proof. For each $r, \rho \in \mathbb{R}^{+}, G(r, \rho)$ is the sum of the four terms

$$
\begin{align*}
G^{++}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
G^{+-}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(0,1)}(\rho)  \tag{5.3.54}\\
G^{-+}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
G^{--}(r, \rho) & :=G(r, \rho) \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(0,1)}(\rho)
\end{align*}
$$

where $\mathbf{1}_{J}$ denotes the characteristic function of the interval $J \subset \mathbb{R}^{+}$, and correspondingly $R_{G}$ splits into the sum of four integral operators with kernel given by (5.3.54).

Now, for each entry of $G^{L M}(r, \rho)$, with $L, M \in\{+,-\}$, a point-wise estimate in $(r, \rho)$ can be derived from the short and large distance asymptotics for $v_{0}$ and $v_{\infty}$. For example, the entry $G_{11}^{++}(r, \rho)$ in the first row and first column of $G^{++}(r, \rho)$ is controlled as

$$
\begin{aligned}
\left|v_{\infty}^{+}(r) v_{0}^{+}(\rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho)\right| \lesssim e^{-r} e^{\rho} & \text { if } 0<\rho<r \\
\left|v_{0}^{+}(r) v_{\infty}^{+}(\rho) \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho)\right| \lesssim e^{r} e^{-\rho} & \text { if } 0<r<\rho
\end{aligned}
$$

because $v_{0}$ diverges exponentially and $v_{\infty}$ vanishes exponentially as $r \rightarrow+\infty,(5.3 .46)$; thus,

$$
\left|G_{11}^{++}(r, \rho)\right| \lesssim e^{-|r-\rho|}
$$

In fact, the asymptotics for $v_{0}$ and $v_{\infty}$ are the same for both components, so we can also conclude that

$$
\left\|G^{++}(r, \rho)\right\|_{M_{2}(\mathbb{C})} \lesssim e^{-|r-\rho|}
$$

where $\|\cdot\|_{M_{2}(\mathbb{C})}$ denotes the matrix norm. The estimate of the other kernels is perfectly analogous, and we find

$$
\begin{align*}
\left\|G^{++}(r, \rho)\right\|_{M_{2}(\mathbb{C})} & \lesssim(r \rho)^{B} e^{-|r-\rho|} \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
\left\|G^{+-}(r, \rho)\right\|_{M_{2}(\mathbb{C})} & \lesssim r^{B} e^{-\rho} \mathbf{1}_{(1,+\infty)}(r) \mathbf{1}_{(0,1)}(\rho)  \tag{5.3.55}\\
\left\|G^{-+}(r, \rho)\right\|_{M_{2}(\mathbb{C})} & \lesssim e^{-r} \rho^{B} \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(1,+\infty)}(\rho) \\
\left\|G^{--}(r, \rho)\right\|_{M_{2}(\mathbb{C})} & \lesssim\left(r^{B} \rho^{-B}+r^{-B} \rho^{B}\right) \mathbf{1}_{(0,1)}(r) \mathbf{1}_{(0,1)}(\rho)
\end{align*}
$$

The last three estimates in (5.3.55) show at once that the kernels $G^{+-}(r, \rho), G^{-+}(r, \rho)$, and $G^{--}(r, \rho)$ are in $L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}^{+}, M_{2}(\mathbb{C}), \mathrm{d} r \mathrm{~d} \rho\right)$ and therefore the corresponding integral operators are Hilbert-Schmidt operators, hence bounded, on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$. The first estimate in (5.3.55) allows to conclude, by an obvious Schur test, that also the integral operator with kernel $G^{++}(r, \rho)$ is bounded on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$. This proves the overall boundedness of $R_{G}$.

The self-adjointness of $R_{G}$ is clear from (5.3.53): the adjoint $R_{G}^{*}$ of $R_{G}$ has kernel $\overline{G(\rho, r)^{T}}$, but $G$ is real-valued and $G(\rho, r)=G(r, \rho)$, thus proving that $R_{G}^{*}=R_{G}$.

The integral operator $R_{G}$ has a relevant mapping property that is more directly read out from the following alternative representation. If $f_{\text {part }}=R_{G} g$, then

$$
\begin{equation*}
f_{\text {part }}(r)=\Theta_{\infty}^{(g)}(r) v_{0}(r)+\Theta_{0}^{(g)}(r) v_{\infty}(r) \tag{5.3.56}
\end{equation*}
$$

where

$$
\begin{align*}
\Theta_{0}^{(g)}(r) & :=\frac{1}{W_{0}^{\infty}} \int_{0}^{r}\left\langle\overline{v_{0}(\rho)}, g(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
\Theta_{\infty}^{(g)}(r) & :=\frac{1}{W_{0}^{\infty}} \int_{r}^{+\infty}\left\langle\overline{v_{\infty}(\rho)}, g(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \tag{5.3.57}
\end{align*}
$$

and $W_{0}^{\infty}$ is the constant computed in (5.3.51). Indeed, from (5.3.53),

$$
\begin{aligned}
f_{\text {part }}(r)= & \int_{0}^{+\infty} G(r, \rho) g(\rho) \mathrm{d} \rho \\
= & \frac{1}{W_{0}^{\infty}}\binom{v_{\infty}^{+}(r)}{v_{\infty}^{-}(r)} \int_{0}^{r}\left(v_{0}^{+}(\rho) g^{+}(\rho)+v_{0}^{-}(\rho) g^{-}(\rho)\right) \mathrm{d} \rho \\
& +\frac{1}{W_{0}^{\infty}}\binom{v_{0}^{+}(r)}{v_{0}^{-}(r)} \int_{r}^{+\infty}\left(v_{\infty}^{+}(\rho) g^{+}(\rho)+v_{\infty}^{-}(\rho) g^{-}(\rho)\right) \mathrm{d} \rho
\end{aligned}
$$

that is, (5.3.56).
Lemma 5.3.12. For every $g \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ one has

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\left\|\left(R_{G} g\right)(r)\right\|_{\mathbb{C}^{2}}^{2}}{r} \mathrm{~d} r<+\infty \tag{5.3.58}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\operatorname{ran} R_{G} \subset \mathcal{D}\left[r^{-1}\right] \tag{5.3.59}
\end{equation*}
$$

Proof. It suffices to prove the finiteness of the integral in (5.3.58) only for $r \in(0,1)$, since $\int_{1}^{+\infty} r^{-1}\left\|\left(R_{G} g\right)(r)\right\|_{\mathbb{C}^{2}}^{2} \mathrm{~d} r \leqslant$ $\left\|R_{G}\right\|^{2}\|g\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{+}\right)}^{2}$. Let us represent $f=R_{G} g \in \operatorname{ran} R_{G}$ as in (5.3.56)-(5.3.57). For $r \in(0,1)$ one has

$$
\begin{aligned}
& \left|\Theta_{0}^{(g)}(r)\right| \leqslant\left|W_{0}^{\infty}\right|^{-1}\left\|v_{0} \mathbf{1}_{(0, r)}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}\|g\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)} \leqslant C_{g, \nu} r^{B+\frac{1}{2}} \\
& \left|\Theta_{\infty}^{(g)}(r)\right| \leqslant\left|W_{0}^{\infty}\right|^{-1}\left\|v_{\infty} \mathbf{1}_{(r, \infty)}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}\|g\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)} \leqslant C_{g, \nu}
\end{aligned}
$$

for some constant $C_{g, \nu}>0$ depending on $g$ and $\nu$ only, having used the short distance asymptotics (5.3.45) for $v_{0}$ and $v_{\infty}$. Combining now the above bounds again with (5.3.45) we see that on the interval $(0,1)$ the functions $r \mapsto \Theta_{0}^{(g)}(r) v_{\infty}(r)$ and $r \mapsto \Theta_{\infty}^{(g)}(r) v_{0}(r)$ are continuous and vanish when $r \rightarrow 0$, respectively, as $r^{1 / 2}$ and $r^{B}$, which makes the integral $\int_{0}^{1} r^{-1}\left\|\left(R_{G} g\right)(r)\right\|_{\mathbb{C}^{2}}^{2} \mathrm{~d} r$ finite.

Combining Lemmas 5.3.11 and 5.3.12 together, we are now in the condition to prove Proposition 5.3.2.

Proof of Proposition 5.3.2.
(i) and (ii). The integral operator $R_{G}$ on $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}\right)$ with kernel given by (5.3.53) is bounded and self-adjoint owing to Lemma 5.3.11, and by construction satisfies $\widetilde{S} R_{G} g=g \forall g \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}\right)$. Therefore, there is one self-adjoint extension $\mathscr{S}$ of $S_{\text {min }}=\bar{S}$ such that $\mathscr{S} R_{G} g=g \forall g \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}\right)$, whence, by self-adjointness, also $R_{G} \mathscr{S} h=h \forall h \in \mathcal{D}(\mathscr{S})$. Thus, $R_{G}=\mathscr{S}^{-1}$ for some invertible self-adjoint realisation $\mathscr{S}$ of $S$. Because of Lemma 5.3.12, the space $\mathcal{D}(\mathscr{S})=\operatorname{ran} R_{G}$ is contained in the potential energy form domain $\mathcal{D}\left[r^{-1}\right]$ : owing to Theorem 5.1.1(ii) then $\mathscr{S}$ must be the reduction to the subspace $\mathcal{H}_{\frac{1}{2}, 1}$ of the distinguished self-adjoint extension of the Dirac-Coulomb operator $H$ : we shall denote it with $S_{D}$. As such, $S_{D}$ is the unique self-adjoint realisation of $S$ satisfying the property (5.3.9), it is invertible, and its kernel is precisely given by (5.3.53).
(iii) The decompositions (5.3.10) and (5.3.11) are canonical, once a self-adjoint extension of $S$ is given with everywhere defined and bounded inverse: see, for instance, (2.1.4) and (2.1.5).
(iv) From the previous discussion, $\Phi=u_{\infty}=v_{\infty}$ and $S_{D}^{-1} \Phi=R_{G} v_{\infty}$. A closed expression for the latter function is given by (5.3.56) above, which now reads

$$
S_{D}^{-1} \Phi=\Theta_{\infty}^{\left(v_{\infty}\right)}(r) v_{0}(r)+\Theta_{0}^{\left(v_{\infty}\right)}(r) v_{\infty}(r)
$$

From (5.3.57) and (5.3.45) we deduce

$$
\begin{aligned}
\left|\Theta_{0}^{\left(v_{\infty}\right)}(r)\right| & \leqslant\left|W_{0}^{\infty}\right|^{-1} \int_{0}^{r}\left|\left\langle\overline{v_{0}(\rho)}, v_{\infty}(\rho)\right\rangle_{\mathbb{C}^{2}}\right| \mathrm{d} \rho \\
& \lesssim \int_{0}^{r}\left(\rho^{B}+O\left(\rho^{1-B}\right)\right)\left(\rho^{-B}+O\left(\rho^{B}\right)\right) \mathrm{d} \rho \\
& =r+o(r) \quad \text { as } r \downarrow 0
\end{aligned}
$$

and

$$
\begin{aligned}
\Theta_{\infty}^{\left(v_{\infty}\right)}(r) & =\frac{1}{W_{0}^{\infty}} \int_{r}^{+\infty}\left\langle\overline{v_{\infty}(\rho)}, v_{\infty}(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
& =\frac{1}{W_{0}^{\infty}}\left\|v_{\infty}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}^{2}(1+o(1)) \quad \text { as } \quad r \downarrow 0
\end{aligned}
$$

Therefore, using again the short distance asymptotics (5.3.45),

$$
\begin{equation*}
\left(S_{D}^{-1} \Phi\right)(r)=\frac{\left\|v_{\infty}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}^{2}}{W_{0}^{\infty}}\binom{q^{+}}{q^{-}} r^{B}+o\left(r^{B}\right) \tag{*}
\end{equation*}
$$

where $q^{ \pm}$is given by (5.3.43). Upon setting

$$
\begin{equation*}
p^{ \pm}:=q^{ \pm}\left(W_{0}^{\infty}\right)^{-1}\left\|v_{\infty}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}^{2} \tag{5.3.60}
\end{equation*}
$$

we then obtain the leading term of (5.3.12). The remainder is in fact smaller than $o\left(r^{B}\right)$. This can be seen by comparing the above asymptotics for $S_{D}^{-1} \Phi$ with the expansion (5.3.62) established in the next Section (which is valid because $S_{D}^{-1} \Phi \in \mathcal{D}\left(S_{D}\right) \subset \mathcal{D}\left(S^{*}\right)$ ), namely

$$
S_{D}^{-1} \Phi=a_{0}^{\left(S_{D}^{-1} \Phi\right)} v_{0}+a_{\infty}^{\left(S_{D}^{-1} \Phi\right)} v_{\infty}+b_{\infty}^{\left(S_{D}^{-1} \Phi\right)} v_{0}+b_{0}^{\left(S_{D}^{-1} \Phi\right)} v_{\infty}
$$

For the latter, we have the asymptotics

$$
\begin{align*}
\left(S_{D}^{-1} \Phi\right)(r)= & \mathbf{c}_{0} a_{0}^{\left(S_{D}^{-1} \Phi\right)}\left(r^{B}+O\left(r^{1-B}\right)\right)+\mathbf{c}_{\infty} a_{\infty}^{\left(S_{D}^{-1} \Phi\right)}\left(r^{-B}+O\left(r^{B}\right)\right)  \tag{**}\\
& +o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0
\end{align*}
$$

as follows from (5.3.45) and (5.3.63) for some non-zero constants $\mathbf{c}_{0}, \mathbf{c}_{\infty} \in \mathbb{C}^{2}$. In order for (*) and $\left({ }^{* *}\right)$ to be compatible, necessarily $a_{\infty}^{\left(S_{D}^{-1} \Phi\right)}=0$. This implies that after the leading order $r^{B}$ there comes a remainder $o\left(r^{1 / 2}\right)$, thus completing the proof of (5.3.12).

### 5.3.4 Operator closure $\bar{S}$

This Section is devoted to the proof of Proposition 5.3.3. In fact we will prove a stronger result of characterisation of $\mathcal{D}(\bar{S})$, namely Propositions 5.3.15 and 5.3.16 below, from which Proposition 5.3.3 follows as a corollary.

Let us start with another useful representation of $\mathcal{D}\left(S^{*}\right)$. It is analogous to the operator-theoretic decomposition (5.3.10), but its formulation (and proof) is more in the ODE spirit.
Lemma 5.3.13. For each $g \in \mathcal{D}\left(S^{*}\right)$ there exist, uniquely determined, constants $a_{0}^{(g)}, a_{\infty}^{(g)} \in \mathbb{C}$ and functions

$$
\begin{align*}
b_{0}^{(g)}(r) & :=\frac{1}{W_{0}^{\infty}} \int_{0}^{r}\left\langle\overline{v_{0}(\rho)},\left(S^{*} g\right)(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
b_{\infty}^{(g)}(r) & :=-\frac{1}{W_{0}^{\infty}} \int_{0}^{r}\left\langle\overline{v_{\infty}(\rho)},\left(S^{*} g\right)(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \tag{5.3.61}
\end{align*}
$$

on $\mathbb{R}^{+}$such that

$$
\begin{equation*}
g=a_{0}^{(g)} v_{0}+a_{\infty}^{(g)} v_{\infty}+b_{\infty}^{(g)} v_{0}+b_{0}^{(g)} v_{\infty} \tag{5.3.62}
\end{equation*}
$$

where $v_{0}$ and $v_{\infty}$ are the two linearly independent solutions (5.3.44) to the homogeneous problem $\widetilde{S} v=0$ (recall that they are real and smooth on $\mathbb{R}^{+}$) and $W_{0}^{\infty}$ is the constant computed in (5.3.51). Moreover, both $b_{0}^{(g)}(r)$ and $b_{\infty}^{(g)}(r)$ vanish as $r \downarrow 0$, and

$$
\begin{equation*}
b_{\infty}^{(g)}(r) v_{0}(r)+b_{0}^{(g)}(r) v_{\infty}(r)=o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0 \tag{5.3.63}
\end{equation*}
$$

Proof. Let $h:=S^{*} g=\widetilde{S} g$. Then, as already argued in (5.3.47) and (5.3.56)-(5.3.57), $g$ is expressed in terms of $h$ as

$$
\begin{equation*}
g=A_{0} v_{0}+A_{\infty} v_{\infty}+\Theta_{\infty}^{(h)} v_{0}+\Theta_{0}^{(h)} v_{\infty} \tag{*}
\end{equation*}
$$

for some $A_{0}, A_{\infty} \in \mathbb{C}$ that are now uniquely identified by $g$. From (5.3.57) and (5.3.61) we see that

$$
\begin{aligned}
\Theta_{\infty}^{(h)}(r) & =b_{\infty}^{(g)}(r) \\
\Theta_{0}^{(h)}(r) & =-\frac{1}{W_{0}^{\infty}} \int_{0}^{r}\left\langle\overline{v_{0}(\rho)},\left(S^{*} g\right)(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
& =b_{0}^{(g)}(r)-\frac{1}{W_{0}^{\infty}} \int_{0}^{+\infty}\left\langle\overline{v_{0}(\rho)},\left(S^{*} g\right)(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho
\end{aligned}
$$

Then $\left({ }^{*}\right)$ implies (5.3.62) at once, upon setting

$$
\begin{aligned}
a_{0}^{(g)} & :=A_{0}-\frac{1}{W_{0}^{\infty}} \int_{0}^{+\infty}\left\langle\overline{v_{0}(\rho)},\left(S^{*} g\right)(\rho)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
a_{\infty}^{(g)} & :=A_{\infty}
\end{aligned}
$$

Observe that the constant added above to $A_{0}$ is finite and bounded by $\left|W_{0}^{\infty}\right|^{-1}\left\|v_{0}\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}\left\|S^{*} g\right\|_{L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)}$. As for the proof of (5.3.63), by means of the short distance asymptotics (5.3.45) for $v_{0}$ and $v_{\infty}$ we find

$$
\begin{aligned}
\left|b_{\infty}^{(g)}(r) v_{0}(r)\right| & \lesssim r^{-B} \int_{0}^{r} \rho^{B}\|g(\rho)\|_{\mathbb{C}^{2}} \mathrm{~d} \rho \leqslant \int_{0}^{r}\|g(\rho)\|_{\mathbb{C}^{2}} \mathrm{~d} \rho \\
& \leqslant r^{1 / 2}\|g\|_{L^{2}\left([0, r], \mathbb{C}^{2}\right)}=o\left(r^{1 / 2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left|b_{0}^{(g)}(r) v_{\infty}(r)\right| & \lesssim r^{B} \int_{0}^{r} \rho^{-B}\|g(\rho)\|_{\mathbb{C}^{2}} \mathrm{~d} \rho \leqslant r^{B}\left\|\rho^{-B}\right\|_{L^{2}[0, r]}\|g\|_{L^{2}\left([0, r], \mathbb{C}^{2}\right)} \\
& \lesssim r^{1 / 2}\|g\|_{L^{2}\left([0, r], \mathbb{C}^{2}\right)}=o\left(r^{1 / 2}\right)
\end{aligned}
$$

and (5.3.63) then follows.
The next preparatory step is to introduce, for later convenience, the Wronskian of any two square-integrable functions,

$$
\mathbb{R}^{+} \ni r \mapsto W_{r}(\psi, \phi):=\operatorname{det}\left(\begin{array}{ll}
\psi^{+}(r) & \phi^{+}(r)  \tag{5.3.64}\\
\psi^{-}(r) & \phi^{-}(r)
\end{array}\right), \quad \psi, \phi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)
$$

and the boundary form for any two functions in $\mathcal{D}\left(S^{*}\right)$,

$$
\begin{equation*}
\omega(g, h):=\left\langle S^{*} g, h\right\rangle-\left\langle g, S^{*} h\right\rangle, \quad g, h \in \mathcal{D}\left(S^{*}\right) \tag{5.3.65}
\end{equation*}
$$

The boundary form is antisymmetric, i.e.,

$$
\begin{equation*}
\omega(h, g)=-\overline{\omega(h, g)} \tag{5.3.66}
\end{equation*}
$$

and it is related to the Wronskian by

$$
\begin{equation*}
\omega(g, h)=-\lim _{r \downarrow 0} W_{r}(\bar{g}, h) \tag{5.3.67}
\end{equation*}
$$

Indeed, using $\widetilde{S}=\mathbf{E} \frac{\mathrm{d}}{\mathrm{d} r}+\mathbf{V}(r)$ from (5.3.48)-(5.3.49), one has

$$
\begin{aligned}
\omega(g, h) & =\int_{0}^{+\infty} \mathrm{d} r\left(\langle(\widetilde{S} g)(r), h(r)\rangle_{\mathbb{C}^{2}}-\langle g(r),(\widetilde{S} h)(r)\rangle_{\mathbb{C}^{2}}\right) \\
& =\int_{0}^{+\infty} \mathrm{d} r\left(\left\langle\mathbf{E} g^{\prime}(r), h(r)\right\rangle_{\mathbb{C}^{2}}-\left\langle g(r), \mathbf{E} h^{\prime}(r)\right\rangle_{\mathbb{C}^{2}}\right) \\
& =\lim _{r \downarrow 0}\left(\overline{g^{-}(r)} h^{+}(r)-\overline{g^{+}(r)} h^{-}(r)\right)=-\lim _{r \downarrow 0} W_{r}(\bar{g}, h)
\end{aligned}
$$

It is also convenient to introduce the (two-dimensional) space of solutions to the differential problem $\widetilde{S} v=0$,

$$
\begin{equation*}
\mathcal{L}:=\left\{v: \mathbb{R}^{+} \rightarrow \mathbb{C}^{2} \mid \widetilde{S} v=0\right\}=\operatorname{span}\left\{v_{0}, v_{\infty}\right\} \tag{5.3.68}
\end{equation*}
$$

As well known, $r \mapsto W_{r}(u, v)$ is constant whenever $u, v \in \mathcal{L}$, and this constant is zero if and only if $u$ and $v$ are linearly dependent. It will be important also to keep into account that any $v \in \mathcal{L}$ is square-integrable around $r=0$, as determined in (5.3.45).

Lemma 5.3.14. For given $v \in \mathcal{L}$,

$$
\begin{align*}
L_{v}: \mathcal{D}\left(S^{*}\right) & \rightarrow \mathbb{C} \\
g & \longmapsto L_{v}(g):=\lim _{r \downarrow 0} W_{r}(\bar{v}, g) \tag{5.3.69}
\end{align*}
$$

defines a linear functional on $\mathcal{D}\left(S^{*}\right)$ which vanishes on $\mathcal{D}(\bar{S})$.
Proof. The linearity of $L_{v}$ is obvious, and the finiteness of $L_{v}(g)$ for $g \in \mathcal{D}\left(S^{*}\right)$ is checked as follows. Let us decompose $g=a_{0}^{(g)} v_{0}+a_{\infty}^{(g)} v_{\infty}+b_{\infty}^{(g)} v_{0}+b_{0}^{(g)} v_{\infty}$ as in (5.3.62) and $v=c_{0} v_{0}+c_{\infty} v_{\infty}$ in the basis of $\mathcal{L}$. Owing to (5.3.69), it suffices to control the finiteness of $L_{v_{0}}(g)$ and $L_{v_{\infty}}(g)$. By linearity,

$$
L_{v_{0}}(g)=a_{0}^{(g)} L_{v_{0}}\left(v_{0}\right)+a_{\infty}^{(g)} L_{v_{0}}\left(v_{\infty}\right)+L_{v_{0}}\left(b_{\infty}^{(g)} v_{0}+b_{0}^{(g)} v_{\infty}\right)
$$

moreover, $L_{v_{0}}\left(v_{0}\right)=\lim _{r \downarrow 0} W_{r}\left(v_{0}, v_{0}\right)=0, L_{v_{0}}\left(v_{\infty}\right)=W_{0}^{\infty}, L_{v_{0}}\left(b_{\infty}^{(g)} v_{0}\right)=\lim _{r \downarrow 0} W_{r}\left(v_{0}, b_{\infty}^{(g)} v_{0}\right)=$ $\lim _{r \downarrow 0} b_{\infty}^{(g)}(r) W_{r}\left(v_{0}, v_{0}\right)=0$, and $L_{v_{0}}\left(b_{0}^{(g)} v_{\infty}\right)=\lim _{r \downarrow 0} W_{r}\left(v_{0}, b_{0}^{(g)} v_{\infty}\right)=\lim _{r \downarrow 0} b_{0}^{(g)}(r) W_{r}\left(v_{0}, v_{\infty}\right)=$ 0 . The conclusion is $L_{v_{0}}(g)=a_{\infty}^{(g)} W_{0}^{\infty}$. Analogously, $L_{v_{\infty}}(g)=-a_{0}^{(g)} W_{0}^{\infty}$, and this establishes the
finiteness of $L_{v}(g)$. Let us now prove now that if $f \in \mathcal{D}(\bar{S})$, then $L_{v}(f)=0$. Let $\chi \in C_{0}^{\infty}([0,+\infty))$ be such that $\chi(r)=1$ for $r \in\left[0, \frac{1}{2}\right]$ and $\chi(r)=0$ for $r \in[1,+\infty)$. One has that $v \chi \in \mathcal{D}\left(S^{*}\right)$, indeed $v \chi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ and

$$
\begin{aligned}
\widetilde{S}(v \chi) & =\left(\mathbf{E} \frac{\mathrm{d}}{\mathrm{~d} r}+\mathbf{V}(r)\right) v \chi=\chi\left(\mathbf{E} \frac{\mathrm{d}}{\mathrm{~d} r}+\mathbf{V}(r)\right) v+\mathbf{E} v \chi^{\prime} \\
& =(\widetilde{S} v) \chi+\mathbf{E} v \chi^{\prime}=\mathbf{E} v \chi^{\prime} \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)
\end{aligned}
$$

where we used $\widetilde{S}=\mathbf{E} \frac{\mathrm{d}}{\mathrm{d} r}+\mathbf{V}(r)$ and $\widetilde{S} v=0$. Moreover, because of the behaviour of $\chi$ around $r=0$, the Wronskians $W_{r}(\overline{v \chi}, g)$ and $W_{r}(\bar{v}, g)$ are asymptotically equal as $r \downarrow 0$, that is, $L_{v \chi}=L_{v}$ As a consequence of this latter fact and of (5.3.67),

$$
\begin{aligned}
L_{v}(f) & =L_{v \chi}(f)=\lim _{r \downarrow 0} W_{r}(\overline{v \chi}, f)=-\omega(v \chi, f) \\
& =\left\langle v \chi, S^{*} f\right\rangle-\left\langle S^{*}(v \chi), f\right\rangle=\langle v \chi, \bar{S} f\rangle-\langle v \chi, \bar{S} f\rangle=0
\end{aligned}
$$

which completes the proof.
We come now to thefirst characterisation of the space $\mathcal{D}(\bar{S})$.
Proposition 5.3.15. Let $f \in \mathcal{D}\left(S^{*}\right)$. The following conditions are equivalent:
(i) $f \in \mathcal{D}(\bar{S})$.
(ii) $\omega(f, g)=0$ for all $g \in \mathcal{D}\left(S^{*}\right)$.
(iii) $L_{v}(f)=0$ for all $v \in \mathcal{L}$.
(iv) With respect to the decomposition (5.3.62) for $f, a_{0}^{(f)}=a_{\infty}^{(f)}=0$.

Proof. The implication (i) $\Rightarrow$ (ii) follows at once from

$$
\omega(f, g)=\left\langle S^{*} f, g\right\rangle-\left\langle f, S^{*} g\right\rangle=\langle\bar{S} f, g\rangle-\langle\bar{S} f, g\rangle=0
$$

For the converse implication $(\mathrm{ii}) \Rightarrow(\mathrm{i})$, we observe that

$$
0=\omega(f, g)=\left\langle S^{*} f, g\right\rangle-\left\langle f, S^{*} g\right\rangle \quad \forall g \in \mathcal{D}\left(S^{*}\right)
$$

is equivalent to $\left\langle S^{*} f, g\right\rangle=\left\langle f, S^{*} g\right\rangle \forall g \in \mathcal{D}\left(S^{*}\right)$, which implies that $f \in \mathcal{D}\left(S^{* *}\right)=\mathcal{D}(\bar{S})$.
The implication $(\mathrm{i}) \Rightarrow(\mathrm{iii})$ is given by Lemma 5.3.14. Conversely, let us assume that $L_{v}(f)=0$ for all $v \in \mathcal{L}$, and let us prove that for such $f$ one has $\omega(f, g)=0$ for all $g \in \mathcal{D}\left(S^{*}\right)$. Since we already established the equivalence (i) $\Leftrightarrow$ (ii), we would then conclude that $f \in \mathcal{D}(\bar{S})$, and hence (iii) $\Rightarrow$ (i). Owing to the decomposition (5.3.62) for $g$,

$$
\omega(f, g)=a_{0}^{(g)} \omega\left(f, v_{0}\right)+a_{\infty}^{(g)} \omega\left(f, v_{\infty}\right)+\omega\left(f, b_{\infty}^{(g)} v_{0}\right)+\omega\left(f, b_{0}^{(g)} v_{\infty}\right)
$$

One has

$$
\overline{\omega\left(f, v_{0}\right)}=-\omega\left(v_{0}, f\right)=\lim _{r \downarrow 0} W_{r}\left(\overline{v_{0}}, f\right)=L_{v_{0}}(f)=0
$$

having used (5.3.66) in the first step, (5.3.67) in the second, (5.3.69) in the third, and the assumption $L_{v}(f)=0$ for all $v \in \mathcal{L}$ in the last step. Analogously,

$$
\overline{\omega\left(f, v_{\infty}\right)}=-\omega\left(v_{\infty}, f\right)=\lim _{r \downarrow 0} W_{r}\left(\overline{v_{\infty}}, f\right)=L_{v_{\infty}}(f)=0
$$

Therefore, $\omega\left(f, v_{0}\right)=\omega\left(f, v_{\infty}\right)=0$, and one is left with

$$
\begin{aligned}
\overline{\omega(f, g)} & =\overline{\omega\left(f, b_{\infty}^{(g)} v_{0}\right)}+\overline{\omega\left(f, b_{0}^{(g)} v_{\infty}\right)}=-\omega\left(b_{\infty}^{(g)} v_{0}, f\right)-\omega\left(b_{0}^{(g)} v_{\infty}, f\right) \\
& =\lim _{r \downarrow 0}\left(W_{r}\left(\overline{b_{\infty}^{(g)} v_{0}}, f\right)+W_{r}\left(\overline{b_{0}^{(g)} v_{\infty}}, f\right)\right) \\
& =\lim _{r \downarrow 0}\left(\overline{b_{\infty}^{(g)}(r)} W_{r}\left(\overline{v_{0}}, f\right)+\overline{b_{0}^{(g)}(r)} W_{r}\left(\overline{v_{\infty}}, f\right)\right)
\end{aligned}
$$

As $r \downarrow 0, W_{r}\left(\overline{v_{0}}, f\right) \rightarrow L_{v_{0}}(f)=0$ and $W_{r}\left(\overline{v_{\infty}}, f\right) \rightarrow L_{v_{\infty}}(f)=0$, and also (as seen in Lemma 5.3.13) $b_{\infty}^{(g)}(r) \rightarrow 0$ and $b_{0}^{(g)}(r) \rightarrow 0$, whence $\omega(f, g)=0$. This completes the proof of the implication (iii) $\Rightarrow$ (i).

Last, in order to establish the equivalence $(\mathrm{i}) \Leftrightarrow(\mathrm{iv})$, let us decompose $f$ as in (5.3.62), namely,

$$
f=a_{0}^{(f)} v_{0}+a_{\infty}^{(f)} v_{\infty}+b_{\infty}^{(f)} v_{0}+b_{0}^{(f)} v_{\infty}
$$

and let us compute

$$
\begin{aligned}
L_{v_{0}}(f)= & \lim _{r \downarrow 0} W_{r}\left(\overline{v_{0}}, f\right)=a_{0}^{(f)} \lim _{r \downarrow 0} W_{r}\left(\overline{v_{0}}, v_{0}\right)+a_{\infty}^{(f)} \lim _{r \downarrow 0} W_{r}\left(\overline{v_{0}}, v_{\infty}\right) \\
& \quad+\lim _{r \downarrow 0} b_{\infty}^{(f)}(r) W_{r}\left(\overline{v_{0}}, v_{0}\right)+\lim _{r \downarrow 0} b_{0}^{(f)}(r) W_{r}\left(\overline{v_{0}}, v_{\infty}\right) \\
= & a_{\infty}^{(f)} W_{0}^{\infty}
\end{aligned}
$$

Indeed, $W_{r}\left(\overline{v_{0}}, v_{0}\right)=W_{r}\left(v_{0}, v_{0}\right)=0$, and $W_{r}\left(\overline{v_{0}}, v_{\infty}\right)=W_{r}\left(v_{0}, v_{\infty}\right) \rightarrow W_{0}^{\infty}, b_{\infty}^{(f)}(r) \rightarrow 0$, and $b_{0}^{(f)}(r) \rightarrow 0$ as $r \downarrow 0$. Similarly,

$$
L_{v_{\infty}}(f)=-a_{0}^{(f)} W_{0}^{\infty}
$$

Because of the already proved equivalence (i) $\Leftrightarrow$ (iii), we then conclude that $f \in \mathcal{D}(\bar{S})$ if and only if $L_{v_{0}}(f)=L_{v_{\infty}}(f)=0$, which from the above computation is tantamount as $a_{0}^{(f)}=a_{\infty}^{(f)}=0$. This completes the proof.

We can see that Proposition 5.3.3 is therefore an immediate corollary of Lemma 5.3 .13 and Proposition 5.3.15 above. Before presenting the proof of Proposition 5.3.3, we give the following more informative characterisation of $\mathcal{D}(\bar{S})$.

Proposition 5.3.16. The domain of the closure can be characterise as a standard functional space:

$$
\begin{equation*}
\mathcal{D}(\bar{S})=H_{0}^{1}\left(\mathbb{R}^{+}\right) \tag{5.3.70}
\end{equation*}
$$

Proof. Since $\mathcal{D}(\bar{S}) \subset \mathcal{D}\left(S^{*}\right)$ we know that, for every $f \in \mathcal{D}\left(S^{*}\right)$ there exists $\psi \in \mathcal{H}$ such that $S f=\psi$. This means

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} f^{-}}{\mathrm{d} r}=-\psi^{+}+\frac{1}{r} f^{-}+\left(1+\frac{\nu}{r}\right) f^{+} \\
\frac{\mathrm{d} f^{+}}{\mathrm{d} r}=\psi^{+}-\frac{1}{r} f^{+}-\left(\frac{\nu}{r}-1\right) f^{-}
\end{array}\right.
$$

From these equations one concludes that $\frac{\mathrm{d} f^{+}}{\mathrm{d} r}, \frac{\mathrm{~d} f^{-}}{\mathrm{d} r} \in L^{2}\left(\mathbb{R}^{+}\right)$. Indeed $\psi^{ \pm} \in L^{2}\left(\mathbb{R}^{+}\right)$by hypothesis and $\frac{1}{r} f^{ \pm} \in L^{2}\left(\mathbb{R}^{+}\right)$because $f^{ \pm} \in L^{2}\left(\mathbb{R}^{+}\right)$and (5.3.63). Hence $f^{ \pm} \in H^{1}\left(\mathbb{R}^{+}\right)$. Since $f^{ \pm}(0)=0$ we conclude $f^{ \pm} \in H_{0}^{1}\left(\mathbb{R}^{+}\right)$, meaning that $f \in H_{0}^{1}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$. This proves $\mathcal{D}(\bar{S}) \subset H_{0}^{1}\left(\mathbb{R}^{+}\right)$.

The opposite inclusion is trivial because if $f \in H_{0}^{1}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$, then $f \in \mathcal{D}\left(S^{*}\right)$ because $S f \in$ $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ and $|f(r)| \leqslant \int_{0}^{r}\left|f^{\prime}(\rho)\right| \mathrm{d} \rho \leqslant\left\|f^{\prime}\right\|_{L^{2}\left([0, r], \mathbb{C}^{2}\right)} r^{1 / 2}=o\left(r^{1 / 2}\right)$, whence $f \in \mathcal{D}(\bar{S})$ because of Proposition 5.3.15.

Proof of Proposition 5.3.3. The vanishing limit (5.3.13) for a generic $f \in \mathcal{D}(\bar{S})$ follows from the fact that, owing to Proposition 5.3.15(iv), $f=b_{\infty}^{(f)} v_{0}+b_{0}^{(f)} v_{\infty}$, and from the asymptotics (5.3.63) of Lemma 5.3.13. The $H^{1}$-regularity of $f$ on any interval $[\varepsilon,+\infty)$, with $\varepsilon>0$, follows from the fact that on such interval the $r^{-1}$ potential is bounded and hence the closure of $\mathcal{D}(S)$ in the graph norm is in fact the closure of the smooth and compactly supported functions in the $H^{1}$-norm.

Equality of function spaces follows from Proposition 5.3.16.

### 5.3.5 Resolvents and spectral gap

In this Section we give the details of the derivation of a couple of relevant consequences from the general classification Theorem 2.2.1, which concern the invertibility of each member of the family of self-adjoint extensions and the expression of the resolvent. As an application to the Dirac-Coulomb Hamiltonian under consideration, we then prove Theorem 5.3.6.

In fact, Theorem 5.3.17 below is standard within the Kreĭn-Višik-Birman extension theory for semi-bounded operators (see Section 2.4): we present for completeness the proof in the more general framework of self-adjoint extensions of a symmetric operator with a distinguished, invertible extension. An analogous argument, from a somewhat different perspective, can be found in [60, Theorems $13.8,13.23$, and 13.25].

Theorem 5.3.17 (Invertibility of extensions and resolvents). Let $S$ be a densely defined symmetric operator on a Hilbert space $\mathcal{H}$ which admits a self-adjoint extension $S_{D}$ that has everywhere defined and bounded inverse on $\mathcal{H}$. In terms of the parametrisation (2.2.1) of Theorem 2.2.1, let $S_{T}$ be a generic self-adjoint extension of $S$ and $P_{T}: \mathcal{H} \rightarrow \mathcal{H}$ be the orthogonal projection onto $\overline{\mathcal{D}(T)}$, where the operator $T$ is the extension parameter.
(i) $S_{T}$ is invertible on the whole $\mathcal{H}$ if and only if $T$ is invertible on the whole $\overline{\mathcal{D}(T)}$.
(ii) When $S_{T}$ is invertible, and so is $T$, because of (i), one has

$$
\begin{equation*}
S_{T}^{-1}=S_{D}^{-1}+P_{T} T^{-1} P_{T} \tag{5.3.71}
\end{equation*}
$$

(iii) Assume further that $\operatorname{dim} \operatorname{ker} S^{*}=1$, i.e., $S$ has deficiency indices (1,1). Let $\widehat{S}$ be a self-adjoint extension of $S$ other than the distinguished extension $S_{D}$. Let $\Phi \in \operatorname{ker} S^{*} \backslash\{0\}$ and for each $z \in \rho(\widehat{S}) \cap \mathbb{R}$ set

$$
\begin{equation*}
\Phi(z):=\Phi+z\left(S_{D}-z I\right)^{-1} \Phi \in \operatorname{ker}\left(S^{*}-z \mathbb{1}\right) . \tag{5.3.72}
\end{equation*}
$$

Then there exists an analytic function $\eta: \rho(\widehat{S}) \cap \mathbb{R} \rightarrow \mathbb{R}$ with $\eta(z) \neq 0$, such that

$$
\begin{equation*}
(\widehat{S}-z I)^{-1}=\left(S_{D}-z I\right)^{-1}+\eta(z)|\Phi(z)\rangle\langle\Phi(z)| . \tag{5.3.73}
\end{equation*}
$$

$\eta(z), \Phi(z)$ and (5.3.73) admit an analytic continuation to $\rho\left(S_{D}\right) \cap \rho(\widehat{S})$.
Proof. (i) Let us show first that $S_{T}$ is injective if and only if $T$ is injective. Assume that $S_{T}$ is injective and pick $v \in \mathcal{D}(T)$ such that $T v=0$. Then $v$ is an element in $\mathcal{D}\left(S_{T}\right)$, because it is a vector of the form $(2.2 .1)$, namely $g=f+S_{D}^{-1}(T v+w)+v$, with $f=w=0$. Since $S_{T} v=0$ by injectivity one concludes that $v=0$. Conversely if $T$ is injective and for some $g=f+S_{D}^{-1}(T v+w)+v \in \mathcal{D}\left(S_{T}\right)$ one has $S_{T} g=0$, then $\bar{S} f+T v+w=0$ Since $\bar{S} f+T v+w \in \operatorname{ran} \bar{S} \boxplus \operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)$, one must have $\bar{S} f=T v=w=0$. Owing to the injectivity of $\bar{S}$ and $T, f=v=0$ and hence $g=0$. Next, let us show that $S_{T}$ is surjective if and only if $T$ is surjective. One has $\operatorname{ran} S_{T}=$ $\operatorname{ran} \bar{S} \boxplus \operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)$ and in fact $\operatorname{ran} \bar{S}=\overline{\operatorname{ranS}}$. Thus $T$ is surjective if and only if $\operatorname{ran} T \boxplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)=\overline{\operatorname{ran} T} \oplus\left(\operatorname{ker} S^{*} \cap \mathcal{D}(T)^{\perp}\right)=\operatorname{ker} S^{*}$, if and only if $\operatorname{ran} S_{T}=\overline{\operatorname{ranS}} \oplus \operatorname{ker} S^{*}=\mathcal{H}$ if and only if $S_{T}$ is surjective. The proof of (i) is thus completed.
(ii) (5.3.71) is an identity between bounded self-adjoint operators. For a generic $h \in \operatorname{ran} S_{T}$ one has $h=S_{T} g$ for some $g=f+S_{D}^{-1}(T v+w)+v=F+v$, where $f \in \mathcal{D}\left(S_{\text {min }}\right), v \in \mathcal{D}(T)$, $w=\operatorname{ker} S^{*} \cap \mathcal{D}(T)$ (Theorem 2.2.1), and hence $F \in \mathcal{D}\left(S_{D}\right)$. Then

$$
\left\langle h, S_{T}^{-1} h\right\rangle=\left\langle g, S_{T} g\right\rangle=\left\langle F, S_{D} F\right\rangle+\langle v, T v\rangle .
$$

On the other hand

$$
\left\langle F, S_{D} F\right\rangle=\left\langle S_{D} F, S_{D}^{-1} S_{D} F\right\rangle=\left\langle S_{T} g, S_{D}^{-1} S_{T} g\right\rangle=\left\langle h, S_{D}^{-1} h\right\rangle
$$

and

$$
\langle v, T v\rangle=\left\langle T v, T^{-1} T v\right\rangle=\left\langle P_{T} S_{T} g, T^{-1} P_{T} S_{T} g\right\rangle=\left\langle h, P_{T} T^{-1} P_{T} h\right\rangle
$$

whence the conclusion $\left\langle h, S_{T}^{-1} h\right\rangle=\left\langle h, S_{D}^{-1} h\right\rangle+\left\langle h, P_{T} T^{-1} P_{T} h\right\rangle$.
(iii) Even without assuming for the moment unital deficiency indices, for $z \in \rho(\widehat{S}) \cap \rho\left(S_{D}\right)$ let $T(z)$ be the extension parameter, in the sense of KVB parametrisation (2.2.1) of Theorem 2.2.1, of the operator $\widehat{S}-z \mathbb{1}$ considered as a self-adjoint extension of the densely defined operator $S(z)=S-z \mathbb{1}$. Correspondingly, let $P(z)$ be the orthogonal projection onto $\overline{\mathcal{D}(T(z))}$. Then

$$
\begin{equation*}
(\widehat{S}-z \mathbb{1})^{-1}=\left(S_{D}-z \mathbb{1}\right)^{-1}+P(z) T(z)^{-1} P(z), \tag{*}
\end{equation*}
$$

which follows from part (ii), due to the fact that the distinguished extension of $S-z \mathbb{1}$ is $S_{D}-z \mathbb{1}$. Assuming now $\operatorname{dim} \operatorname{ker} S^{*}=1$, one has $\operatorname{dim} \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)=1$, because of the constancy of the deficiency indices. Moreover, $\widehat{S}-z \mathbb{1}$ is a self-adjoint extension of $S-z \mathbb{1}$, whose extension parameter $T(z)$, in the sense of KVB parametrisation of Theorem 2.2.1, acts as the multiplication by a real number $t(z)$ on the one-dimensional space $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$. The fact that $\left(S^{*}-z \mathbb{1}\right) \Phi(z)=0$ is obvious by construction. Moreover $\Phi(z) \neq 0$ for each admissible $z$ : this is obviously true if $z=0$, and if it was not true for $z \neq 0$, then $z\left(S_{D}-z \mathbb{1}\right)^{-1} \Phi=-\Phi \neq 0$, which would contradict $\mathcal{D}\left(S_{D}-z \mathbb{1}\right) \cap \operatorname{ker}\left(S^{*}-z \mathbb{1}\right)=$ $\{0\}$. Thus, $\Phi(z)$ spans $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ and $P_{T}:=\|\Phi(z)\|^{-2}|\Phi(z)\rangle\langle\Phi(z)|: \mathcal{H} \rightarrow \mathcal{H}$ is the orthogonal projection onto $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$. In this case, the resolvent formula $\left(^{*}\right)$ above takes precisely the form (5.3.73) where $\eta(z):=\|\Phi(z)\|^{-2} t(z)^{-1}$. Being a product of non-zero quantities, $\eta(z) \neq 0$. Moreover, $z \mapsto(\widehat{S}-z \mathbb{1})^{-1}$ and $z \mapsto\left(S_{D}-z \mathbb{1}\right)^{-1}$ are analytic operator-valued functions on the whole $\rho\left(S_{D}\right) \cap \rho(\widehat{S})$ (because of the analyticity of resolvents) and so is the vector-valued function $z \mapsto \Phi(z)$ (because of the construction (5.3.72)). Therefore, taking the expectation of both sides of $\left(^{*}\right)$ on $\Phi(z)$ shows at once that $z \mapsto \eta(z)$ is analytic on $\rho\left(S_{D}\right) \cap \rho(\widehat{S})$, and real analytic on $\mathbb{R} \cap \rho(\widehat{S})$.

Proof of Theorem 5.3.6. Part (i) is an immediate consequence of Theorem 5.3.17(i), since the KVBextension parameter in the present case is the multiplication by $\beta$. This is of course consistent with the representation formula (5.3.14), which clearly implies that when $\beta=0$ the extension $S_{\beta=0}$ has a kernel. Analogously, part (ii) is an immediate consequence of Theorem 5.3.17(ii), because the orthogonal projection $P_{T}$ has in the present case the expression $P_{T}=\|\Phi\|^{-2}|\Phi\rangle\langle\Phi|$. Concerning part (iii), (5.3.20) is a consequence of the fact that, as stated in (5.3.19), the resolvent difference between the $\beta$-extension and the distinguished extension is compact. Moreover, using (5.3.19) we re-write $S_{\beta} f=E f$ as

$$
f=E S_{\beta}^{-1} f=E\left(S_{D}^{-1}+\frac{1}{\beta\|\Phi\|^{2}}|\Phi\rangle\langle\Phi|\right) f
$$

This equation is surely solved by $f=0$ and, if $E \in(-E(\beta), E(\beta))$, then the operator acting on the r.h.s. is a contraction. Thus $f=0$ is the only function which satisfies the eigenvalue equation $S_{\beta} f=E f$ and therefore there cannot be eigenvalues in such a regime of $E$.

### 5.4 Sommerfeld's eigenvalue formula revisited and spectrum of $h_{D}$

Prior to addressing the study of the discrete spectrum of the generic self-adjoint realisation $h_{\beta}$ (the essential spectrum being given by (5.1.8)), it is instructive to revisit the two main methods by which Sommerfeld's formula has been known since long for the eigenvalue problem of the differential operator $\widetilde{h}$ given by (5.1.21), which will be the object of this Section.

The material is undoubtedly classical, and standard references will be provided below. Our perspective here is to highlight how such standard methods for the determination of the eigenvalues of $\widetilde{h}$ actually select the discrete spectrum of the distinguished realisation $h_{D}$ or of a 'mirror' distinguished one, and as such are not applicable to the other realisations of $\widetilde{h}$.

In the next Section we shall indeed discuss how Sommerfeld's formula and its actual derivation gets modified for a generic extension $h_{\beta}$.

For concreteness, let us assume throughout this Section that $k=1$ and $\nu>0$. We therefore consider the eigenvalue problem

$$
\begin{equation*}
h_{\beta} \psi=E \psi, \quad \psi \in \mathcal{D}\left(h_{\beta}\right), \quad E \in(-1,1) \tag{5.4.1}
\end{equation*}
$$

where $h=h_{m_{j}, k}$ given by (5.1.21), and hence the differential problem $\widetilde{h} \psi=E \psi$ with $\widetilde{h}$ being the formal expression of $h$.

### 5.4.1 The eigenvalue problem by means of truncation of asymptotic series

The historically first approach (see, e.g., [14, Section 14]) for the determination of the eigenvalues of the Dirac-Coulomb Hamiltonian is based on ODE methods.

By direct inspection it is seen that the two linearly independent solutions to $\widetilde{h} \psi=E \psi$ have large- $r$ asymptotics $e^{r \sqrt{1-E^{2}}}$ and $e^{-r \sqrt{1-E^{2}}}$, only the second one being square-integrable and hence admissible. This suggests the natural re-scaling $\psi \mapsto U \psi=: \phi$ defined by

$$
\begin{equation*}
(U \psi)(\rho):=\frac{1}{\sqrt{2}\left(1-E^{2}\right)^{1 / 4}} \exp \left(\frac{\rho}{2 \sqrt{1-E^{2}}}\right) \psi\left(\frac{\rho}{2 \sqrt{1-E^{2}}}\right), \tag{5.4.2}
\end{equation*}
$$

which induces the unitary operator $U: L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right) \rightarrow L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, e^{-\rho} \mathrm{d} \rho\right)$ and yields the unitarily equivalent problem

$$
\begin{equation*}
U\left(h_{\beta}-E \mathbb{1}\right) U^{-1} \phi=0, \quad \phi:=U \psi \in U \mathcal{D}\left(h_{\beta}\right) \tag{5.4.3}
\end{equation*}
$$

where

$$
U\left(h_{\beta}-E \mathbb{1}\right) U^{-1}=2 \sqrt{1-E^{2}}\left(\begin{array}{cc}
\frac{1}{2} \sqrt{\frac{1-E}{1+E}}+\frac{\nu}{\rho} & \frac{1}{2}-\frac{\mathrm{d}}{\mathrm{~d} \rho}+\frac{1}{\rho}  \tag{5.4.4}\\
-\frac{1}{2}+\frac{\mathrm{d}}{\mathrm{~d} \rho}+\frac{1}{\rho} & -\frac{1}{2} \sqrt{\frac{1+E}{1-E}}+\frac{\nu}{\rho}
\end{array}\right) .
$$

The operator (5.4.4) has a pole of order one at $\rho=0$, implying that the differential equation (5.4.3) can be recast as

$$
\begin{equation*}
\rho \phi^{\prime}=A(\rho) \phi \tag{5.4.5}
\end{equation*}
$$

with

$$
A(\rho):=\left(\begin{array}{cc}
-1 & -\nu  \tag{5.4.6}\\
\nu & 1
\end{array}\right)+\frac{1}{2}\left(\begin{array}{cc}
1 & \sqrt{\frac{1+E}{1-E}} \\
\sqrt{\frac{1-E}{1+E}} & 1
\end{array}\right) \rho .
$$

In particular it is explicitly checked that $\rho \mapsto A(\rho)$ is holomorphic.
It turns out that the differential problem (5.4.5)-(5.4.6) is suited for the following standard result in the theory of ordinary differential equations (see, e.g., [116, Theorems 5.1 and 5.4]).

Proposition 5.4.1. Let $z \mapsto B(z)$ be a matrix-valued function whose entries are holomorphic at $z=0$ and whose Taylor series $B(z)=\sum_{j=0}^{\infty} B_{j} z^{j}$, say, of radius of convergence $r_{B}$, has the zeroth component $B_{0}$ diagonal and with eigenvalues that do not differ by integers. Then there exists a holomorphic matrix-valued function $z \mapsto P(z)$ whose Taylor series $P(z)=\sum_{j=0}^{\infty} P_{j} z^{j}$ converges for $|z|<r_{B}$ and has zero-th component $P_{0}=\mathbb{1}$, such that the transformation

$$
\begin{equation*}
y(z)=P(z) f(z) \tag{5.4.7}
\end{equation*}
$$

reduces the differential equation

$$
\begin{equation*}
z y^{\prime}(z)=B(z) y(z) \tag{5.4.8}
\end{equation*}
$$

to the form

$$
\begin{equation*}
z f^{\prime}(z)=B_{0} f(z) \tag{5.4.9}
\end{equation*}
$$

Proposition 5.4.1 is indeed applicable to (5.4.5)-(5.4.6) whenever $\nu \in(0,1) \backslash\left\{\frac{\sqrt{3}}{2}\right\}$ because in this case the matrix $A_{0}=A(0)$ is diagonalizable and its two distinct eigenvalues $\pm B= \pm \sqrt{1-\nu^{2}}$ do not differ by an integer (indeed, $2 B \notin \mathbb{Z}$ ). (For the purpose of the discussion of this Section, we do not need to cover the exceptional case $\nu=\frac{\sqrt{3}}{2}$ which presents particular features - see, e.g., [40].)

Let us discuss first the (more relevant) critical regime $\nu \in\left(\frac{\sqrt{3}}{2}, 1\right)$ : the argument for the subcritical values $\nu \in\left(0, \frac{\sqrt{3}}{2}\right)$ is even simpler and will be discussed at the end of this Subsection.

Proposition 5.4.1 implies at once that the general solution to (5.4.5)-(5.4.6) has the form

$$
\phi(\rho)=G P(\rho)\left(\begin{array}{cc}
\rho^{B} & 0  \tag{5.4.10}\\
0 & \rho^{-B}
\end{array}\right) \phi_{0}
$$

for some holomorphic matrix-valued $P(\rho)$ and some vector $\phi_{0} \in \mathbb{C}^{2}$, where $G$ is the matrix that diagonalises $A_{0}$. Component-wise,

$$
\begin{align*}
& \phi^{+}(\rho)=\sum_{j=0}^{\infty} a_{j}^{(B)} \rho^{B+j}+\sum_{j=0}^{\infty} a_{j}^{(-B)} \rho^{-B+j}  \tag{5.4.11}\\
& \phi^{-}(\rho)=\sum_{j=0}^{\infty} b_{j}^{(B)} \rho^{B+j}+\sum_{j=0}^{\infty} b_{j}^{(-B)} \rho^{-B+j} \tag{5.4.12}
\end{align*}
$$

for suitable coefficients $a_{j}^{(B)}, b_{j}^{(B)}, a_{j}^{(-B)}, b_{j}^{(-B)} \in \mathbb{C}, j \in \mathbb{N}_{0}$, that must satisfy the consistency relations obtained by plugging (5.4.11)-(5.4.12) into (5.4.5). In doing so, one recognises that $\rho^{B+j}$-powers and $\rho^{-B+j}$-powers never get multiplied among themselves, and moreover each type of powers only gets multiplied by $a_{j}$ or $b_{j}$ coefficient of the same type; the net result, when equating to zero the coefficients of each power in the identity $\rho \phi^{\prime}(\rho)-A(\rho) \phi(\rho)=0$ is the double set of recursive equations

$$
\begin{align*}
\frac{1}{2} \sqrt{\frac{1-E}{1+E}} a_{j}^{( \pm B)}+\nu a_{j+1}^{( \pm B)}+\frac{1}{2} b_{j}^{( \pm B)}+(-j \mp B) b_{j+1}^{( \pm B)} & =0  \tag{5.4.13}\\
-\frac{1}{2} a_{j}^{( \pm B)}+(j \pm B+2) a_{j+1}^{( \pm B)}-\frac{1}{2} \sqrt{\frac{1+E}{1-E}} b_{j}^{( \pm B)}+\nu b_{j+1}^{( \pm B)} & =0  \tag{5.4.14}\\
\nu a_{0}^{( \pm B)}-( \pm B-1) b_{0}^{( \pm B)} & =0 \tag{5.4.15}
\end{align*}
$$

that is, the upper signs for the $B$-part and the lower signs for the $-B$-part of (5.4.11)-(5.4.12).
The above recursive relations are conveniently re-written in a more manageable form upon introducing $\alpha_{j}^{( \pm B)}$ and $\beta_{j}^{( \pm B)}$ through

$$
\begin{equation*}
a_{j}^{( \pm B)}=\sqrt{1+E}\left(\alpha_{j}^{( \pm B)}+\beta_{j}^{( \pm B)}\right), \quad b_{j}^{( \pm B)}=\sqrt{1-E}\left(\alpha_{j}^{( \pm B)}-\beta_{j}^{( \pm B)}\right) \tag{5.4.16}
\end{equation*}
$$

which yields

$$
\begin{align*}
\left(\frac{\nu}{\sqrt{1-E^{2}}}+1\right) \alpha_{j}^{( \pm B)}+\left(\frac{E \nu}{\sqrt{1-E^{2}}}+j \pm B\right) \beta_{j}^{( \pm B)} & =0  \tag{5.4.17}\\
\alpha_{j}^{( \pm B)}+\left(\frac{E \nu}{\sqrt{1-E^{2}}}-j-1 \mp B\right) \alpha_{j+1}^{( \pm B)}+\left(\frac{\nu}{\sqrt{1-E^{2}}}-1\right) \beta_{j+1}^{( \pm B)} & =0  \tag{5.4.18}\\
\left(\frac{\nu E}{\sqrt{1-E^{2}}} \mp B\right) \alpha_{0}^{( \pm B)}-\left(\frac{\nu}{\sqrt{1-E^{2}}}-1\right) \beta_{0}^{( \pm B)} & =0 . \tag{5.4.19}
\end{align*}
$$

Now, plugging (5.4.17) into (5.4.18) yields

$$
\begin{equation*}
\alpha_{j+1}^{( \pm B)}=\frac{\frac{E \nu}{\sqrt{1-E^{2}}}+j \pm B+1}{(j \pm B+1)^{2}-B^{2}} \alpha_{j}^{( \pm B)} \tag{5.4.20}
\end{equation*}
$$

From (5.4.20) one sees that, unless $\alpha_{j_{0}}^{( \pm B)}=0$ for some $j_{0}$, in which case $\alpha_{j}^{( \pm B)}=0$ for all $j \geqslant j_{0}$, one has

$$
\begin{equation*}
\frac{\alpha_{j+1}^{( \pm B)}}{\alpha_{j}^{( \pm B)}}=j^{-1}+O\left(j^{-2}\right) \quad \text { as } j \rightarrow+\infty \tag{5.4.21}
\end{equation*}
$$

implying that $\sum_{j} \alpha_{j}^{( \pm B)} \rho^{j}$ grows faster than $e^{\rho / 2}$ at infinity and hence fails to belong to $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}, e^{-\rho} \mathrm{d} \rho\right)$. Through the transformation (5.4.16) this implies that

- at least one among $\sum_{j} a_{j}^{(B)} \rho^{B+j}$ and $\sum_{j} b_{j}^{(B)} \rho^{B+j}$,
- and at least one among $\sum_{j} a_{j}^{(-B)} \rho^{-B+j}$ and $\sum_{j} b_{j}^{(-B)} \rho^{-B+j}$
are series that diverge faster than $e^{\rho / 2}$. This poses the issue of admissibility (in particular, of the square-integrability) of the spinor-valued function $\phi$ given by (5.4.11)-(5.4.12), for which the only possible affirmative answers are the following three.

First case: $\phi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, e^{-\rho} \mathrm{d} \rho\right)$ because the $B$-series in (5.4.11) and the $B$-series in (5.4.12) are actually truncated (i.e., polynomials), whereas the $(-B)$-series in (5.4.11) and the $(-B)$-series in (5.4.12) vanish identically. This is obtained by imposing that $\alpha_{n+1}^{(B)}=0$ for some $n \in \mathbb{N}_{0}$ and that all the $a_{j}^{(-B)}$,s and $b_{j}^{(-B)}$,s vanish. Then (5.4.20) constrains $E$ to attain one of the values

$$
\begin{equation*}
E_{n}=-\left(1+\frac{\nu^{2}}{\left(n+\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-\frac{1}{2}} \quad n \in \mathbb{N} \tag{5.4.22}
\end{equation*}
$$

From (5.4.17) it is seen that the vanishing of $\alpha_{n+1}$ implies the vanishing of $\beta_{j}$ for all $j \geqslant n+2$ while, from (5.4.18), one sees that $\beta_{n+1} \neq 0$. By direct inspection in (5.4.19) one sees that also $E_{n=0}$ given by (5.4.22) is an eigenvalue for which $\beta_{0} \neq 0$ and $\alpha_{0}=0$ (it is crucial in this step that $\nu>0$ ). Hence, for each value $E_{n}$, the corresponding $\phi$ has the form

$$
\begin{equation*}
\phi_{n}(\rho)=\rho^{B} e^{-\rho \sqrt{1-E_{n}^{2}}} \sum_{j=0}^{n+1}\binom{a_{j}^{(B)}}{b_{j}^{(B)}} \rho^{j}, \tag{5.4.23}
\end{equation*}
$$

and through the inverse transformation $\psi=U^{-1} \phi$ of (5.4.3) it is immediately recognised that $\psi$ satisfies the boundary condition (5.3.17) with $\beta=\infty$. This leads to the discrete spectrum of the distinguished extension $h_{D}$ : formula (5.4.22) is precisely the Sommerfeld's fine structure formula already introduced in (5.1.31).

Second case: $\phi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, e^{-\rho} \mathrm{d} \rho\right)$ because the $(-B)$-series in (5.4.11) and the $(-B)$-series in (5.4.12) are finite polynomials, whereas the $B$-series in (5.4.11) and the $B$-series in (5.4.12) vanish
identically. This is obtained by imposing that $\alpha_{n+1}^{(-B)}=0$ for some $n \in \mathbb{N}_{0}$ and that all the $a_{j}^{(B)}$, s and $b_{j}^{(B)}$ 's vanish. In this case (5.4.20) constrains $E$ to attain one of the values

$$
\begin{align*}
& E_{n}=-\left(1+\frac{\nu^{2}}{\left(n-\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-\frac{1}{2}} \quad n \in \mathbb{N},  \tag{5.4.24}\\
& E_{0}=B
\end{align*}
$$

the value $E_{0}$ being obtained by direct inspection in (5.4.19) analogously to what done for the analogous point in the previous case) and for each such value, the corresponding $\phi$ has the form

$$
\begin{equation*}
\phi_{n}(\rho)=\rho^{-B} e^{-\rho \sqrt{1-E_{n}^{2}}} \sum_{j=0}^{n+1}\binom{a_{j}^{(-B)}}{b_{j}^{(-B)}} \rho^{j} \tag{5.4.25}
\end{equation*}
$$

Through the inverse transformation $\psi=U^{-1} \phi$ of (5.4.3) it is immediately recognised that $\psi$ satisfies the boundary condition (5.3.17) with

$$
\begin{equation*}
\beta=-\frac{d_{\nu}}{c_{\nu}} . \tag{5.4.26}
\end{equation*}
$$

This is another self-adjoint realisation of the Dirac-Coulomb Hamiltonian, different from $h_{D}$, which arises in this second case, where discussion mirrored the discussion of the first case for the distinguished extension. We shall refer to this realisation as the 'mirror distinguished' extension $h_{M D}$. We have thus found the discrete spectrum of $h_{M D}$, the eigenvalue formula (5.4.24) providing the modification of Sommerfeld's formula for this Dirac-Coulomb Hamiltonian.

It is crucial to observe at this point that the two eigenvalue formulas (5.4.22) and (5.4.24) do not have any value in common. As a consequence, even if combining together the truncation of the first case (in the $B$-series) and the truncation of the second case (in the ( $-B$ )-series) would produce a function $\phi$ that belongs to $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}, e^{-\rho} \mathrm{d} \rho\right)$, such $\phi$ could not correspond to any definite value $E$, i.e., $\phi$ could not be a solution to (5.4.3).

Truncation in (5.4.11)-(5.4.12) produces admissible solutions only of the form of truncated series of $B$-type or truncated series of $(-B)$-type. This explains why the only remaining case is the following.

Third case: $\phi$ has the form (5.4.11)-(5.4.12) where both component $\phi^{+}$and $\phi^{-}$contain two series that diverge faster than $e^{\rho / 2}$ at infinity, whose sum however produces a compensation such that $\phi$ belongs to $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, e^{-\rho} \mathrm{d} \rho\right)$. This yields then an admissible eigenfunction $\psi=U^{-1} \phi$ with eigenvalue $E$. Matching the coefficients of the expansion

$$
\phi(\rho)=\rho^{-B}\binom{a_{0}^{(-B)}}{b_{0}^{(-B)}}+\rho^{B}\binom{a_{0}^{(B)}}{b_{0}^{(B)}}+\cdots \quad \text { as } \rho \downarrow 0
$$

through the transformation $\psi=U^{-1} \phi$, to the general boundary condition (5.3.17) indicates which domain $\mathcal{D}\left(h_{\beta}\right)$ the vector $\psi$ belongs to.

Clearly, since in the third case above no truncation occurs in (5.4.11)-(5.4.12), the recursive formulas for the coefficients are now of no use and it is not possible to infer from them any closed formula for the eigenvalues of the realisation $h_{\beta}, \beta \notin\left\{-\frac{d_{\nu}}{c_{\nu}}, \infty\right\}$. In this sense, as announced at the beginning of this Section, the ODE methods discussed here only select the discrete spectrum (and a closed eigenvalue formula) for the distinguished extension $h_{D}$ and for the mirror distinguished extension $h_{M D}$.

To conclude this Subsection, we observe that in the sub-critical regime $\nu \in\left(0, \frac{\sqrt{3}}{2}\right)$, i.e., $B \in\left(\frac{1}{2}, 1\right)$, the argument that led to the general form (5.4.11)-(5.4.12) is precisely the same, but of course in this regime $\rho^{-B}$ fails to be square-integrable near the origin, meaning that the whole $(-B)$-series in (5.4.11)-(5.4.12) must vanish identically. The only admissible solution is then that obtained with a truncation as in the first case, which leads again, as should be, to Sommerfeld's formula (5.4.22).

### 5.4.2 The eigenvalue problem by means of supersymmetric methods

A second, by now classical (see [109, 57, 30, 91]), approach to the determination of Sommerfeld's formula exploits the supersymmetric structure of the eigenvalue problem (5.4.1).

By means of the bounded and invertible linear transformation $A: L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ defined by

$$
A \xi:=\left(\begin{array}{cc}
-(1+B) & \nu  \tag{5.4.27}\\
\nu & -(1+B)
\end{array}\right)\binom{\xi^{+}}{\xi^{-}}
$$

it is convenient to turn the problem (5.4.1) into the form

$$
\begin{align*}
0 & =\sigma_{2} A^{-1} \sigma_{2}\left(h_{\beta}-E \mathbb{1}\right) A \phi \\
& =\left[\left(\begin{array}{cc}
0 & -\frac{\mathrm{d}}{\mathrm{~d} r}+\frac{B}{r}+\frac{\nu E}{B} \\
\frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{B}{r}+\frac{\nu E}{B} & 0
\end{array}\right)-\left(\begin{array}{cc}
\frac{E}{B}-1 & 0 \\
0 & \frac{E}{B}+1
\end{array}\right)\right] \phi \tag{5.4.28}
\end{align*}
$$

having set

$$
\begin{equation*}
\phi:=A^{-1} \psi \tag{5.4.29}
\end{equation*}
$$

Next, in terms of the differential operators

$$
\begin{equation*}
D^{ \pm}:= \pm \frac{\mathrm{d}}{\mathrm{~d} r}+\frac{B}{r}+\frac{\nu E}{B} \tag{5.4.30}
\end{equation*}
$$

acting on scalar functions, and of the differential operators

$$
Q:=\left(\begin{array}{cc}
\mathbb{D} & D^{-}  \tag{5.4.31}\\
D^{+} & \mathbb{D}
\end{array}\right) \quad \text { and } \quad H:=Q^{2}=\left(\begin{array}{cc}
D^{-} D^{+} & \mathbb{O} \\
\mathbb{D} & D^{+} D^{-}
\end{array}\right)
$$

acting on spinor functions, equation (5.4.28) reads

$$
Q \phi=\left(\begin{array}{cc}
\frac{E}{B}-1 & 0  \tag{5.4.32}\\
0 & \frac{E}{B}+1
\end{array}\right) \phi
$$

whence

$$
H \phi=Q^{2} \phi=Q\left(\begin{array}{cc}
\frac{E}{B}-1 & 0  \tag{5.4.33}\\
0 & \frac{E}{B}+1
\end{array}\right) \phi=\left(\begin{array}{cc}
\frac{E}{B}+1 & 0 \\
0 & \frac{E}{B}-1
\end{array}\right) Q \phi=\left(\frac{E^{2}}{B^{2}}-1\right) \phi
$$

equivalently,

$$
\begin{align*}
D^{+} D^{-} \phi^{-} & =\left(\frac{E^{2}}{B^{2}}-1\right) \phi^{-}  \tag{5.4.34}\\
D^{-} D^{+} \phi^{+} & =\left(\frac{E^{2}}{B^{2}}-1\right) \phi^{+}
\end{align*}
$$

Equation (5.4.33) or (5.4.34) is the actual supersymmetric form of (5.4.1). The structure is indeed the same as for the triple ( $\mathscr{H}, \mathscr{P}, \mathscr{Q}$ ), where (see, e.g., [32, Section 6.3] and [111, Section 5.1]), for some densely defined operator $D$ on $L^{2}\left(\mathbb{R}^{+}\right)$,

$$
\mathscr{Q}:=\left(\begin{array}{cc}
\mathbb{D} & D^{*}  \tag{5.4.35}\\
D & \mathbb{O}
\end{array}\right), \quad \mathscr{P}:=\left(\begin{array}{cc}
\mathbb{1} & \mathbb{D} \\
\mathbb{D} & -\mathbb{1}
\end{array}\right), \quad \mathscr{H}:=\mathscr{Q}^{2}=\left(\begin{array}{cc}
D^{*} D & \mathbb{D} \\
\mathbb{D} & D D^{*}
\end{array}\right)
$$

are self-adjoint operators on $L^{2}\left(\mathbb{R}^{+}\right) \oplus L^{2}\left(\mathbb{R}^{+}\right) \cong L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}\right)$ with the properties that $\mathscr{P}^{2}=\mathbb{1}$, $\mathscr{P} \mathcal{D}(\mathscr{H})=\mathcal{D}(\mathscr{H}), \mathscr{P} \mathcal{D}(\mathscr{Q})=\mathcal{D}(\mathscr{Q})$, and $\{\mathscr{Q}, \mathscr{P}\}=\mathbb{O}$. Thus, $\mathscr{P}$ is an involution (the 'grading operator'), $\mathscr{Q}$ is a 'supercharge' with respect to such involution, and $\mathscr{H}$ is a Hamiltonian 'with supersymmetry'. Moreover, standard spectral arguments show that the two spectra $\sigma\left(D^{*} D\right)$ and $\sigma\left(D D^{*}\right)$ with respect to $L^{2}\left(\mathbb{R}^{+}\right)$lie both in $[0,+\infty)$ and coincide, and in particular the eigenvalues are the same, but for possibly the value zero.

In the present case we did not elaborate on the domain of $D^{ \pm}$when applied to $L^{2}\left(\mathbb{R}^{+}\right)$, however it is clear that the two operators are formally adjoint to each other. The fact that the eigenvalues of $D^{+} D^{-}$and $D^{-} D^{+}$relative to square-integrable eigenfunctions are non-negative follows from a trivial integration by parts; the fact that those such eigenvalues that are strictly positive are the same for both $D^{+} D^{-}$and $D^{-} D^{+}$is also an immediate algebraic consequence, for $D^{-} D^{+} f=\lambda f$ for $\lambda \neq 0$ implies that $D^{+} f \neq 0$ and $D^{+} D^{-}\left(D^{+} f\right)=\lambda\left(D^{+} f\right)$, the same then holding also when roles of $D^{+}$and $D^{-}$are exchanged.

The solutions $(E, \psi)$ to the problem (5.4.1), with chosen realisation $h_{\beta}$, can be read out from (5.4.33)-(5.4.34). Let us start with the 'ground state' solutions, where 'ground state' here is referred to the lowest possible eigenvalue of $H$, namely the value zero, and hence, because of (5.4.33), the smallest possible $|E|$ for the eigenvalue $E$ of the considered realisation $h_{\beta}$. First of all, the ground state energy $E_{0}$ must satisfy $E_{0}^{2}=B^{2}$, as follows from (5.4.33).

Out of the two possibilities, one is then to take $D^{-} \phi^{-}=0$ in (5.4.34), with $E=E_{0}$ to be determined, which is an ODE whose solutions are the multiples of

$$
\phi^{-}(r)=r^{B} e^{\frac{\nu E_{0}}{B} r}
$$

For such $\phi^{-}$to be square-integrable, $\nu E_{0}<0$, thus $E_{0}=-B$ since $\nu>0$. Correspondingly, the second equation in (5.4.34) is $D^{-} D^{+} \phi^{+}=0$ for some $\phi^{+} \in L^{2}\left(\mathbb{R}^{+}\right)$. This is equivalent to $D^{+} \phi^{+}=0$, thanks to the fact that $D^{-}$is the formal adjoint of $D^{+}$. The latter ODE is solved by the multiples of $r^{-B} e^{-\frac{\nu E_{0}}{B} r}$, which is not square-integrable at infinity, whence $\phi^{+}=0$. Alternatively, one may argue that the corresponding $\phi^{+}$to the above $\phi^{-}$is read out directly from (5.4.32): it must be (a multiple of)

$$
\left(\frac{E_{0}}{B}-1\right)^{-1}\left(D^{-} \phi^{-}\right)(r)=\left(\frac{E_{0}}{B}-1\right)^{-1}\left(\frac{\mathrm{~d}}{\mathrm{~d} r}+\frac{B}{r}+\frac{\nu E_{0}}{B}\right)\left(r^{B} e^{\frac{\nu E_{0}}{B} r}\right)
$$

and it must be square-integrable, which forces $\phi^{+}$to be necessarily null, for the above function fails to be square-integrable at the origin.

We have thus found a solution $(E, \phi)$ to the problem (5.4.34) with smallest possible $|E|$ and square-integrable $\phi$, namely the pair $\left(E_{0}, \phi_{0}\right)$ (up to multiples of $\phi_{0}$ ) given by

$$
\begin{equation*}
E_{0}=-B, \quad \phi_{0}(r)=r^{B} e^{\frac{\nu E_{0}}{B} r}\binom{0}{1} \tag{5.4.36}
\end{equation*}
$$

Through (5.3.5) and the transformation (5.4.29), and in view of the classification (5.3.18), Theorem $5.3 .5(\mathrm{i})$-(ii), we see that (5.4.36) corresponds to the pair $\left(E_{0}, \psi_{0}\right)$ given by

$$
\begin{equation*}
E_{0}=-\left(1+\frac{\nu^{2}}{1-\nu^{2}}\right)^{-\frac{1}{2}}, \quad \psi_{0}(r)=r^{B} e^{\frac{\nu E_{0}}{B} r}\binom{\nu}{-(1+B)} \in \mathcal{D}\left(h_{D}\right) \tag{5.4.37}
\end{equation*}
$$

which is the ground state solution to the initial eigenvalue problem (5.4.1) for $\beta=\infty$, and hence for the distinguished self-adjoint realisation of the Dirac-Coulomb Hamiltonian.

By a completely analogous reasoning, the other possibility is to look for ground state solutions to (5.4.34) with $D^{+} \phi^{+}=0$, and $E=E_{0}$ to be determined, an ODE solved by the multiples of

$$
\phi^{+}(r)=r^{-B} e^{-\frac{\nu E_{0}}{B} r},
$$

and such $\phi^{+}$is only square-integrable if $E_{0}=B>0$. Correspondingly, the first equation in (5.4.34) is $D^{+} D^{-} \phi^{-}=0$, equivalently, $D^{-} \phi^{-}=0$, which is solved by multiples of $r^{B} e^{\frac{\nu E_{0}}{B} r}$; the latter function failing to be square integrable at infinity, one thus ends up with the solution $\left(E_{0}, \phi_{0}\right)$ (up to multiples of $\phi_{0}$ ) given by

$$
\begin{equation*}
E_{0}=B, \quad \phi_{0}(r)=r^{-B} e^{-\frac{\nu E_{0}}{B} r}\binom{1}{0} \tag{5.4.38}
\end{equation*}
$$

Thus, again using (5.4.29), and comparing the expansion

$$
r^{-B} e^{-\frac{\nu E_{0}}{B} r}=r^{-B}-\frac{\nu E_{0}}{B} r^{1-B}+o\left(r^{1-B}\right) \quad \text { as } r \downarrow 0
$$

with the general classification (5.3.18), whence now $g_{0}^{+}=1, g_{1}^{+}=0, c_{\nu} \beta+d_{\nu}=0$, we see that another ground state solution to (5.4.1) is the pair $\left(E_{0}, \psi_{0}\right)$ given by

$$
\begin{equation*}
E_{0}=\left(1+\frac{\nu^{2}}{1-\nu^{2}}\right)^{-\frac{1}{2}}, \quad \psi_{0}(r)=r^{-B} e^{-\frac{\nu E_{0}}{B} r}\binom{-(1+B)}{\nu} \in \mathcal{D}\left(h_{M D}\right) \tag{5.4.39}
\end{equation*}
$$

and this is the ground state solution for the mirror distinguished ( $\beta=-d_{\nu} / c_{\nu}$ ) self-adjoint realisation $h_{M D}$ already introduced in Subsection 5.4.1, formula (5.4.26).

Significantly, no other realisations can be monitored through the supersymmetric scheme above, but those with $\beta=\infty$ or $\beta=-d_{\nu} / c_{\nu}$.

The excited states too are determined within the supersymmetric scheme. Let

$$
\begin{equation*}
D_{n}^{ \pm}:= \pm \frac{\mathrm{d}}{\mathrm{~d} r}+\frac{B_{n}}{r}+\frac{\nu E}{B_{n}}, \quad B_{n}:=B+n, \quad n \in \mathbb{N}_{0} \tag{5.4.40}
\end{equation*}
$$

Clearly $B=B_{0}, D^{ \pm}=D_{0}^{ \pm} . D_{n}^{+}$and $D_{n}^{-}$are formally adjoint. From

$$
D_{n}^{ \pm} D_{n}^{\mp}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} r^{2}}+\frac{B_{n}\left(B_{n} \mp 1\right)}{r^{2}}+\frac{2 \nu E}{r}+\frac{\nu^{2} E^{2}}{B_{n}^{2}}
$$

one deduces

$$
\begin{equation*}
D_{n}^{ \pm} D_{n}^{\mp} f=\left(E^{2}\left(1+\frac{\nu^{2}}{B_{n}^{2}}\right)-1\right) f \quad \Leftrightarrow \quad-f^{\prime \prime}+\frac{B_{n}\left(B_{n} \mp 1\right)}{r^{2}} f+\frac{2 \nu E}{r} f-E^{2} f=0 \tag{5.4.41}
\end{equation*}
$$

Thus, the equation in (5.4.41) with the lower signs is the same as the equation with the upper signs and with $B_{n}$ replaced by $B_{n+1}$. This is the basis for an iterative argument, as follows.

As a first step, as a consequence of (5.4.41), the equation $D^{-} D^{+} \phi^{+}=\left(\frac{E^{2}}{B^{2}}-1\right) \phi^{+}$of the problem (5.4.33) is equivalent to $D_{1}^{+} D_{1}^{-} \phi^{+}=\left(E^{2}\left(1+\frac{\nu^{2}}{(B+1)^{2}}\right)-1\right) \phi^{+}$, which can be regarded as the first scalar equation of

$$
\left(\begin{array}{cc}
D_{1}^{-} D_{1}^{+} & \mathbb{O}  \tag{5.4.42}\\
\mathbb{( D} & D_{1}^{+} D_{1}^{-}
\end{array}\right)\binom{\xi_{1}^{+}}{\xi_{1}^{-}}=\left(E^{2}\left(1+\frac{\nu^{2}}{(B+1)^{2}}\right)-1\right)\binom{\xi_{1}^{+}}{\xi_{1}^{-}}, \quad \xi_{1}^{-}:=\phi^{+}
$$

The ground state solution $\left(E_{1}, \xi_{1}^{(\mathrm{gs})}\right)$ to the new supersymmetric problem (5.4.42) is obtained in complete analogy to the argument that led to (5.4.36), whence

$$
\begin{equation*}
E_{1}=-\left(1+\frac{\nu^{2}}{(B+1)^{2}}\right)^{-\frac{1}{2}}, \quad \xi_{1}^{(\mathrm{gs})}(r)=r^{B+1} e^{\frac{\nu E_{1}}{B+1} r}\binom{0}{1} \tag{5.4.43}
\end{equation*}
$$

(The other solution that one would find in complete analogy to the argument that led to (5.4.38) is not square integrable.) In turn, using $\phi^{+}=\xi_{1}^{-},(5.4 .43)$ corresponds to a solution $\phi_{1}^{+}$to the equation $D^{-} D^{+} \phi^{+}=\left(\frac{E_{1}^{2}}{B^{2}}-1\right) \phi^{+}$, and hence to a solution $\left(E_{1}, \phi_{1}\right)$ to the original problem (5.4.32)-(5.4.33), given by

$$
\begin{align*}
E_{1} & =-\left(1+\frac{\nu^{2}}{(B+1)^{2}}\right)^{-\frac{1}{2}}<E_{0}<0 \\
\phi_{1}^{+}(r) & =r^{B+1} e^{\frac{\nu E_{1}}{B+1} r}  \tag{5.4.44}\\
\phi_{1}^{-}(r) & =\left(\frac{E_{1}}{B}+1\right)^{-1}\left(D^{+} \phi_{1}^{+}\right)(r) .
\end{align*}
$$

Clearly $\left(D^{+} \phi_{1}^{+}\right)(r) \sim r^{B}$ as $r \downarrow 0$, and all together $\psi_{1}:=A \phi_{1} \in \mathcal{D}\left(h_{D}\right)$ : thus, $\left(E_{1}, \psi_{1}\right)$ gives the first excited state for the eigenvalue problem (5.4.1) for the distinguished realisation $h_{D}$.

The procedure is repeated for the iterated supersymmetric problems

$$
\left.\begin{array}{rl}
\left(\begin{array}{cc}
\mathbb{O} & D_{n-1}^{-} \\
D_{n+1}^{+} & \mathbb{D}
\end{array}\right)\binom{\xi_{n-1}^{+}}{\xi_{n-1}^{-}} & =\left(\begin{array}{cc}
E \sqrt{1+\frac{\nu^{2}}{B_{n-1}^{2}}}-1 & \mathbb{O} \\
\mathbb{D} & E \sqrt{1+\frac{\nu^{2}}{B_{n-1}^{2}}}+1
\end{array}\right)\binom{\xi_{n-1}^{+}}{\xi_{n-1}^{-}}  \tag{5.4.45}\\
\left(\begin{array}{cc}
D_{n}^{-} D_{n}^{+} & \mathbb{O} \\
\mathbb{D} & D_{n}^{+} D_{n}^{-}
\end{array}\right)\binom{\xi_{n}^{+}}{\xi_{n}^{-}} & =\left(E^{2}\left(1+\frac{\nu^{2}}{B_{n}^{2}}\right)-1\right.
\end{array}\right)\binom{\xi_{n}^{+}}{\xi_{n}^{-}}, \quad \xi_{n}^{-}=\xi_{n-1}^{+} .
$$

The admissible ground state solution $\left(E_{n}, \xi_{n}^{(\mathrm{gs})}\right)$ for the second equation in (5.4.45) is

$$
\begin{equation*}
E_{n}=-\left(1+\frac{\nu^{2}}{(B+n)^{2}}\right)^{-\frac{1}{2}}, \quad \xi_{n}^{(\mathrm{gs})}(r)=r^{B+n} e^{\frac{\nu E_{n}}{B+n} r}\binom{0}{1} \tag{5.4.46}
\end{equation*}
$$

then, by the first equation in (5.4.45) and the preceding iterations, the pair $\left(E_{n}, \phi_{n}\right)$ with

$$
\begin{equation*}
\phi_{n}:=\binom{\left.D_{n-1}^{+}\left(r^{B+n} e^{\frac{\nu E_{n}}{B+n} r}\right)^{\frac{\nu E_{n}}{} r}\right)}{D_{0}^{+} D_{1}^{+} \cdots D_{n-1}^{+}\left(r^{B+n} e^{\frac{\nu}{B+n}}\right.} \tag{5.4.47}
\end{equation*}
$$

gives the $n$-th excited state solution to the original problem (5.4.32)-(5.4.33). One immediately recognises that $\phi_{n}^{ \pm}(r) \sim r^{B}$ as $r \downarrow 0$, whence $\psi_{n}:=A \phi_{n} \in \mathcal{D}\left(h_{D}\right)$ : thus, $\left(E_{n}, \psi_{n}\right)$ gives the $n$-th excited state for the eigenvalue problem (5.4.1) for the distinguished realisation $h_{D}$.

With the analysis above one reproduces all energy levels of Sommerfeld's formula

$$
\begin{equation*}
E_{n}=-\left(1+\frac{\nu^{2}}{\left(n+\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-\frac{1}{2}}, \quad n \in \mathbb{N}_{0} \tag{5.4.48}
\end{equation*}
$$

and recognises that they all correspond to bound states for the distinguished realisation $h_{D}$ of the Dirac-Coulomb Hamiltonian.

By a completely symmetric iterative analysis which starts using

$$
\begin{equation*}
B_{n}:=B-n, \quad n \in \mathbb{N}_{0} \tag{5.4.49}
\end{equation*}
$$

instead of (5.4.40) and the same definitions for $D_{n}^{ \pm}$one sees that also the pairs $\left(E_{n}, \psi_{n}\right)$, with $\psi_{n}:=A \phi_{n}$ and

$$
\begin{equation*}
E_{n}:=-\left(1+\frac{\nu^{2}}{\left(n+\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-\frac{1}{2}}, \quad \phi_{n}:=\binom{D_{0}^{+} D_{1}^{+} \cdots D_{n-1}^{+}\left(r^{-B+n} e^{\frac{\nu E_{n}}{-B+n} r}\right)}{D_{n-1}^{+}\left(r^{-B+n} e^{\frac{\nu E_{n}}{-B+n} r}\right)} \tag{5.4.50}
\end{equation*}
$$

provide a complete set of solutions to the eigenvalue problem (5.4.1) for the mirror distinguished realisation $h_{M D}\left(\psi_{n} \in \mathcal{D}\left(h_{\beta}\right)\right.$ for $\left.\beta=-d_{\nu} / c_{\nu}\right)$.

### 5.5 Discrete spectrum of the generic extension

In this Section we prove Theorem 5.1.4 and Corollary 5.1.5.
For Theorem 5.1.4 we study the eigenvalue problem for $h_{\beta}$ in the form of the differential equation (5.4.3)-(5.4.4) already identified in Subsection 5.4.1. The key point is the intimate relation between the differential operator (5.4.4) and the confluent hypergeometric equation. Exploiting such a relation yields, in the operator-theoretic language of Theorem 5.3.5, the explicit expression for the eigenfunctions of the adjoint $h^{*}$ of $h$. Imposing further that such eigenfunctions satisfy the typical boundary condition for the $h_{\beta}$-extension brings eventually to the implicit eigenvalue formula (5.1.29).

Proof of Theorem 5.1.4. Let us start from the differential problem (5.4.1), re-written in the form (5.4.3)-(5.4.4).

For a solution $\phi$ to (5.4.3) with given $E \in(-1,1)$ we introduce, in analogy to (5.4.16), the two scalar functions $u_{1}$ and $u_{2}$ such that

$$
\begin{align*}
& \phi^{+}=\sqrt{1+E}\left(u_{1}+u_{2}\right) \\
& \phi^{-}=\sqrt{1-E}\left(u_{1}-u_{2}\right) . \tag{5.5.1}
\end{align*}
$$

Plugging (5.5.1) into (5.4.3)-(5.4.4) yields

$$
\begin{align*}
u_{2}^{\prime}+\left(\frac{k}{\rho}+\frac{\nu}{\rho \sqrt{1-E^{2}}}\right) u_{1}+\frac{\nu E}{\rho \sqrt{1-E^{2}}} u_{2} & =0  \tag{5.5.2}\\
-u_{1}^{\prime}+\left(1+\frac{\nu E}{\rho \sqrt{1-E^{2}}}\right) u_{1}+\left(\frac{\nu}{\rho \sqrt{1-E^{2}}}-\frac{k}{\rho}\right) u_{2} & =0,
\end{align*}
$$

and solving for $u_{1}$ in the first equation above and plugging it into the second equation gives a second order differential equation for $u_{2}$ which, re-written for the scalar function $v:=\rho^{B} u_{2}$, takes the form

$$
\begin{equation*}
\rho v^{\prime \prime}+(1-2 B-\rho) v^{\prime}-\left(\frac{\nu E}{\sqrt{1-E^{2}}}-B\right) v=0 . \tag{5.5.3}
\end{equation*}
$$

Equation (5.5.3) is a confluent hypergeometric equation - we refer, e.g., to [1, Chapter 13] for its definition and for the properties that we are going to use here below. Out of the two linearly independent solutions to (5.5.3), the Kummer function $M_{a, b}(\rho)$ and the Tricomi function $U_{a, b}(\rho)$ with parameters

$$
\begin{equation*}
a=\frac{\nu E}{\sqrt{1-E^{2}}}-B, \quad b=1-2 B, \tag{5.5.4}
\end{equation*}
$$

only the latter belongs to $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}, e^{-\rho} \mathrm{d} \rho\right)$, for

$$
\begin{aligned}
M_{a, b}(\rho) & =e^{r} \frac{r^{a-b}}{\Gamma(a)}\left(1+O\left(r^{-1}\right)\right) \\
U_{a, b}(\rho) & =r^{-a}\left(1+O\left(r^{-1}\right)\right)
\end{aligned} \quad \text { as } r \rightarrow+\infty .
$$

With $u_{2}=\rho^{-B} v=\rho^{-B} U_{a, b}(\rho)$, and with $u_{1}$ determined by (5.5.2) and the property

$$
U_{a, b}^{\prime}(\rho)=-a U_{a+1, b+1}(\rho),
$$

we reconstruct the solution $\phi$ by means of (5.5.1) and we find

$$
\begin{equation*}
\phi^{ \pm}(\rho)=\frac{\rho^{-B}}{k+\frac{\nu}{\sqrt{1-E^{2}}}}\left(\left(B \pm \nu \sqrt{\frac{1-E}{1+E}} \pm k\right) U_{a, b}(\rho)+a \rho U_{a+1, b+1}(\rho)\right) . \tag{5.5.5}
\end{equation*}
$$

Correspondingly, the solution $\psi=U^{-1} \phi$ to the differential problem $\widetilde{h} \psi=E \psi$, where $U$ : $L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right) \rightarrow L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, e^{-\rho} \mathrm{d} \rho\right)$ is the unitary map (5.4.2), takes the form

$$
\begin{gather*}
\psi^{ \pm}(r)=\frac{\left(2 r \sqrt{1-E^{2}}\right)^{-B} e^{-r \sqrt{1-E^{2}}}}{k+\frac{\nu}{\sqrt{1-E^{2}}}}\left(\sqrt{1 \pm E}\left(B \pm \nu \sqrt{\frac{1-E}{1+E}} \pm k\right) U_{a, b}\left(2 r \sqrt{1-E^{2}}\right)\right.  \tag{5.5.6}\\
\left.+2 a r \sqrt{1-E^{2}} U_{a+1, b+1}\left(2 r \sqrt{1-E^{2}}\right)\right) .
\end{gather*}
$$

From the above expression we deduce the asymptotics

$$
\begin{align*}
\psi^{+}(r)= & \frac{\Gamma(1-b)}{\Gamma(1+a-b)}\left(B+\nu \sqrt{\frac{1-E}{1+E}}+k\right) r^{-B}+\frac{\Gamma(b-1)}{\Gamma(a)}\left(2 \sqrt{1-E^{2}}\right)^{2 B}\left(\nu \sqrt{\frac{1-E}{1+E}}+k-B\right) r^{B}  \tag{5.5.7}\\
& +o\left(r^{1 / 2}\right) \quad \text { as } r \downarrow 0 .
\end{align*}
$$

Since $\widetilde{h} \psi=E \psi \in L^{2}\left(\mathbb{R}^{+}, \mathbb{C}^{2}, \mathrm{~d} r\right)$, then $\psi \in \mathcal{D}\left(h^{*}\right)$. Therefore, comparing (5.5.4) and (5.5.7) above with the general formulas (5.3.16)-(5.3.15) of Theorem 5.3.5, we read out the coefficients

$$
\begin{align*}
& g_{0}^{+}=\frac{\Gamma(2 B)}{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}+B\right)}\left(\nu \sqrt{\frac{1-E}{1+E}}+k+B\right)  \tag{5.5.8}\\
& g_{1}^{+}=\left(2 \sqrt{1-E^{2}}\right)^{2 B} \frac{\Gamma(-2 B)}{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}-B\right)}\left(\nu \sqrt{\frac{1-E}{1+E}}+k-B\right)
\end{align*}
$$

of the small- $r$ expansion $\psi(r)=g_{0} r^{-B}+g_{1} r^{B}+o\left(r^{1 / 2}\right)$.
We are now in the condition to apply our classification formula (5.3.17) to such $\psi$. Upon setting

$$
\begin{equation*}
\mathfrak{F}_{\nu, k}(E):=\frac{g_{1}^{+}}{g_{0}^{+}}=\left(2 \sqrt{1-E^{2}}\right)^{2 B} \frac{\Gamma(-2 B)}{\Gamma(2 B)} \frac{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}+B\right)}{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}-B\right)} \frac{\nu \sqrt{\frac{1-E}{1+E}}+k-B}{\nu \sqrt{\frac{1-E}{1+E}}+k+B} \tag{5.5.9}
\end{equation*}
$$

we deduce from (5.5.8) and (5.3.17) that the function $\psi \in \mathcal{D}\left(h^{*}\right)$ determined so far actually belongs to $\mathcal{D}\left(h_{\beta}\right)$, and therefore is a solution to $h_{\beta} \psi=E \psi$, if and only if $E$ satisfies

$$
\begin{equation*}
\mathfrak{F}_{\nu, k}(E)=c_{\nu, k} \beta+d_{\nu, k} \tag{5.5.10}
\end{equation*}
$$

which then proves (5.1.29).
It is straightforward to deduce from the properties of the $\Gamma$-function that the map $(-1,1) \ni E \mapsto$ $\mathfrak{F}_{\nu, k}(E)$ has the following features. $\mathfrak{F}_{\nu, k}$ has vertical asymptotes corresponding to the roots of

$$
\begin{equation*}
\frac{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}+B\right)}{\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}-B\right)} \times \frac{\nu \sqrt{\frac{1-E}{1+E}}+k-B}{\nu \sqrt{\frac{1-E}{1+E}}+k+B}=\infty \tag{5.5.11}
\end{equation*}
$$

As we shall determine in detail working out equation (5.5.11) in the proof of Corollary 5.1.5, such roots are indeed countably many and the corresponding asymptotes are located at the points $E=E_{n}$, with $E_{n}$ given by formula (5.1.31). Therefore the asymptotes accumulate at $E=-1$ for $\nu>0$ and at $E=1$ for $\nu<0$. When $\nu>0$, in each interval $\left(E_{n+1}, E_{n}\right)$, as well as in the interval $\left(E_{n_{0}}, 1\right), \mathfrak{F}_{\nu, k}$ is smooth and strictly monotone decreasing; the value $\mathfrak{F}_{\nu}(1)$ is finite and negative. When $\nu<0$ one has conversely that in each interval $\left(E_{n}, E_{n+1}\right)$, as well as in the interval $\left(-1, E_{n_{0}}\right), \mathfrak{F}_{\nu, k}$ is smooth and strictly monotone increasing.

Thus, the range of $\mathfrak{F}_{\nu, k}$ is the whole real line, which makes the equation (5.5.10) always solvable for any $\beta$, again with a countable collection of roots. This completes the proof.

The behaviour of $E \mapsto \mathfrak{F}_{\nu, k}(E)$ discussed above is illustrated in Figure 5.3 for $k=1$ and $\nu>0$. Observe that in this case the points $E_{n}$ where the vertical asymptotes are located at are all negative and $E_{n} \rightarrow-1$ as $n \rightarrow+\infty$. For $\beta \in\left(-\infty, \mathfrak{F}_{\nu, k}(1)\right) \cup\left(d_{\nu, k},+\infty\right)$ all such roots are strictly negative, whereas for $\beta \in\left(\mathfrak{F}_{\nu, k}(1), d_{\nu, k}\right)$ the lowest root (and only that one) is strictly positive. As to be expected, $\mathfrak{F}_{\nu, k}(0)=d_{\nu, k}$, as one can easily see by comparing the value $\mathfrak{F}_{\nu, k}(0)$ obtained from (5.5.9) with the quantity $d_{\nu}$ given by (5.3.43)/(5.3.18).

Let us now move to the derivation of Sommerfeld's formula from our general eigenvalue equation.
Proof of Corollary 5.1.5. The goal is to determine the roots of $\mathfrak{F}_{\nu, k}(E)=\infty$, equivalently, the roots of equation (5.5.11). For each of the four factors

$$
\begin{aligned}
P_{\nu}(E) & :=\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}+B\right) \\
Q_{\nu, k}(E) & :=\nu \sqrt{\frac{1-E}{1+E}}+k-B \\
R_{\nu, k}(E) & :=\nu \sqrt{\frac{1-E}{1+E}}+k+B \\
S_{\nu}(E) & :=\Gamma\left(\frac{\nu E}{\sqrt{1-E^{2}}}-B\right)
\end{aligned}
$$



Figure 5.3: Plot of $\mathfrak{F}_{\nu, k}(E)$ for $k=1$ and $\nu=0.9$ for $E \in(-1,0.3)$.
in the l.h.s. of (5.5.11) it is straightforward to find the following.

- $P_{\nu}(E)=\infty$ for $\frac{\nu E}{\sqrt{1-E^{2}}}+B=-n, n \in \mathbb{N}_{0}$, and hence for $E=-\operatorname{sign}(\nu) \mathcal{E}_{n}$ with

$$
\begin{equation*}
\mathcal{E}_{n}:=\left(1+\frac{\nu^{2}}{\left(n+\sqrt{1-\nu^{2}}\right)^{2}}\right)^{-\frac{1}{2}} \tag{5.5.12}
\end{equation*}
$$

- $Q_{\nu, k}(E)=0$ for

$$
\begin{array}{ll}
E=-B & \text { if } k=-1, \text { and } \nu>0 \\
E=B & \text { if } k=1 \text { and } \nu<0 \\
\text { no value of } E & \text { otherwise }
\end{array}
$$

- $R_{\nu, k}(E)=0$ for

$$
\begin{array}{ll}
E=-B & \text { if } k=1 \text { and } \nu<0 \\
E=B & \text { if } k=-1, \text { and } \nu>0 \\
\text { no value of } E & \text { otherwise }
\end{array}
$$

- $S_{\nu}(E)=\infty$ for $\frac{\nu E}{\sqrt{1-E^{2}}}-B=-n, n \in \mathbb{N}_{0}$, and hence for $E=\operatorname{sign}(\nu) \mathcal{E}_{-n}$ with $\mathcal{E}_{n}$ defined in (5.5.12).

Therefore, for the problem $\mathfrak{F}_{\nu, k}(E)=\infty$, which is equivalent to

$$
Z_{\nu, k}(E):=\frac{P_{\nu}(E)}{S_{\nu}(E)} \frac{Q_{\nu, k}(E)}{R_{\nu, k}(E)}=\infty
$$

we can distinguish the following cases.
For all $k$ and $\nu$, then $Z_{\nu, k}(E)=\infty$ at least for $E=-\operatorname{sign}(\nu) \mathcal{E}_{n}$ with $n \geqslant 1$ (which makes $P_{\nu}$ diverge, keeping $Q_{\nu, k}, R_{\nu, k}$, and $S_{\nu}$ finite); the remaining possibilities $E= \pm B$ have to be discussed separately.

If $k$ and $\nu$ have the same sign, then $\lim _{E \rightarrow \pm B} Z_{\nu, k}(E)$ is either zero or infinity because only one among $P_{\nu}$ and $S_{\nu}$ diverges, $Q_{\nu, k}$ and $R_{\nu, k}$ remaining finite. Explicitly,

$$
\begin{array}{ll}
\lim _{E \rightarrow \mp B} Z_{\nu, k}(E)=\infty & \text { if } \nu \gtrless 0 \\
\lim _{E \rightarrow \pm B} Z_{\nu, k}(E)=0 & \text { if } \nu \gtrless 0
\end{array}
$$

Thus, the value $E=-\operatorname{sgn}(\nu) B$ is admissible and $E=\operatorname{sgn}(\nu) B$ is to be discarded. This proves formula (5.1.31) for the case $k$ and $\nu$ with the same sign.

If instead $k$ and $\nu$ have opposite sign, then $\lim _{E \rightarrow \pm B} Z_{\nu, k}(E)$ must be either determined resolving the indeterminate $P_{\nu} \cdot Q_{\nu, k}=\infty \cdot 0\left(R_{\nu, k}\right.$ and $S_{\nu}$ being finite) or resolving the indeterminate form $S_{\nu} \cdot R_{\nu, k}=\infty \cdot 0\left(P_{\nu}\right.$ and $Q_{\nu, k}$ being finite). Owing to the asymptotics $\Gamma(x) \sim x^{-1}$ as $x \rightarrow 0$ all these limits are finite and non-zero, which makes the values $\pm B$ not admissible. This discussion proves formula (5.1.31) for the case in which $k$ and $\nu$ have opposite sign.

## Chapter 6

## On Geometric Quantum Confinement in Grushin-type manifolds

In this chapter we present part of the content of my paper [52]. It is devoted to the study of the essential self-adjointness of the Laplace-Beltrami operator invariant under the action of a non-compact symmetry group.

### 6.1 Introduction and main results

We consider the family $\left\{M_{\alpha} \equiv\left(M, g_{\alpha}\right) \mid \alpha \in[0,+\infty)\right\}$ of Riemannian manifolds defined by

$$
\begin{align*}
M & :=\left\{(x, y) \mid x \in \mathbb{R}^{+}, y \in \mathbb{R}\right\} \\
g_{\alpha} & :=\mathrm{d} x \otimes \mathrm{~d} x+\frac{1}{x^{2 \alpha}} \mathrm{~d} y \otimes \mathrm{~d} y=\mathrm{d} x^{2}+\frac{1}{x^{2 \alpha}} \mathrm{~d} y^{2} \tag{6.1.1}
\end{align*}
$$

The value $\alpha=1$ selects the standard example of two-dimensional Grushin manifold [24, Chapter 11], or Grushin plane, and all other members of the above family, as well as of the even larger family defined in (6.1.13) below, will be generically referred to as (two-dimensional) Grushin-type manifolds. The value $\alpha=0$ selects the Euclidean half-plane.

A straightforward computation [2, 16, 92] shows that the Gaussian (sectional) curvature $K_{\alpha}$ of $M_{\alpha}$ is

$$
\begin{equation*}
K_{\alpha}(x, y)=-\frac{\alpha(\alpha+1)}{x^{2}} \tag{6.1.2}
\end{equation*}
$$

hence $M_{\alpha}$ is a hyperbolic manifold whenever $\alpha>0$.
Each $M_{\alpha}$ is clearly parallelizable, a global orthonormal frame being

$$
\begin{equation*}
\left\{X_{1}, X_{2}^{(\alpha)}\right\}=\left\{\binom{1}{0},\binom{0}{x^{\alpha}}\right\} \equiv\left\{\frac{\partial}{\partial x}, x^{\alpha} \frac{\partial}{\partial y}\right\} \tag{6.1.3}
\end{equation*}
$$

Remark 6.1.1. Upon extending $\left\{X_{1}, X_{2}^{(\alpha)}\right\}$ to the whole $\mathbb{R}^{2}$ with $X_{2}^{(\alpha)}:=\binom{0}{|x|^{\alpha}}$ and defining

$$
\begin{align*}
M^{+} & :=M, \quad M^{-}:=\left\{(x, y) \mid x \in \mathbb{R}^{-}, y \in \mathbb{R}\right\}  \tag{6.1.4}\\
\mathcal{Z} & :=\{(0, y) \mid y \in \mathbb{R}\}
\end{align*}
$$

one has now the Lie bracket $\left[X_{1}, X_{2}^{(\alpha)}\right]=\binom{0}{\alpha|x|^{\alpha-1}}$. Thus, if $\alpha=1$ the fields $X_{1}, X_{2}^{(\alpha)}$ define an almost-Riemannian structure on $\mathbb{R}^{2}=M^{+} \cup \mathcal{Z} \cup M^{-}$, following the notation used in the literature, for a rigorous definition of which we refer, e.g., to $[2$, Sec. 1] or [93, Sect. 7.1]: the Lie bracket generating condition

$$
\begin{equation*}
\operatorname{dim} \operatorname{Lie}_{(x, y)} \operatorname{span}\left\{X_{1}, X_{2}^{(\alpha)}\right\}=2 \quad \forall(x, y) \in \mathbb{R}^{2} \tag{6.1.5}
\end{equation*}
$$

is satisfied in this case. For $\alpha \in(0,1)$ the field $X_{2}^{(\alpha)}$ is not smooth, which prevents $X_{1}, X_{2}^{(\alpha)}$ to define an almost-Riemannian structure. However, on $\mathbb{R}^{2} \backslash \mathcal{Z}$ the fields $X_{1}, X_{2}^{(\alpha)}$ do define a Riemannian structure for every $\alpha \geqslant 0$ given by

$$
\begin{equation*}
g_{\alpha}:=\mathrm{d} x \otimes \mathrm{~d} x+\frac{1}{|x|^{2 \alpha}} \mathrm{~d} y \otimes \mathrm{~d} y \tag{6.1.6}
\end{equation*}
$$

To each $M_{\alpha}$ one naturally associates the Riemannian volume form

$$
\begin{equation*}
\mu_{\alpha}:=\operatorname{vol}_{g_{\alpha}}=\sqrt{\operatorname{det} g_{\alpha}} \mathrm{d} x \wedge \mathrm{~d} y=x^{-\alpha} \mathrm{d} x \wedge \mathrm{~d} y \tag{6.1.7}
\end{equation*}
$$

By means of (6.1.3) and (6.1.7) one computes

$$
\begin{align*}
X_{1}^{2} & =\frac{\partial^{2}}{\partial x^{2}}, \quad \operatorname{div}_{\mu_{\alpha}} X_{1}=-\frac{\alpha}{x} \\
\left(X_{2}^{(\alpha)}\right)^{2} & =x^{2 \alpha} \frac{\partial^{2}}{\partial y^{2}}, \quad \operatorname{div}_{\mu_{\alpha}} X_{2}^{(\alpha)}=0 \tag{6.1.8}
\end{align*}
$$

whence

$$
\begin{align*}
\Delta_{\mu_{\alpha}} & =\operatorname{div}_{\mu_{\alpha}} \circ \nabla \\
& =X_{1}^{2}+X_{2}^{2}+\left(\operatorname{div}_{\mu_{\alpha}} X_{1}\right) X_{1}+\left(\operatorname{div}_{\mu_{\alpha}} X_{2}^{(\alpha)}\right) X_{2}^{(\alpha)}  \tag{6.1.9}\\
& =\frac{\partial^{2}}{\partial x^{2}}+x^{2 \alpha} \frac{\partial^{2}}{\partial y^{2}}-\frac{\alpha}{x} \frac{\partial}{\partial x}
\end{align*}
$$

which is the (Riemannian) Laplace-Beltrami operator on $M_{\alpha}$.
In the Hilbert space

$$
\begin{equation*}
\mathcal{H}_{\alpha}:=L^{2}\left(M, \mathrm{~d} \mu_{\alpha}\right), \tag{6.1.10}
\end{equation*}
$$

understood as the completion of $C_{c}^{\infty}(M)$ with respect to the scalar product

$$
\begin{equation*}
\langle\psi, \varphi\rangle_{\alpha}:=\iint_{\mathbb{R}^{+} \times \mathbb{R}} \overline{\psi(x, y)} \varphi(x, y) \frac{1}{x^{\alpha}} \mathrm{d} x \mathrm{~d} y \tag{6.1.11}
\end{equation*}
$$

we consider the 'minimal' free Hamiltonian ${ }^{1}$

$$
\begin{equation*}
H_{\alpha}:=-\Delta_{\mu_{\alpha}}, \quad \mathcal{D}\left(H_{\alpha}\right):=C_{c}^{\infty}(M) \tag{6.1.12}
\end{equation*}
$$

which is a densely defined, symmetric, lower semi-bounded operator (symmetry in particular follows from Green's identity).

Our main question then becomes for which $\alpha$ 's the operator $H_{\alpha}$ is or is not essentially self-adjoint with respect to the Hilbert space $\mathcal{H}_{\alpha}$, and hence for which $\alpha$ 's one has or has not purely geometric quantum confinement in the manifold $M_{\alpha}$.

Our main results read as follows.

[^7]Theorem 6.1.2. If $\alpha \in[0,1)$, then the operator $H_{\alpha}$ is not essentially self-adjoint and therefore there is no geometric quantum confinement in the Grushin plane $M_{\alpha}$.

Theorem 6.1.3. If $\alpha \in[1,+\infty)$, then the operator $H_{\alpha}$ is essentially self-adjoint and therefore the Grushin plane $M_{\alpha}$ provides geometric quantum confinement.

Remark 6.1.4. In the absence of essential self-adjointness, the deficiency index of $H_{\alpha}$ is infinite, as we shall show in the more general Theorem 6.1.6(iii) below. This opens the interesting problem, from the point of view of the quantum-mechanical interpretation, of classifying the self-adjoint extensions of $H_{\alpha}$ in terms of boundary conditions at the axis $x=0$, each generating a different dynamics in which the quantum particle 'crosses the boundary'. In such an enormous family of extensions it is of interest, in particular, to discuss those qualified by 'local' boundary conditions, the physically most natural ones. It is not difficult to show, and we intend to discuss these aspects in a follow-up analysis, that the Friedrichs extension satisfies Dirichlet boundary conditions and hence is the distinguished extension that preserves the confinement of the particle. All other extensions drive the particle up to the boundary.

Remark 6.1.5. The lack of geometric quantum confinement in $M_{\alpha}$ for $\alpha \in[0,1)$ is compatible with the quantum confinement in regular almost-Riemannian structures proved recently in [93, Theorem 7.1]. Indeed, as observed already in Remark 6.1.1, what fails to hold in the first place is the almostRiemannian structure on $\mathbb{R}^{2}$ with metric $g_{\alpha}$, owing to the non-smoothness of the field $X_{2}^{(\alpha)}$ in this regime of $\alpha$.

As is going to emerge in the course of the proofs, our approach has a two-fold feature. On the one hand it is relatively 'rigid', for it does not have an immediate generalisation in application to generic almost-Riemannian structures, for which the more versatile, typically perturbative analyses of $[16,93,44]$ appear as more efficient and informative. On the other hand, it is particularly 'robust', whenever the problem can be boiled down to a constant-fiber direct integral scheme and to the study of self-adjointness along each fibre, and this allows us to cover a larger class of Grushin planes than that considered so far.

To this aim, let us introduce the manifold $M_{f} \equiv\left(M, g_{f}\right)$ by replacing (6.1.1) with

$$
\begin{equation*}
g_{f}:=\mathrm{d} x \otimes \mathrm{~d} x+f^{2}(x) \mathrm{d} y \otimes \mathrm{~d} y \tag{6.1.13}
\end{equation*}
$$

for some measurable function $f$ on $\mathbb{R}$ satisfying
(i) $\quad f(x)>0 \quad \forall x \neq 0$
(ii) $\quad f(x) \geqslant \kappa$ in a neighbourhood of $x=0$ for some $\kappa>0$
(iii) $f \in C^{\infty}(\mathbb{R} \backslash\{0\})$
(iv) $2 f(x) f^{\prime \prime}(x)-f^{\prime}(x)^{2} \geqslant 0 \quad \forall x \neq 0$.

The interest in assumptions (6.1.14) is precisely when $f$ becomes singular as $x \rightarrow 0$. The reason of condition (iv) will be clarified in due time. The special choice considered above was $f(x)=|x|^{-\alpha}$ : in this case condition (iv) reads $\alpha(2+\alpha)|x|^{-2(1+\alpha)} \geqslant 0$. The smoothness in condition (iii) is required to match the definition of Riemannian manifold, otherwise we shall only use $C^{2}$-regularity.
(It is worth mentioning that this point of view, with the more general manifold $M_{f}$, is the same as that of [16], and so are formulas (6.1.15)-(6.1.16) below: here in addition we take care of the explicit assumptions (6.1.14) required on $f$, which finally allow us to prove our general Theorem 6.1.6.)

This yields a generalised Grushin plane with global orthonormal frame

$$
\begin{equation*}
\left\{X_{1}, X_{2}^{(f)}\right\}=\left\{\binom{1}{0},\binom{0}{1 / f(x)}\right\} \equiv\left\{\frac{\partial}{\partial x}, \frac{1}{f(x)} \frac{\partial}{\partial y}\right\} \tag{6.1.15}
\end{equation*}
$$

and a computation analogous to (6.1.7)-(6.1.9) shows that the associated Laplace-Beltrami operator $\Delta_{f} \equiv \Delta_{\mu_{g_{f}}}\left(\mu_{g_{f}} \equiv \operatorname{vol}_{g_{f}}=f(x) \mathrm{d} x \wedge \mathrm{~d} y\right)$ is given by

$$
\begin{equation*}
\Delta_{f}=\frac{\partial^{2}}{\partial x^{2}}+\frac{1}{f^{2}(x)} \frac{\partial^{2}}{\partial y^{2}}+\frac{f^{\prime}(x)}{f(x)} \frac{\partial}{\partial x} \tag{6.1.16}
\end{equation*}
$$

Let us then define the 'minimal' free Hamiltonian

$$
\begin{equation*}
H_{f}:=-\Delta_{f}, \quad \mathcal{D}\left(H_{f}\right):=C_{c}^{\infty}(M) \tag{6.1.17}
\end{equation*}
$$

a densely defined, symmetric, lower semi-bounded operator in $\mathcal{H}_{f}:=L^{2}\left(M, \mathrm{~d} \mu_{g_{f}}\right)$. The same scheme used for Theorems 6.1.2 and 6.1.3 allows us to discuss the essential self-adjointness of $H_{f}$. The result is the following.

Theorem 6.1.6. Let $f$ be a measurable function satisfying assumptions (6.1.14) and let $H_{f}$ be the corresponding operator defined in (6.1.17).
(i) If, point-wise for every $x \neq 0$,

$$
\begin{equation*}
2 f f^{\prime \prime}-f^{\prime 2} \geqslant \frac{3}{x^{2}} f^{2} \tag{6.1.18}
\end{equation*}
$$

then $H_{f}$ is essentially self-adjoint with respect to the Hilbert space $\mathcal{H}_{f}$, and therefore the generalised Grushin plane $M_{f}$ produces geometric quantum confinement.
(ii) If, point-wise for every $x \neq 0$,

$$
\begin{equation*}
2 f f^{\prime \prime}-f^{\prime 2} \leqslant \frac{3-\varepsilon}{x^{2}} f^{2} \quad \text { for some } \varepsilon>0 \tag{6.1.19}
\end{equation*}
$$

then $H_{f}$ is not essentially self-adjoint, and therefore there is no geometric quantum confinement within the generalised Grushin plane $M_{f}$.
(iii) In case (ii) the operator $H_{f}$ has infinite deficiency index.

Remark 6.1.7. Theorem 6.1.6 reproduces Theorems 6.1 .2 and 6.1 .3 when one makes the special choice $f(x)=x^{-\alpha}$, for in this case

$$
2 f f^{\prime \prime}-f^{\prime 2}-\frac{3}{x^{2}} f^{2}=\frac{(\alpha-1)(3+\alpha)}{4 x^{2}}
$$

whence the threshold value $\alpha=1$ between absence and presence of confinement. Conditions (6.1.18)(6.1.19) are homogeneous in $f$, thus the same conclusion holds for $f(x)=\lambda x^{-\alpha}, \lambda>0$ : this amounts to dilate the $y$-axis, in practice leaving the metric unchanged.

Theorems 6.1.2, 6.1.3, and 6.1.6 are going to be proved in Section 6.3 after an amount of preparation in Section 6.2.

### 6.2 Technical preliminaries

### 6.2.1 Unitarily equivalent reformulation

Let us discuss the more general setting of Theorem 6.1.6, that is, the problem of the essential self-adjointness of the minimally defined Laplace-Beltrami operator (6.1.17) in the Hilbert space $L^{2}\left(M, \mathrm{~d} \mu_{g_{f}}\right)=L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, f(x) \mathrm{d} x \mathrm{~d} y\right)$.

Through the unitary transformation

$$
\begin{equation*}
U_{f}: L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, f(x) \mathrm{d} x \mathrm{~d} y\right) \xrightarrow{\cong} L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} y\right), \quad \psi \mapsto f^{1 / 2} \psi \tag{6.2.1}
\end{equation*}
$$

a simple computation shows that

$$
\begin{align*}
U_{f} H_{f} U_{f}^{-1} & =-\frac{\partial^{2}}{\partial x^{2}}-\frac{1}{f^{2}} \frac{\partial^{2}}{\partial y^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}  \tag{6.2.2}\\
\mathcal{D}\left(U_{f} H_{f} U_{f}^{-1}\right) & =C_{c}^{\infty}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{y}\right)
\end{align*}
$$

The further unitary $\mathcal{F}_{2}: L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} y\right) \stackrel{\cong}{\cong} L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right)$ consisting of the Fourier transform in the $y$-variable only produces the operator

$$
\begin{equation*}
\mathscr{H}_{f}:=\mathcal{F}_{2} U_{f} H_{f} U_{f}^{-1} \mathcal{F}_{2}^{-1} \tag{6.2.3}
\end{equation*}
$$

whose domain and action are given by

$$
\begin{align*}
\mathscr{H}_{f} & =-\frac{\partial^{2}}{\partial x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}  \tag{6.2.4}\\
\mathcal{D}\left(\mathscr{H}_{f}\right) & =\left\{\psi \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right) \mid \psi=\mathcal{F}_{2} C_{c}^{\infty}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{y}\right)\right\}
\end{align*}
$$

Thus, for each $\psi \in \mathcal{D}\left(\mathscr{H}_{f}\right)$ the functions $\psi(\cdot, \xi)$ are compactly supported in $x$ inside $(0,+\infty)$ for every $\xi$, whereas the functions $\psi(x, \cdot)$ are some special case of Schwartz functions for every $x$.

The particular class of choices $f(x)=x^{-\alpha}, \alpha>0$, yield the operator

$$
\begin{align*}
\mathscr{H}_{\alpha} & =-\frac{\partial^{2}}{\partial x^{2}}+\xi^{2} x^{2 \alpha}+\frac{\alpha(2+\alpha)}{4 x^{2}}  \tag{6.2.5}\\
\mathcal{D}\left(\mathscr{H}_{\alpha}\right) & =\left\{\psi \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right) \mid \psi=\mathcal{F}_{2} C_{c}^{\infty}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{y}\right)\right\}
\end{align*}
$$

The self-adjointness problem for $H_{f}$, resp. $H_{\alpha}$, is tantamount as the self-adjointness problem for $\mathscr{H}_{f}$, resp. $\mathscr{H}_{\alpha}$, and it is this second problem that we are going to discuss.

Remark 6.2.1. The 'potential' (multiplicative) part of $\mathscr{H}_{\alpha}$, that is, $\frac{\alpha(2+\alpha)}{4 x^{2}}$, is precisely the effective potential $V_{\text {eff }}$ introduced in [93] for the study of geometric confinement, computed for the special case of Grushin planes. Whereas in [93] the intrinsic geometric nature of $V_{\text {eff }}$ was emphasized, we can here supplement that interpretation by observing that $V_{\text {eff }}$ encodes precisely the multiplicative contribution of the original Laplace-Beltrami operator when one transforms unitarily the underlying Hilbert space $L^{2}\left(M, \mathrm{~d} \mu_{g}\right)$, the unitary transformation being $\mathcal{F}_{2} \circ U_{\alpha}$.

For later purposes, let us also mention the following.
Lemma 6.2.2. The adjoint of $\mathscr{H}_{f}$ is the operator

$$
\begin{align*}
\mathscr{H}_{f}^{*} & =-\frac{\partial^{2}}{\partial x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}} \\
\mathcal{D}\left(\mathscr{H}_{f}^{*}\right) & =\left\{\begin{array}{c}
\psi \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right) \text { such that } \\
\left(-\frac{\partial^{2}}{\partial x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) \psi \in L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right)
\end{array}\right\} . \tag{6.2.6}
\end{align*}
$$

Proof. $\mathscr{H}_{f}$ is unitarily equivalent, via Fourier transform in the second variable, to the minimally defined differential operator (6.2.2), whose adjoint is by standard arguments [104, Sect. 1.3.2] the maximally defined realisation of the same differential action, thus with domain consisting of the elements $F$ 's such that both $F$ and $\left(-\frac{\partial^{2}}{\partial x^{2}}-\frac{1}{f^{2}} \frac{\partial^{2}}{\partial y^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) F$ belong to $L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} y\right)$. Fourier-transforming such adjoint then yields (6.2.6).

### 6.2.2 Constant-fibre direct integral scheme

Whereas obviously $L^{2}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{\xi}, \mathrm{d} x \mathrm{~d} \xi\right) \cong L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right) \otimes L^{2}(\mathbb{R}, \mathrm{~d} \xi)$, the operator $\mathscr{H}_{f}$ is not a simple product with respect to the above factorisation, it rather reads as the sum of two products

$$
\begin{equation*}
\mathscr{H}_{f}=\left(-\frac{\partial^{2}}{\partial x^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) \otimes \mathbb{1}_{\xi}+\frac{1}{f^{2}} \otimes \xi^{2} \tag{6.2.7}
\end{equation*}
$$

each of which with the same domain as $\mathscr{H}_{f}$ itself. The second summand is manifestly essentially self-adjoint on $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right) \otimes L^{2}(\mathbb{R}, \mathrm{~d} \xi)$, whereas the self-adjointness of the first summand boils down to the analysis of the factor acting on $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$ only, yet there is no general guarantee that the sum of the two preserves the essential self-adjointness.

It is more natural to regard $\mathscr{H}_{f}$ with respect to the constant-fibre direct integral structure

$$
\begin{align*}
\mathcal{H}:=L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right) & \cong L^{2}\left(\mathbb{R}, \mathrm{~d} \xi ; L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)\right) \\
& \equiv \int_{\mathbb{R}}^{\oplus} \mathrm{d} \xi L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right) \tag{6.2.8}
\end{align*}
$$

thus thinking of $L^{2}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{\xi}, \mathrm{d} x \mathrm{~d} \xi\right)$ as $L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$-valued square-integrable functions of $\xi \in \mathbb{R}$. The space $\mathfrak{h}:=L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$ is the (constant) fibre of the direct integral and the scalar products satisfy

$$
\begin{equation*}
\langle\psi, \varphi\rangle_{\mathcal{H}}=\int_{\mathbb{R}}\langle\psi(\cdot, \xi), \varphi(\cdot, \xi)\rangle_{\mathfrak{h}} \mathrm{d} \xi \tag{6.2.9}
\end{equation*}
$$

As well known, this is the natural scheme for the multiplication operator form of the spectral theorem [62, Sect. 7.3], as well as for the analysis of Schrödinger's operators with periodic potentials [96, Sect. XIII.16], and we shall exploit this scheme here for the self-adjointness problem of $\mathscr{H}_{f}$.

For each $\xi \in \mathbb{R}$ we introduce the operator

$$
\begin{equation*}
A_{f}(\xi):=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}, \quad \mathcal{D}\left(A_{f}(\xi)\right):=C_{c}^{\infty}\left(\mathbb{R}^{+}\right) \tag{6.2.10}
\end{equation*}
$$

acting on the fibre Hilbert space $\mathfrak{h}$. When $f(x)=x^{-\alpha}$ we write

$$
\begin{equation*}
A_{\alpha}(\xi):=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\xi^{2} x^{2 \alpha}+\frac{\alpha(2+\alpha)}{4 x^{2}}, \quad \mathcal{D}\left(A_{\alpha}(\xi)\right):=C_{c}^{\infty}\left(\mathbb{R}^{+}\right) \tag{6.2.11}
\end{equation*}
$$

By construction the map $\mathbb{R} \ni \xi \mapsto A_{f}(\xi)$ has values in the space of densely defined, symmetric operators on $\mathfrak{h}$, in fact all with the same domain irrespectively of $\xi$, and all positive because of the assumptions on $f$. In each $A_{f}(\xi) \xi$ plays the role of a fixed parameter. Moreover, all the $A_{f}(\xi)$ 's are closable and each $\overline{A_{f}(\xi)}$ is positive and with the same dense domain in $\mathfrak{h}$. Arguing as for Lemma 6.2.2 one has

$$
\begin{align*}
A_{f}(\xi)^{*} & =-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}} \\
\mathcal{D}\left(A_{f}(\xi)^{*}\right) & =\left\{\begin{array}{c}
\psi \in L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right) \text { such that } \\
\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) \psi \in L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)
\end{array}\right\} . \tag{6.2.12}
\end{align*}
$$

Next, with respect to the decomposition (6.2.8) we define the operator $B_{f}$ in the Hilbert space $\mathcal{H}$ by

$$
\begin{align*}
\mathcal{D}\left(B_{f}\right) & :=\left\{\begin{array}{l|l}
\psi \in \mathcal{H} & \begin{array}{l}
(\text { i }) \\
(\text { ii }) \\
\int_{\mathbb{R}}
\end{array}\left\|\overline{A_{f}(\xi)} \psi(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \mathrm{~d} \xi<+\infty
\end{array}\right\}  \tag{6.2.13}\\
\left(B_{f} \psi\right)(x, \xi) & :=\left(\overline{A_{f}(\xi)} \psi(\cdot, \xi)\right)(x)
\end{align*}
$$

As customary, for the whole (6.2.13) we use the symbol

$$
\begin{equation*}
B_{f}=\int_{\mathbb{R}}^{\oplus} \overline{A_{f}(\xi)} \mathrm{d} \xi \tag{6.2.14}
\end{equation*}
$$

It can be argued that the fact that the $\overline{A_{f}(\xi)}$ 's have all the same dense domain in $\mathfrak{h}$ guarantees that the decomposition (6.2.14) of $B_{f}$ is unique and hence unambiguous: if one also had $B_{f}=\int_{\mathbb{R}}^{\oplus} B_{f}(\xi) \mathrm{d} \xi$ for a $\operatorname{map} \xi \mapsto B_{f}(\xi)$ with $\mathcal{D}\left(B_{f}(\xi)\right)=\mathcal{D}\left(\overline{A_{f}(\xi)}\right)=\mathcal{D}$, a common dense domain in $\mathfrak{h}$, then necessarily $\overline{A_{f}(\xi)}=B_{f}(\xi)$ for almost every $\xi \in \mathbb{R}$.

Remark 6.2.3. As suggestive as it would be, it is however important to observe that the operator of interest, $\mathscr{H}_{f}$, is not decomposable as $\mathscr{H}_{f}=\int_{\mathbb{R}}^{\oplus} A_{f}(\xi) \mathrm{d} \xi$. Indeed, the analogue of condition (i) in (6.2.13) would be satisfied, but condition (ii) would not. More precisely, by definition an element $\psi \in \mathcal{D}\left(\int_{\mathbb{R}}^{\oplus} A_{f}(\xi) \mathrm{d} \xi\right)$ does satisfy the property $\psi(\cdot, \xi) \in \mathcal{D}\left(A_{f}(\xi)\right)=C_{c}^{\infty}\left(\mathbb{R}^{+}\right)$for every $\xi$, as is the case for the elements of $\mathcal{D}\left(\mathscr{H}_{f}\right)$, but it also satisfies the property

$$
\begin{align*}
+\infty & >\int_{\mathbb{R}}\left\|A_{f}(\xi) \psi(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \mathrm{~d} \xi \\
& =\iint_{\mathbb{R}^{+} \times \mathbb{R}}\left|\left(-\frac{\partial^{2}}{\partial x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) \psi(x, \xi)\right|^{2} \mathrm{~d} x \mathrm{~d} \xi \tag{6.2.15}
\end{align*}
$$

and (6.2.15) does not necessarily imply that for every $x$ the function $\psi(x, \cdot)$ is the Fourier transform of a $C_{0}^{\infty}(\mathbb{R})$-function as it has to be for an element of $\mathcal{D}\left(\mathscr{H}_{f}\right)$. Condition (6.2.15) is surely satisfied by other functions besides all those in $\mathcal{D}\left(\mathscr{H}_{f}\right)$. In fact, the same reasoning proves the (proper) inclusion

$$
\begin{equation*}
B_{f} \supset \mathscr{H}_{f} \tag{6.2.16}
\end{equation*}
$$

The operator $B_{f}$ is not just an extension of $\mathscr{H}_{f}$, it is a closed symmetric extension.
Proposition 6.2.4 ([92]).
(i) $B_{f}$ is symmetric.
(ii) $B_{f}$ is closed.

Proof. Symmetry is immediately checked by means of (6.2.9), thanks to the symmetry of each $\overline{A_{f}(\xi)}$. Concerning the closedness, let $\left(\psi_{n}\right)_{n \in \mathbb{N}}, \psi$, and $\Psi$ be, respectively, a sequence and two functions in $\mathcal{D}\left(B_{f}\right)$ such that $\psi_{n} \rightarrow \psi$ and $B \psi_{n} \rightarrow \Psi$ in $\mathcal{H}$ as $n \rightarrow+\infty$. Thus,

$$
\begin{array}{r}
\int_{\mathbb{R}}\left\|\psi_{n}(\cdot, \xi)-\psi(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \mathrm{~d} \xi \xrightarrow{n \rightarrow+\infty} 0 \\
\int_{\mathbb{R}}\left\|\overline{A_{f}(\xi)} \psi_{n}(\cdot, \xi)-\Psi(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \mathrm{~d} \xi \xrightarrow{n \rightarrow+\infty} 0
\end{array}
$$

which implies that, up to extracting a subsequence, and for almost every $\xi, \psi_{n}(\cdot, \xi) \rightarrow \psi(\cdot, \xi)$ and $\overline{A_{f}(\xi)} \psi_{n}(\cdot, \xi) \rightarrow \Psi(\cdot, \xi)$ in $\mathfrak{h}$ as $n \rightarrow+\infty$. Owing to the closedness of $\overline{A_{f}(\xi)}$, one must conclude that

$$
\psi(\cdot, \xi) \in \mathcal{D}\left(\overline{A_{f}(\xi)}\right) \quad \text { and } \quad \overline{A_{f}(\xi)} \psi(\cdot, \xi)=\Psi(\cdot, \xi)
$$

for almost every $\xi$. Therefore,

$$
\int_{\mathbb{R}}\left\|\overline{A_{f}(\xi)} \psi(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \mathrm{~d} \xi=\|\Psi\|_{\mathcal{H}}^{2}<+\infty
$$

Both conditions (i) and (ii) of (6.2.13) are satisfied, which proves that $\psi \in \mathcal{D}\left(B_{f}\right)$ and $B_{f} \psi=\Psi$, that is, the closedness of $B$.

### 6.2.3 Self-adjointness of the auxiliary fibred operator

The convenient feature of the auxiliary operator $B_{f}$ is the possibility of qualifying its self-adjointess in terms of the same property in each fibre.

One direction of this fact is the following application of the well-known property [96, Theorem XIII.85(i)]:

Proposition 6.2.5. If $A_{f}(\xi)$ is essentially self-adjoint for each $\xi \in \mathbb{R}$, then $B_{f}$ is self-adjoint.
Let us focus on the opposite direction.
Proposition 6.2.6 ([92]). If $B_{f}$ is self-adjoint, then $A_{f}(\xi)$ is essentially self-adjoint for almost every $\xi \in \mathbb{R}$.

Proof. It follows by assumption that for any $\varphi \in \mathcal{H}$ there exists $\psi_{\varphi} \in \mathcal{D}\left(B_{f}\right)$ with $\varphi=\left(B_{f}+\mathrm{i}\right) \psi_{\varphi}$. Thus, as an identity in $\mathfrak{h}$,

$$
\varphi(\cdot, \xi)=\left(\overline{A_{f}(\xi)}+i\right) \psi_{\varphi}(\cdot, \xi) \quad \text { for almost every } \xi
$$

In particular, let us run $\varphi$ over all the $C_{c}^{\infty}\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{\xi}\right)$-functions and let us fix $\xi_{0} \in \mathbb{R}$ : then obviously $\varphi\left(\cdot, \xi_{0}\right)$ spans the whole space of $C_{c}^{\infty}\left(\mathbb{R}_{x}^{+}\right)$-functions, which is a dense of $\mathfrak{h}$ : with this choice the above identity implies that $\operatorname{ran}\left(\overline{A_{f}\left(\xi_{0}\right)}+i \mathbb{1}\right)$ is dense in $\mathfrak{h}$ and hence $A_{f}\left(\xi_{0}\right)$ is essentially self-adjoint.

In turn, the essential self-adjointness of $A_{f}(\xi)$ can be now studied by means of very classical methods.

### 6.2.4 Weyl's analysis in each fibre

Let us re-write

$$
\begin{equation*}
A_{f}(\xi)=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+W_{\xi, f}, \quad W_{\xi, f}(x):=\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}} \tag{6.2.17}
\end{equation*}
$$

Owing to assumptions (6.1.14), $W_{\xi, f}$ is a non-negative continuous function on $\mathbb{R}^{+}$. With the choice $f(x)=x^{-\alpha}$ it takes the form

$$
\begin{equation*}
W_{\xi, \alpha}=\xi^{2} x^{2 \alpha}+\frac{\alpha(2+\alpha)}{4 x^{2}} \tag{6.2.18}
\end{equation*}
$$

The essential self-adjointness of $A_{f}(\xi)$ is controlled by Weyl's limit-point/limit-circle analysis of Section 1.4. Thanks to the continuity and non-negativity of $W_{\xi, \alpha}, A_{f}(\xi)$ is always in the limit point at infinity - it suffices to apply Proposition 1.4.4 - so the analysis is boiled down to the sole behaviour at zero. Here one has two possibilities:

- if $2 f f^{\prime \prime}-f^{\prime 2} \geqslant 3 x^{-2} f^{2}$, then $W_{\xi, \alpha}(x) \geqslant \frac{3}{4 x^{2}}$, in which case $A_{f}(\xi)$ is in the limit point at zero (Proposition 1.4.5);
- if instead $2 f f^{\prime \prime}-f^{\prime 2} \leqslant(3-\varepsilon) x^{-2} f^{2}$ for some $\varepsilon>0$, since $f^{-2} \leqslant \kappa^{-2}$ around $x=0$, then $W_{\xi, \alpha}(x) \leqslant \kappa^{-2} \xi^{2}+(3-\varepsilon) x^{-2}$, whence also, for some $\xi$-dependent $\widetilde{\varepsilon} \in(0, \varepsilon), W_{\xi, \alpha}(x) \leqslant$ $(3-\widetilde{\varepsilon}) x^{-2}$ : in this case $A_{f}(\xi)$ is in the limit circle at zero (Proposition 1.4.5).

Weyl's criterion presented in Section 1.4 then leads to the following conclusion.
Proposition 6.2.7. Let $\xi \in \mathbb{R}$ and let $f$ satisfy assumptions (6.1.14).
(i) If $2 f f^{\prime \prime}-f^{\prime 2} \geqslant 3 x^{-2} f^{2}$, then $A_{f}(\xi)$ is essentially self-adjoint.
(ii) If $2 f f^{\prime \prime}-f^{\prime 2} \leqslant(3-\varepsilon) x^{-2} f^{2}$ for some $\varepsilon>0$, then $A_{f}(\xi)$ is not essentially self-adjoint and admits a one-real-parameter family of self-adjoint extensions.

The two alternatives in Proposition 6.2.7 are not mutually exclusive for generic admissible $f$ 's, but they are when $f(x)=x^{-\alpha}$, for in this case

$$
\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}=\frac{\alpha(2+\alpha)}{x^{2}}
$$

and the possibilities are only $0<\alpha<1$ and $\alpha \geqslant 1$. The conclusion is therefore:
Corollary 6.2.8. Let $\xi \in \mathbb{R}$. The operator $A_{\alpha}(\xi)$ is essentially self-adjoint if and only if $\alpha \geqslant 1$.

### 6.3 Proofs of the main results

### 6.3.1 Absence of geometric confinement

We already argued in Section 6.2 .1 that it is equivalent to study the essential self-adjointness in $\mathcal{H}=L^{2}\left(\mathbb{R}^{+} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} \xi\right)$ of the operator $\mathscr{H}_{f}$ defined in (6.2.4).

Let us work here in the regime $2 f f^{\prime \prime}-f^{\prime 2} \leqslant(3-\varepsilon) x^{-2} f^{2}$ for some $\varepsilon>0$, or in particular, when $f(x)=x^{-\alpha}$, the regime $\alpha \in(0,1)$.

Proposition 6.2.7(ii) (in particular, Corollary 6.2.8) then show that for no $\xi \in \mathbb{R}$ can $A_{f}(\xi)$ be essentially self-adjoint. Owing to Proposition 6.2.6, the auxiliary operator $B_{f}$ defined in (6.2.13) is not self-adjoint.

On the other hand, $B_{f}$ is a closed symmetric extension of $\mathscr{H}_{f}$, owing to (6.2.16) and to Proposition 6.2.4, whence $\overline{\mathscr{H}_{f}} \subset B_{f}$.

Now, if $\mathscr{H}_{f}$ was essentially self-adjoint, it could not be $\overline{\mathscr{H}_{f}}=B_{f}$, because this would violate the lack of self-adjointness of $B_{f}$. But it could not happen either that $B_{f}$ is a proper extension of $\overline{\mathscr{H}_{f}}$, because self-adjoint operators are maximally symmetric.

Therefore, $\mathscr{H}_{f}$ is not essentially self-adjoint. In this regime the Grushin plane does not provide geometric quantum confinement.

Theorems 6.1.2 and 6.1.6(ii) are thus proved.

### 6.3.2 Presence of geometric confinement

Let us work now in the regime $2 f f^{\prime \prime}-f^{\prime 2} \geqslant 3 x^{-2} f^{2}$, or in particular, when $f(x)=x^{-\alpha}$, the regime $\alpha \in[1,+\infty)$.

Proposition 6.2.7(i) (in particular, Corollary 6.2.8) then shows that for all $\xi \in \mathbb{R}$ the operator $A_{f}(\xi)$ is essentially self-adjoint, and therefore, owing to Proposition 6.2 .5 , the auxiliary operator $B_{f}$ is self-adjoint.

Let us now argue that in the present regime one has

$$
\begin{equation*}
\mathscr{H}_{f}^{*} \subset B_{f} \tag{6.3.1}
\end{equation*}
$$

For (6.3.1) it is sufficient to prove that $\mathcal{D}\left(\mathscr{H}_{f}^{*}\right) \subset \mathcal{D}\left(B_{f}\right)$, for the differential action of the two operators is the same, as is evident from Lemma 6.2.2.

For generic $F \in \mathcal{D}\left(\mathscr{H}_{f}^{*}\right)$ formula (6.2.6) gives

$$
\begin{align*}
+\infty & >\left\|\left(-\frac{\partial^{2}}{\partial x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) F\right\|_{\mathcal{H}}^{2} \\
& =\int_{\mathbb{R}} \mathrm{d} \xi\left\|\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) F(\cdot, \xi)\right\|_{\mathfrak{h}}^{2} \tag{*}
\end{align*}
$$

whence

$$
\left\|\left(-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{\xi^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}}\right) F(\cdot, \xi)\right\|_{\mathfrak{h}}^{2}<+\infty \quad \text { for almost every } \xi \in \mathbb{R}
$$

The latter formula, owing to (6.2.12), can be re-written as

$$
F(\cdot, \xi) \in \mathcal{D}\left(A_{f}(\xi)^{*}\right) \quad \text { for almost every } \xi \in \mathbb{R}
$$

and since in the present regime $A_{f}(\xi)^{*}=\overline{A_{f}(\xi)}$, we can also write

$$
\begin{equation*}
F(\cdot, \xi) \in \mathcal{D}\left(\overline{A_{f}(\xi)}\right) \quad \text { for almost every } \xi \in \mathbb{R} \tag{**}
\end{equation*}
$$

Now, $\left({ }^{*}\right)$ and $\left({ }^{* *}\right)$ imply that $F \in \mathcal{D}\left(B_{f}\right)$, thus establishing the property (6.3.1).
To complete the argument, let us combine the inclusion $B_{f} \supset \overline{\mathscr{H}_{f}}$, that follows from (6.2.16) and from the closedness of $B_{f}$, with the inclusion $B_{f} \subset \overline{\mathscr{H}}_{f}$, that follows from (6.3.1) by taking the adjoint, because $\overline{\mathscr{H}_{f}}=\mathscr{H}_{f}^{* *} \supset B_{f}^{*}=B_{f}$, having used the self-adjointness of $B_{f}$ valid in the present regime. Since then $\overline{\mathscr{H}_{f}}=B_{f}$, the conclusion is that $\mathscr{H}_{f}$ is essentially self-adjoint.

In this regime there is geometric quantum confinement in the Grushin plane. Theorems 6.1.2 and 6.1.6(i) are thus proved.

### 6.3.3 Infinite deficiency index

When $\mathscr{H}_{f}$ is not self-adjoint, necessarily the spaces $\operatorname{ker}\left(\mathscr{H}_{f}^{*} \pm i \mathbb{1}\right)$ are non-trivial. Let us show now that in this case

$$
\begin{equation*}
\operatorname{dim} \operatorname{ker}\left(\mathscr{H}_{f}^{*}+\mathrm{i} \mathbb{1}\right)=\operatorname{dim} \operatorname{ker}\left(\mathscr{H}_{f}^{*}-\mathrm{i} \mathbb{1}\right)=\infty \tag{6.3.2}
\end{equation*}
$$

thus proving Theorem 6.1.6(iii).
First, since by assumption each $\overline{A_{f}(\xi)}$ is not self-adjoint, there exists $\varphi_{\xi} \in \mathcal{D}\left(A_{f}(\xi)^{*}\right)$ with $\left\|\varphi_{\xi}\right\|_{\mathfrak{h}}=1$ such that

$$
\begin{equation*}
A_{f}(\xi)^{*} \varphi_{\xi}=\mathrm{i} \varphi_{\xi} \tag{6.3.3}
\end{equation*}
$$

From this we shall now deduce that for any compact interval $J \subset \mathbb{R}$, with $\mathbf{1}_{J}$ characteristic function of $J$, the function $\Phi_{J}$ defined by $\Phi_{J}(x, \xi):=\varphi_{\xi}(x) \mathbf{1}_{J}(\xi)$ satisfies

$$
\begin{equation*}
\Phi_{J} \in \mathcal{D}\left(\mathscr{H}_{f}^{*}\right), \quad \mathscr{H}_{f}^{*} \Phi_{J}=\mathrm{i} \Phi_{J} \tag{6.3.4}
\end{equation*}
$$

The fact that $\Phi_{J} \in \mathcal{H}$ follows from $\left\|\Phi_{J}\right\|_{\mathcal{H}}^{2}=\int_{\mathbb{R}} \mathrm{d} \xi \mathbf{1}_{J}(\xi)\left\|\varphi_{\xi}\right\|_{\mathfrak{h}}^{2}=|J|$, where $|J|$ denotes the Lebesgue measure of $J$. Moreover, for any $\psi \in \mathcal{D}\left(\mathscr{H}_{f}\right)$,

$$
\begin{aligned}
\left\langle\Phi_{J}, \mathscr{H}_{f} \psi\right\rangle_{\mathcal{H}} & =\iint_{\mathbb{R}^{+} \times \mathbb{R}} \mathrm{d} x \mathrm{~d} \xi \overline{\varphi_{\xi}(x)} \mathbf{1}_{J}(\xi) A_{f}(\xi) \psi(x, \xi) \\
& =\int_{J} \mathrm{~d} \xi\left\langle\varphi_{\xi}, A_{f}(\xi) \psi(\cdot, \xi)\right\rangle_{\mathfrak{h}}=\int_{J} \mathrm{~d} \xi\left\langle A_{f}(\xi)^{*} \varphi_{\xi}, \psi(\cdot, \xi)\right\rangle_{\mathfrak{h}} \\
& =-\mathrm{i} \int_{J} \mathrm{~d} \xi\left\langle\varphi_{\xi}, \psi(\cdot, \xi)\right\rangle_{\mathfrak{h}}=\left\langle\mathrm{i} \Phi_{J}, \psi\right\rangle_{\mathcal{H}}
\end{aligned}
$$

where we used (6.3.3) in the fourth identity, and this establishes precisely (6.3.4).
By the arbitrariness of $J$, and the obvious orthogonality $\Phi_{J} \perp \Phi_{J^{\prime}}$ whenever $J \cap J^{\prime}=\varnothing$, we have thus produced an infinity of linearly independent eigenfunctions of $\mathscr{H}_{f}^{*}$ with eigenvalue i, and the same can be clearly repeated for the eigenvalue -i . This completes the proof of (6.3.2).

### 6.3.4 Comparison with the compact case

We already mentioned that in [16, Sect. 3.2] and in [17] the closely related problem of geometric quantum confinement was solved in the manifold $\widetilde{M}_{\alpha}$ - that we can generalise here to

$$
\begin{equation*}
\widetilde{M}_{f} \equiv\left(\mathbb{R}_{x}^{+} \times \mathbb{T}_{y}, g_{f}\right) \tag{6.3.5}
\end{equation*}
$$

with the usual $g_{f}$ from (6.1.13) and $f$ satisfying assumptions (6.1.14).
The compactness of $\mathbb{T}$ trivialises the constant-fibre direct integral scheme: the Fourier transform in the $y$ variable naturally makes the conjugate space an infinite orthogonal direct sum of single-Fourier-mode Hilbert spaces, and our (6.2.4) gets simplified to

$$
\begin{equation*}
\mathscr{H}_{f}=\bigoplus_{k \in \mathbb{Z}} \mathscr{H}_{f}^{(k)} \tag{6.3.6}
\end{equation*}
$$

with operators

$$
\begin{equation*}
\mathscr{H}_{f}^{(k)}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+\frac{k^{2}}{f^{2}}+\frac{2 f f^{\prime \prime}-f^{\prime 2}}{4 f^{2}} \tag{6.3.7}
\end{equation*}
$$

in the fibre Hilbert space $\mathfrak{h}=L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$. The continuous variable $\xi$ is thus replaced by the discrete variable $k$.

In this case the study we made in Section 6.2 .3 is not needed: indeed, it is a standard exercise that the essential self-adjointness of $\mathscr{H}_{f}$ is tantamount as the essential self-adjointness of all the $\mathscr{H}_{f}^{(k)}$ 's, and the latter is fully controlled by Weyl's analysis.

It is worth remarking a noticeable difference between the compact and the non-compact case as far as the essential self-adjointness of the minimally defined Laplace-Beltrami operator is concerned, which emerges when there is no singularity in the metric $g_{f}$ at $x=0$ - for concreteness, when $f(x)=x^{-\alpha}$ with $\alpha<0$.

In the 'Grushin cylinder' $M_{\alpha}=\left(\mathbb{R}_{x}^{+} \times \mathbb{T}_{y}, g_{\alpha}\right)$, as recently determined in [17, Theorem 1.6], when one considers generic $\alpha \in \mathbb{R}$ it turns out that

- essential self-adjointness holds for $\alpha \in(-\infty,-3] \cup[1,+\infty)$ - this is seen by studying in the usual way each fibre operator $\mathscr{H}_{\alpha}^{(k)}$ (the analogue of (6.3.7)) and then taking the (analogue of the) infinite orthogonal sum (6.3.6);
- in particular, the lack of essential self-adjointness for $\alpha \in(-3,1)$ is due to the Fourier mode $k=0$ only, when $\alpha \in(-3,-1]$, and is due instead to all Fourier modes $k \in \mathbb{Z}$ when $\alpha \in(-1,1)$, that is, in the latter case all $\mathscr{H}_{\alpha}^{(k)}$ 's fail to be essentially self-adjoint on $\mathfrak{h}=L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$.

As opposite to that, we can study the same problem in the Grushin plane $M_{\alpha}=\left(\mathbb{R}_{x}^{+} \times \mathbb{R}_{y}, g_{\alpha}\right)$ also when $\alpha<0$ by virtually repeating almost verbatim the analysis of Sections 6.2, 6.3.1, and 6.3.2. Concerning the fibre operator $A_{\alpha}(\xi)$ on $\mathfrak{h}=L^{2}\left(\mathbb{R}^{+}, \mathrm{d} x\right)$ we can find that

$$
\begin{array}{ll}
\text { if } \alpha \in(-\infty,-1) \cup[1,+\infty), & A_{\alpha}(\xi) \text { is ess. self-adj. for almost every } \xi \in \mathbb{R}, \\
\text { if } \alpha=-1, & A_{\alpha}(\xi) \text { is ess. self-adj. for }|\xi| \geqslant 1,  \tag{6.3.8}\\
\text { if } \alpha \in(-1,1), & A_{\alpha}(\xi) \text { is not ess. self-adj. }
\end{array}
$$

From (6.3.8), taking the direct integral of the $A_{\alpha}(\xi)$ 's, we conclude that

- essential self-adjointness holds for $\alpha \in(-\infty,-1) \cup[1,+\infty)$;
- the lack of quantum confinement in the complement range $\alpha \in[-1,1)$ is due to a 'transmission' through the boundary only by the Fourier modes $\xi \in(-1,1)$ if $\alpha=-1$, and to a transmission by all Fourier modes $\xi \in \mathbb{R}$ if $\alpha \in(-1,1)$.

This shows a difference between the compact and the non-compact case both in the regimes of essential self-adjointness (when $\alpha \in(-3,-1)$ geometric quantum confinement holds in the Grushin plane and not in the Grushin cylinder) and in the Fourier modes responsible for the transmission.

## Appendix A

## Decomposition of compact homogeneous spaces

This Appendix is a short presentation of the group theory beside Chapter 3. We tried to avoid the introduction of notions that were not strictly necessary for proofs and results that were not important for the purposes of the thesis. The subject is vast and lies in the harmonic analysis on homogeneous spaces. This Appendix is a personal rewriting where I tried to simplify as much as possible the proofs with the unavoidable price of non being optimal in all the statements.

## A. 1 Basics about Lie Groups

Definition A.1.1. A Lie group is a smooth manifold $G$ endowed with a smooth map : $G \times G \rightarrow G$ (denoted by $\left.\left(g_{1}, g_{2}\right) \mapsto g_{1} g_{2}\right)$ that makes $G$ a group, i.e. it satisfies
(i) $\exists e \in G$ such that $e g=g e=g, \forall g \in G$;
(ii) $\forall g \in G, \exists g^{-1} \in G$ such that $g^{-1} g=g g^{-1}=e, \forall g \in G$;
(iii) $g_{1}\left(g_{2} g_{3}\right)=\left(g_{1} g_{2}\right) g_{3}$, for all $g_{1}, g_{2}, g_{3} \in G$.

It is possible to show that for a Lie group, the map $g \mapsto g^{-1}$ is smooth. Given an element $g \in G$, we can define the left action of $g$ as the map $L_{g}: G \rightarrow G, L_{g} g_{1}=g g_{1}$. Similarly we can define the right action as a map $R_{g}: G \rightarrow G, R_{g} g_{1}=g_{1} g$. It is immediate to check that $L_{g}$ is a smooth map.

If the Lie group is locally compact, then there exists a unique (up to a multiplicative constant) measure which is
(i) inner and outer regular;
(ii) finite on every compact set;
(iii) translational invariant, i.e. for any measurable $A \subset G$ and for every $g \in G, \mu(g A)=\mu(A)=$ $\mu(A g)$.

We recall that given a group $G$ and a set $X$, an action of $G$ on $X$ is a map $\phi: G \times X \rightarrow X$ that satisfies
(i) $\phi(e, x)=x, \forall x \in X$,
(ii) $\phi\left(g_{1} g_{2}, x\right)=\phi\left(g_{1}, \phi\left(g_{2}, x\right)\right) \forall g_{1}, g_{2} \in G$ and $x \in X$.

An example of action is the Left action described above, where $X=G$ and $\phi\left(g_{1}, g_{2}\right)=g_{1} g_{2}$. An action is said transitive if $X$ is non-empty and if for each pair $x, y \in X$ there exists $g \in G$ such that $\phi(g, x)=y$.

The above-defined action $\phi: G \times G \rightarrow G$ is transitive, as one can see noticing that each element in $G \ni g=\phi(g, e)$.

A classic result by Cartan, also known as 'the closed subgroup theorem' (see [79, Theorem 20.10]), ensures that closed subgroups of a Lie group are smooth submanifolds of the Lie group.

Theorem A.1.2 (E. Cartan). A closed subgroup $K \subset G$ of a Lie group $G$ is a Lie subgroup of $G$. $K$ is an embedded submanifold of $G$.

Let now $K$ be a closed subgroup of the Lie group $G$. Let $\pi: G \rightarrow G / K$ be the natural projection

$$
\begin{equation*}
\pi(g)=[g]=\left\{g_{1} \in[g], \quad \text { iff } \quad \exists h \in K \mid g h=g_{1}\right\} \tag{A.1.1}
\end{equation*}
$$

Given $G / K$ the quotient topology, which is the topology in which the map $\pi$ is continuous, we can endow this space with the structure of a smooth manifold because of the following theorem (the proof can be found, e.g. [79, Theorem 9.22]).

Theorem A.1.3. If $G$ is a Lie group and $K$ a closed subgroup of $G$ then, with the topology induced by the embedding, the space of left cosets of $K$ in $G, G / K$, has a natural structure of smooth manifold of dimension $\operatorname{dim} G-\operatorname{dim} K$.

At this point we see that on the spaces of left cosets $G / K$ we can define naturally an action inherited from the action of $G$ on $G$. Indeed it is straightforward to check that $\pi$ commutes with the action of $G$ on $G$. In this way we can define the action of $G$ on $G / K$.

Once we endow the quotient space with a smooth structure, we can go ahead and look for a Riemannian structure. The following Theorem goes precisely in this direction.

Theorem A.1.4. Let $G$ be a Lie group and $K$ a compact subgroup of $G$. Then the homogeneous space $G / K$ has an invariant Riemannian metric. The volume form associated to the Riemannian structure is an invariant volume form under the action of $G$ on $G / K$.

Corollary A.1.5. G has a left invariant metric.
Proof. The thesis follows immediately from Theorem A.1.4 by choosing $K=\{e\}$.
Once a smooth manifold is endowed with a Riemannian metric, the next theorem ensures we can put a Riemannian structure on it.

## A.1.1 Representations

Let $V$ be a finite dimensional or separable vector space. We denote with $G L(V)$ the set of all invertible maps from $V$ to $V$. In case $V$ is a finite dimensional vector space, $G L(V)$ is the general linear group, that is the set of square matrices with non-vanishing determinant. In case $V$ is a separable vector space, $G L(V)$ is the set of all invertible and bounded operators with bounded inverse.

Definition A.1.6. A representation of $G$ on $V$ is a map $\rho: G \rightarrow G L(V)$ such that
(i) $\rho(e)=\mathbb{1}$;
(ii) $\rho\left(g_{1} g_{2}\right)=\rho\left(g_{1}\right) \rho\left(g_{2}\right), \forall g_{1}, g_{2} \in G$;
(iii) $\rho\left(g^{-1}\right)=(\rho(g))^{-1}$.

If $\rho: G \rightarrow G L(V)$ is a representation, $V$ is called representation space and this is a way to define an action on $V$. A subspace $W \subset V$ of the representation space $V$ is a representation subspace if and only if it is invariant under the action of $G$, which means

$$
\begin{equation*}
\rho(g) v \in W \quad \forall g \in G \quad \forall v \in W \tag{A.1.2}
\end{equation*}
$$

A representation space is irreducible if its only representation subspaces are $\{0\}$ and $V$. An irreducible representation is a representation on an irreducible representation space.

Given two representations of $G, \rho_{1}: G \rightarrow G L\left(V_{1}\right)$ and $\rho_{2}: G \rightarrow G L\left(V_{2}\right)$, an intertwining map is a map $J: V_{1} \rightarrow V_{2}$ which satisfies

$$
\begin{equation*}
J \rho_{1}(g) v=\rho_{2}(g) J v \quad \forall g \in G \quad \forall v \in V_{1} \tag{A.1.3}
\end{equation*}
$$

Two representations are said to be equivalent if there exists an invertible intertwining map between $V_{1}$ and $V_{2}$. For the proof of the following standard result in representation theory we refer to standard textbooks on the subjects (e.g. [63, Theorem 4.26]).

Theorem A.1.7 (Shur's lemma). Let $\rho_{1}: G \rightarrow G L\left(V_{1}\right)$ and $\rho_{2}: G \rightarrow G L\left(V_{2}\right)$ be two representations of $G$ and $J: V_{1} \rightarrow V_{2}$ an intertwining map. Then
(i) If $V_{1}$ is irreducible then $J$ is either injective or the zero map;
(ii) If $V_{2}$ is irreducible then $J$ is either surjective or the zero map;
(iii) If $V_{1}$ and $V_{2}$ are irreducible then $J$ is either an isomorphism or the zero map.

If $\rho: G \rightarrow G L(V)$ is a representation of $G$ on a finite dimensional space $V$, the character of the representation is

$$
\begin{equation*}
\chi_{\rho}(g)=\operatorname{tr}(\rho(g)) . \tag{A.1.4}
\end{equation*}
$$

The notion of character is important because two equivalent representations have the same characters.

Lemma A.1.8. If $\rho_{1}: G \rightarrow G L\left(V_{1}\right)$ and $\rho_{2}: G \rightarrow G L\left(V_{2}\right)$ are two equivalent finite dimensional representations of $G$, then $\chi_{\rho_{1}}=\chi_{\rho_{2}}$.

Proof. Since the two representations are equivalent, $J: V_{1} \rightarrow V_{2}$ is an isomorphism and from the intertwining property of the map one sees that $\rho_{2}(g)=J \rho_{1}(g) J^{-1}$. The thesis follows from the cyclic property of the trace.

In the case $G / K$ is a smooth manifold, the main goal of the chapter is to show that there exists an orthogonal direct sum decomposition of $L^{2}(G / K)$ into finite dimensional irreducible representation subspaces. Hence the first step is to consider representations of $G$ on Banach spaces and then to define a natural action of $G$ on $L^{p}(G / K)$.

Let $V$ be a Banach space with norm $\|\cdot\|_{V}$. Let $\rho: G \rightarrow G L(V)$ be a representation of $G$ on $V$. We say that $\rho$ is a strongly continuous representation if $\forall v \in V$ and $\forall g \in G, \rho(g)$ is a bounded linear map from $V$ to $V$ and the function $g \mapsto \rho(g) v$ is continuous in the norm topology. In case $V$ is a Hilbert space, we say that $\rho$ is a unitary representation if the operator $\rho(g)$ is unitary for every $g \in G$. We define $L^{p}(G / K)$ as the spaces (of equivalence classes) of $p$-integrable functions with respect to the invariant metric of Theorem A.1.4. During this Appendix we always understand $L^{p}$ spaces with respect to the invariant measure.

Lemma A.1.9. Let $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ be two Hilbert spaces, $\rho_{1}: G \rightarrow G L\left(\mathcal{H}_{1}\right)$ and $\rho_{2}: G \rightarrow G L\left(\mathcal{H}_{2}\right)$ be two irreducible unitary representations of $G$ and let $B: \mathcal{H}_{1} \times \mathcal{H}_{2} \rightarrow \mathbb{C}$ be a map which is antilinear in the first entry and linear in the second one. Assume that for all $g \in G, B\left(\rho_{1}(g) v_{1}, \rho_{2}(g) v_{2}\right)=$ $B\left(v_{1}, v_{2}\right)$ for all $v_{1} \in \mathcal{H}_{1}$ and $v_{2} \in \mathcal{H}_{2}$. Then
(i) if $B \neq 0$ then $\rho_{1}$ and $\rho_{2}$ are equivalent representations;
(ii) if $\rho_{1}$ and $\rho_{2}$ are not equivalent then $B=0$.

Proof. The map $v_{1} \mapsto B\left(v_{1}, \cdot\right)$ is a map from $\mathcal{H}_{1} \rightarrow \mathcal{H}_{2}^{*}$. Hence, by Riesz representation theorem, to every element $\phi \in \mathcal{H}_{2}^{*}$ there exists $w \in \mathcal{H}_{2}$ such that $\phi\left(v_{2}\right)=\left\langle w, v_{2}\right\rangle_{\mathcal{H}_{2}}$ for any $v_{2} \in \mathcal{H}_{2}$. Therefore we define a map $J: \mathcal{H}_{1} \rightarrow \mathcal{H}_{2}$ as $v_{1} \mapsto w$ where $w$ is the vector associated to $B\left(v_{1}, \cdot\right)$. We now prove that $J$ is an intertwining map. Indeed, for any $v_{2} \in \mathcal{H}_{2}$

$$
B\left(\rho_{1}(g) v_{1}, v_{2}\right)=B\left(v_{1}, \rho_{2}(g)^{-1} v_{2}\right)=\left\langle w, \rho_{2}\left(g^{-1}\right) v_{2}\right\rangle_{\mathcal{H}_{2}}=\left\langle\rho_{2}(g) w, v_{2}\right\rangle_{\mathcal{H}_{2}}
$$

in the last step we used that the representation is unitary, i.e. $\rho_{2}(g)^{*}=\rho_{2}\left(g^{-1}\right)$. Hence $J \rho_{1}(g) v_{1}=$ $\rho_{2}(g) J v_{1}$. Since by hypothesis $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are irreducible subspaces, by Shur's lemma (Theorem A.1.7) either $J$ is an isomorphism either $J$ is the zero map. If $B \neq 0$, then $J$ is not the zero map and hence $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ are isomorphic, meaning that $\rho_{1}$ and $\rho_{2}$ are equivalent.

For (ii), if $\rho_{1}$ and $\rho_{2}$ are not equivalent then $J$ cannot be an isomorphism and it must be $B=0$.

Definition A.1.10. Let $0 \leqslant p \leqslant \infty$. The left regular representation (or simply regular representation) $\lambda$ of $G$ on $L^{p}(G / K)$ is

$$
\begin{equation*}
\left(\lambda_{g} f\right)(x)=f\left(g^{-1} x\right) \tag{A.1.5}
\end{equation*}
$$

Before proceeding in the analysis, we put the emphasis on the following theorem which states that the decomposition into finite-dimensional irreducible representation subspaces is a characteristic of compact groups.

Theorem A.1.11. Let $G$ be a non-compact Lie group and let $K$ be a compact subgroup of $G$. Then for $1 \leqslant p<\infty$ and for any non-zero $f \in L^{p}(G / K)$ the set of translates $\left\{\lambda_{g} f: g \in G\right\}$ is infinite dimensional. In particular $L^{p}(G / K)$ has no nonzero finite dimensional representation subspaces.
Proof. Since $K$ is compact, we recall that $G / K$ has a $G$-invariant Riemannian metric. Let $d$ : $G / K \times G / K \rightarrow \mathbb{R}^{+}$be the distance function defined by the Riemannian metric. If $0 \neq f \in L^{p}(G / K)$, we can normalise $f$ such that $\|f\|_{L^{p}(G / K)}=1$. For $x \in G / K$ and $r>0$ we denote with $B_{x}(r):=$ $\{y \in G / K \mid d(x, y)<r\}$ the ball of radius $r$ around $x$. Since $G / K$ is not compact by hypothesis, its diameter - as a metric space - is infinity and thus it is possible to choose a sequence of numbers $r_{j}<r_{j+1}$ with $r_{j} \rightarrow \infty$ as $j \rightarrow \infty$ such that

$$
\|f\|_{L^{p}\left(B\left(\pi(e), r_{k}\right)\right)} \geqslant 1-\frac{1}{9^{k}}
$$

which also gives

$$
\|f\|_{L^{p}\left(G / K \backslash B\left(\pi(e), r_{k}\right)\right)} \leqslant \frac{1}{9^{k}} .
$$

Let now $x_{1}=\pi(e)$ and by recursion choose $x_{k+1}$ so that $d\left(x_{k+1},\left\{x_{1}, \ldots, x_{k}\right\}\right)>2 r_{k+1}$. Choose $g_{k} \in G$ so that $g_{k}^{-1} \pi(e)=x_{k}$ and set $f_{k}(x):=\lambda_{g_{k}} f(x)=f\left(g_{k}^{-1} x\right)$ (in this way $f_{k}(\pi(e))=f\left(x_{k}\right)$ and with this choice $B_{x_{j}}\left(r_{j}\right) \nsubseteq B_{x_{k}}\left(r_{k}\right)$ for $\left.j \neq k\right)$. It follows from the invariance of the measure and the estimates above that for $i \neq j$

$$
\left\|f_{i}\right\|_{L^{p}\left(B\left(x_{j}, r_{j}\right)\right)} \leqslant \frac{1}{9^{\min \{i, j\}}}
$$

This implies

$$
\begin{equation*}
\sum_{i \neq k}^{+\infty}\left\|f_{i}\right\|_{L^{p}\left(B\left(x_{k}, r_{k}\right)\right)} \leqslant \sum_{i=1}^{+\infty} \frac{1}{9^{i}}=\frac{1}{10} \tag{}
\end{equation*}
$$

By construction, all the $f_{k}$ 's are part of the same representation subspace. Suppose now this subspace to be finite dimensional. This implies that for some set $\left\{k_{1}, \ldots, k_{m}\right\}, f_{k_{1}}, f_{k_{2}}, \ldots, f_{k_{m}}$ are linearly
dependent. Liner dependence implies the existence of a liner relation $\sum_{j=1}^{m} c_{j} f_{k_{j}}=0$ which is non trivial (i.e. not all $c_{j}=0$ ). By reordering we can assume $\left|c_{1}\right| \geqslant c_{j}$ for all $j$. Dividing by $c_{1}$ we get

$$
f_{k_{1}}=\sum_{i=2}^{+\infty} b_{i} f_{k_{i}}
$$

with $\left|b_{i}\right| \leqslant 1$. But then

$$
\left\|f_{k_{1}}\right\|_{L^{p}\left(B\left(x_{k_{1}}, r_{k_{1}}\right)\right)}=\|f\|_{L^{p}\left(B\left(\pi(e), r_{k_{1}}\right)\right)} \geqslant 1-\frac{1}{9^{k_{1}}} \geqslant \frac{8}{9},
$$

using the inequality $\left(^{*}\right)$ together with the fact that $\left|b_{i}\right| \leqslant 1$

$$
\left\|f_{k_{1}}\right\|_{L^{p}\left(B\left(x_{k_{1}}, r_{k_{1}}\right)\right)} \leqslant \sum_{i=2}^{+\infty}\left|b_{i}\right|\left\|f_{k_{i}}\right\|_{L^{p}\left(B\left(x_{k_{1}}, r_{k_{1}}\right)\right)} \leqslant \sum_{i \neq k_{1}}\left\|f_{i}\right\|_{L^{p}\left(B\left(x_{k_{1}}, r_{k_{1}}\right)\right)} \leqslant \frac{1}{10} .
$$

And hence we encounter the contradiction $\frac{1}{10} \geqslant \frac{8}{9}$ which completes the proof.
Remark A.1.12. The last theorem is false for $p=\infty$. As an example, let $G=\mathbb{R}^{n}$ and $K=\{0\}$ so that $G / K=\mathbb{R}^{n}$. Let $0 \neq a \in \mathbb{R}^{n}$ and set $f_{a}(x)=e^{\mathrm{i} x \cdot a}$ where $\cdot$ denotes the Euclidean scalar product on $\mathbb{R}^{n}$. Clearly $f_{a} \in L^{\infty}\left(\mathbb{R}^{n}\right)$ and $f_{a}(x+h)=e^{\mathrm{i} h \cdot x} f_{a}(x)$ and thus the one-dimensional space spanned by $f: a$ is invariant under the action of $G=\mathbb{R}^{n}$ by translation.

We thus see that there is a huge difference in representing compact or non-compact groups. Since in this thesis we decided to focus on compact groups we refer to Appendix 6 for the analysis of a physical system invariant under the action of a non-compact symmetric group. From now on we consider only compact groups.

Proposition A.1.13. Let $G$ be a group and $K$ a compact Lie subgroup. The regular representation of $G$ on $L^{p}(G / K)$ acts by isometries for all $1 \leqslant p \leqslant+\infty$ :

$$
\begin{equation*}
\left\|\lambda_{g} f\right\|_{L^{p}(G / K)}=\|f\|_{L^{p}(G / K)} \tag{A.1.6}
\end{equation*}
$$

Proof. Fix $g \in G$ and $f \in L^{p}(G / K)$. Then

$$
\begin{aligned}
\left\|\lambda_{g} f\right\|_{L^{p}(G / K)}^{p} & =\int_{G / K}\left|\lambda_{g} f(x)\right|^{p} \mathrm{~d} \mu(x)=\int_{G / K}\left|f\left(g^{-1} x\right)\right|^{p} \mathrm{~d} \mu(x) \\
& =\int_{G / K}|f(y)|^{p} \mathrm{~d} \mu(y)=\|f\|_{L^{p}(G / K)}
\end{aligned}
$$

where we used the change of variables $y=g^{-1} x$ and the invariance of the measure $\mathrm{d} \mu(x)=\mathrm{d} \mu(y)$.
Corollary A.1.14. The regular representation on $L^{2}(G / K)$ acts as unitary operator.
Proof. From Proposition A.1.13 we know that the regular representation is an isometry from $L^{2}(G / K)$ into itself. Fix $g \in G$. Then $\lambda_{g}^{-1}=\lambda_{g^{-1}}$ which means that $\lambda_{g}$ is invertible i.e. surjective and injective. Since a surjective isometry is unitary we proved the thesis.

Theorem A.1.15. Let $G$ be a Lie group and $K$ a compact Lie subgroup. For $1 \leqslant p<+\infty$ the regular representation $\lambda$ of $G$ on $L^{p}(G / K)$ is strongly continuous.

Proof. Let $C_{0}^{\infty}(G / K)$ be the set of complex-valued smooth functions with compact support on $G / K$. For any $\varphi \in C_{0}^{\infty}(G / K), \lim _{g \rightarrow e} \lambda_{g} \varphi \rightarrow \varphi=0$ uniformly in $x \in G / K$, meaning that

$$
\lim _{g \rightarrow e}\left\|\lambda_{g} \varphi-\varphi\right\|_{L^{p}(G / K)}=0
$$

Choose a left invariant metric on $G$ and let $d\left(g_{1}, g_{2}\right)$ be the Riemannian distance with respect to the chosen invariant metric. Now fix $\varepsilon>0$ and pick up any $f \in L^{p}(G / K)$. Then, if $p \in[1,+\infty)$, there is $\varphi \in C_{0}^{\infty}(G / K)$ such that

$$
\|f-\varphi\|_{L^{p}(G / K)}<\frac{\varepsilon}{3}
$$

Choose now $\delta>0$ such that if $d(g, e)<\delta$ then

$$
\left\|\varphi-\lambda_{g} \varphi\right\|_{L^{p}(G / K)}<\frac{\varepsilon}{3}
$$

For $g \in B_{e}(\delta)$

$$
\begin{aligned}
\left\|f-\lambda_{g} f\right\|_{L^{p}(G / K)} & \leqslant\|f-\varphi\|_{L^{p}(G / K)}+\left\|\varphi-\lambda_{g} \varphi\right\|_{L^{p}(G / K)}+\left\|\lambda_{g} \varphi-\lambda_{g} f\right\|_{L^{p}(G / K)} \\
& =2\|f-\varphi\|_{L^{p}(G / K)}+\left\|\varphi-\lambda_{g} \varphi\right\|_{L^{p}(G / K)}<\varepsilon
\end{aligned}
$$

Up to now we proved that $\lambda_{g}$ is strongly continuous in $e$. To extend this result to all the points $g \in G$, let us pick up $g \in G$ and fix $\varepsilon>0$. For any $g_{2} \in B_{g}(\delta), d\left(g_{1}, g_{2}\right)<\delta$ and then, using the invariance of the distance, $d\left(e, g^{-1} g_{2}\right)<\delta$. Since $\lambda$ is an isometry and since the representation is strongly continuous ate,, we can conclude

$$
\left\|\lambda_{g} f-\lambda_{g_{2}} f\right\|_{L^{p}(G / K)}=\left\|f-\lambda_{g^{-1} g_{2}} f\right\|_{L^{p}(G / K)}<\varepsilon .
$$

Since $\varepsilon$ is arbitrary, we completed the proof.

## A.1.2 Convolution algebra and weakly symmetric spaces

Let $\mathcal{M}_{K}(G)$ be the set of all measurable functions $f: G / K \times G / K \rightarrow \mathbb{C}$ so that for all $x, y \in G / K$ and $g \in G$

$$
\begin{equation*}
f(g x, g y)=f(x, y) \tag{A.1.7}
\end{equation*}
$$

For future purposes it is convenient also to define

$$
\begin{equation*}
C_{K}^{\infty}(G):=\left\{f \in \mathcal{M}_{K}(G): f \in C^{\infty}(G / K \times G / K)\right\} \tag{A.1.8}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{K}^{p}(G / K):=\left\{f \in \mathcal{M}_{K}(G): \int_{G / K}|f(x, \pi(e))|^{p} \mathrm{~d} x, \int_{G / K}|f(\pi(e), y)|^{p} \mathrm{~d} y<+\infty\right\} \tag{A.1.9}
\end{equation*}
$$

and we notice that $L_{K}^{p}(G / K)$ is a normed space once one defines the norm

$$
\begin{equation*}
\|f\|_{L_{K}^{p}(G)}:=\max \left\{\|f(\cdot, \pi(e))\|_{L^{p}(G / K)},\|f(\pi(e), \cdot)\|_{L^{p}(G / K)}\right\} \tag{A.1.10}
\end{equation*}
$$

As a consequence of the invariance of the measure one can prove that

$$
\begin{align*}
& \int_{G / K}|f(x, y)|^{p} \mathrm{~d} y=\int_{G / K}|f(\pi(e), y)|^{p} \mathrm{~d} y  \tag{A.1.11}\\
& \int_{G / K}|f(x, y)|^{p} \mathrm{~d} x=\int_{G / K}|f(x, \pi(e))|^{p} \mathrm{~d} x \tag{A.1.12}
\end{align*}
$$

We also warn that, at this level of generality, the finiteness of one of the two integrals in (A.1.9) does not imply the finiteness of the other one.

We will need in the following, the class of integral operators defined from functions in $L_{K}^{p}(G)$. Given $h \in L_{K}^{1}(G)$, we define the operator $T_{h}: L^{p}(G / K) \rightarrow L^{p}(G / K)$ by

$$
\begin{equation*}
\left(T_{h} f\right)(x):=\int_{G / K} h(x, y) f(y) \mathrm{d} y \tag{A.1.13}
\end{equation*}
$$

Lemma A.1.16. Let $h \in L_{K}^{1}(G)$. Then $T_{h}: L^{p}(G / K) \rightarrow L^{p}(G / K)$ is a bounded linear operator with

$$
\begin{equation*}
\left\|T_{h} f\right\|_{L^{p}(G / K)} \leqslant\|h\|_{L_{K}^{1}(G)}\|f\|_{L^{p}(G / K)} \tag{A.1.14}
\end{equation*}
$$

Proof. We denote with $p^{\prime}$ the dual of $p$, which is $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. We first estimate:

$$
\begin{aligned}
\left|\left(T_{h} f\right)(x)\right| & \leqslant \int_{G / K}|h(x, y)||f(y)| \mathrm{d} y \\
& =\int_{G / K}|h(x, y)|^{\frac{1}{p^{\prime}}}|h(x, y)|^{\frac{1}{p}}|f(y)| \mathrm{d} y \\
& \leqslant\left(\int_{G / K}|h(x, y)| \mathrm{d} y\right)^{\frac{1}{p^{\prime}}}\left(\int_{G / K}|h(x, y)||f(y)|^{p} \mathrm{~d} y\right)^{\frac{1}{p}} \\
& =\|h\|_{L_{K}^{1}(G)}^{\frac{1}{p}}\left(\int_{G / K}|h(x, y)||f(y)|^{p} \mathrm{~d} y\right)^{\frac{1}{p}} .
\end{aligned}
$$

where in the third step we used Hölder inequality.

$$
\begin{aligned}
\left\|T_{h} f\right\|_{L^{p}(G / K)}^{p} & \left.=\int_{G / K} \mid T_{h} f\right)\left.(x)\right|^{p} \mathrm{~d} x \\
& \leqslant\|h\|_{L_{K}^{1}(G)}^{\frac{p}{p^{\prime}}} \int_{G / K}|h(x, y)| \int_{G / K}|f(y)|^{p} \mathrm{~d} y \mathrm{~d} x \\
& =\|h\|_{L_{K}^{1}(G)}^{\frac{p}{p^{\prime}}}\|h\|_{L_{K}^{1}(G)}\|f\|_{L^{p}(G / K)}^{p}
\end{aligned}
$$

which proves the thesis.
Lemma A.1.17. Let $h \in L_{K}^{1}(G)$, then the integral operator $T_{h}$ commutes with the action of $G$ :

$$
\begin{equation*}
T_{h} \circ \lambda_{g}=\lambda_{g} \circ T_{h} \tag{A.1.15}
\end{equation*}
$$

for all $g \in G$.
Proof. Let $f \in L^{p}(G / K)$, then

$$
\begin{array}{rlrl}
\left(T_{h} \circ \lambda_{g} f\right)(x) & =\int_{G / K} h(x, y) f\left(g^{-1} y\right) \mathrm{d} y \\
& =\int_{G / K} h(x, g y) f(y) \mathrm{d} y \quad & (y \mapsto g y) \\
& =\int_{G / K} h\left(g^{-1} x, y\right) f(y) \mathrm{d} y \quad & \left(h(x, g y)=h\left(g^{-1} x, g^{-1} g y\right)\right) \\
& =\left(\lambda_{g} \circ T_{h} f\right)(x)
\end{array}
$$

A function $f: G \rightarrow \mathbb{C}$ is said to be isotropic with respect to $K$ if $f(a x)=f(x)$ for all $a \in K$ and for all $x \in G$. If $E$ is a representation space of functions, we denote by $E^{K}$ the set of all isotropic function on $E$, that is $E^{K}$ is the set of all invariant elements of $E$ under the action of $K$.

Let $\mathcal{M}(G / K)^{K}$ be the set of measurable isotropic functions on $G / K$. We define the restriction operator

$$
\begin{equation*}
\text { Res }: \mathcal{M}_{K}(G) \rightarrow \mathcal{M}(G / K)^{K} \tag{A.1.16}
\end{equation*}
$$

by

$$
\begin{equation*}
(\operatorname{Res} h)(x):=h(x, \pi(e)) . \tag{A.1.17}
\end{equation*}
$$

Note that if $a \in K,(\operatorname{Res} h)(a x)=h(a x, \pi(e))=h(a x, \pi(a e))=h(x, \pi(e))=(\operatorname{Res} h)(x)$ and therefore Res is a well defined map.

Sometimes one refers to the above-mentioned restriction map as the 'left restriction'. It is possible to define a right restriction aswell as $(\operatorname{RRes} h)(y)=h(\pi(e), y)$. For a reason that will be clear in few pages, for our purposes it is enough to have the above-defined restriction function.

As opposite to the restriction function, we define the extension of a function in $\mathcal{M}(G / K)^{K}$ as

$$
\begin{equation*}
\text { Ext }: \mathcal{M}(G / K)^{K} \rightarrow \mathcal{M}_{K}(G) \tag{A.1.18}
\end{equation*}
$$

by

$$
\begin{equation*}
(\operatorname{Ext} h)(x, y)=h\left(\eta^{-1} x\right) \quad \text { with } \eta \in G \quad \text { s.t. } \quad \eta \pi(e)=y \tag{A.1.19}
\end{equation*}
$$

We have now to check that the definition does not depend on the choice of $\eta$. Indeed, let $\eta_{1}$ be another element in $G$ such that $\eta_{1} \pi(e)=y$. Then, by definition, $\eta_{1}=\eta a$ for some element $a \in K$ and since $h$ is isotropic

$$
\begin{equation*}
f\left(\eta_{1}^{-1} x\right)=f\left(a^{-1} \eta^{-1} x\right)=f\left(\eta^{-1} x\right) \tag{A.1.20}
\end{equation*}
$$

Restriction and extension map are one the inverse of the other, as it is shown by the following computation

$$
\begin{equation*}
(\operatorname{Ext} \operatorname{Res} h)(x, y)=(\operatorname{Res} h)\left(\eta^{-1} x\right)=h\left(\eta^{-1} x, \pi(e)\right)=h(x, \eta \pi(e))=h(x, y) \tag{A.1.21}
\end{equation*}
$$

Moreover, it follows by definition that

$$
\begin{equation*}
\|\operatorname{Ext} f\|_{L_{K}^{p}(G)}=\|f\|_{L^{p}(G / K)} . \tag{A.1.22}
\end{equation*}
$$

We now use convolutions to construct smoothing operators. Let us define a function $\varphi: \mathbb{R} \rightarrow \mathbb{R}^{+}$ such that $\operatorname{supp} \varphi \subset[-1,1]$. For $\delta>0$ we define

$$
\begin{equation*}
\varphi_{\delta}(x, y):=C(\delta) \varphi\left(\delta^{-2} d(x, y)^{2}\right) \tag{A.1.23}
\end{equation*}
$$

where $C(\delta)$ is chosen to satisfy

$$
\begin{equation*}
\int_{G / K} \varphi_{\delta}(x, \pi(e)) \mathrm{d} x=1 \tag{A.1.24}
\end{equation*}
$$

It is possible to see directly from the definition that $\varphi_{\delta}$ has the following properties:
(i) $\varphi_{\delta}(g x, g y)=\varphi_{\delta}(x, y)$
(ii) $\varphi_{\delta}(x, y)=\varphi_{\delta}(y, x)$
(iii) $\varphi_{\delta}(x, y)=0$ of $d(x, y) \geqslant \delta$
(iv) $\varphi_{\delta} \in C^{\infty}(G / K \times G / K)$ for $\delta$ small enough
(v) $\varphi_{\delta}(x, y) \geqslant 0$.

Theorem A.1.18. Let $f \in L_{l o c}^{p}(G / K)$ and define $f_{\delta}$ by

$$
\begin{equation*}
f_{\delta}(x):=\left(T_{\varphi_{\delta}} f\right)(x)=\int_{G / K} \varphi_{\delta}(x, y) f(y) \mathrm{d} y \tag{A.1.25}
\end{equation*}
$$

For small $\delta, f_{\delta} \in C^{\infty}(G / K), \lim _{\delta \downarrow 0} f_{\delta}(x)=f(x)$ for almost every $x \in G / K$. If $1 \leqslant p<\infty$ and $f \in L^{p}(G / K)$, then $\lim _{\delta \downarrow 0}\left\|f-f_{\delta}\right\|_{L^{p}(G / K)}=0$. If $f \in C^{k}(G / K)$ for some $k \geqslant 0$ then $f_{\delta} \rightarrow f$ in the $C^{k}$ topology uniformly on compact subsets of $G / K$.

Definition A.1.19. An homogeneous space $G / K$ with $K$ compact is said to be weakly symmetric if $h \in \mathcal{M}_{K}(G)$ implies $h(x, y)=h(y, x)$ for almost every $x, y \in G / K$.

Since in the second part of the thesis we deal with homogeneous spaces of the form $\mathbb{S}^{n}$ we recall the following well known result.

Proposition A.1.20. The sphere $\mathbb{S}^{n}=S O(n+1) / S O(n)$ is a weakly symmetric space.
Proposition A.1.21. If $G / K$ is weakly symmetric then the norms on the spaces $L_{K}^{p}(G)$ are given by

$$
\begin{equation*}
\|h\|_{L_{K}^{p}(G)}=\left(\int_{G / K}|h(x, \pi(e))|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}=\left(\int_{G / K}|h(\pi(e), y)|^{p} \mathrm{~d} y\right)^{\frac{1}{p}} \tag{A.1.26}
\end{equation*}
$$

Also the convolution algebra is commutative, meaning that $\forall h, k \in L_{K}^{1}(G) h * k=k * h$.
Proof. Equality of norms (A.1.26) follows directly from the fact that $h(x, y)$ is measurable and hence, since the space is weakly symmetric, $h(x, y)=h(y, x)$ whence the equalities of the two norms in (A.1.9).

To see that the convolution algebra is commutative

$$
\begin{aligned}
(h * k)(x, y) & =\int_{G / K} h(x, z) k(z, y) \mathrm{d} z \\
& =\int_{G / K} k(z, y) h(x, z) \mathrm{d} z \quad \text { symmetry of } h, k \\
& =\int_{G / K} k(y, z) h(z, x) \mathrm{d} z \\
& =(k * h)(y, x) \quad k * h \text { is measurable and hence symmetric } \\
& =(h * k)(x, y)
\end{aligned}
$$

from which the conclusion follows.
Lemma A.1.22. If $G / K$ is compact, then $L_{K}^{2}(G)$ is closed under the convolution product $(f, g) \mapsto$ $f * g$ and for all functions $h \in L_{K}^{2}(G)$, the integral operator $T_{h}: L^{2}(G / K) \rightarrow L^{2}(G / K)$ is compact.

Proof. Let $f, g \in L_{K}^{2}(G)$. By Cauchy-Schwartz inequality

$$
\begin{aligned}
\int_{G / K} \mid(f * g) & \left.(x, \pi(e))\right|^{2} \mathrm{~d} x \leqslant \int_{G / K}\left(\int_{G / K}|f(x, z) g(z, \pi(e))| \mathrm{d} z\right)^{2} \mathrm{~d} x \\
& \leqslant \int_{G / K}\left(\int_{G / K}|f(x, z)|^{2} \mathrm{~d} z\right)\left(\int_{G / K}|g(y, \pi(e))|^{2} \mathrm{~d} y\right) \mathrm{d} x \\
& =\mu(G / K)\|f\|_{L_{K}^{2}}^{2}\|g\|_{L_{K}^{2}}^{2}
\end{aligned}
$$

Thus $f * g$ is in $L_{K}^{2}(G)$. To prove that the operator is compact we prove that it is Hilbert-Schmidt. Indeed

$$
\int_{G / K \times G / K}|h(x, y)|^{2} \mathrm{~d} x \mathrm{~d} y=\int_{G / K}\|h\|_{L_{K}^{2}}^{2} \mathrm{~d} y=\mu(G / K)\|h\|_{L_{K}^{2}}^{2}
$$

and this completes the proof.
Proposition A.1.23. Let $G / K$ be a weakly symmetric space. Then for $1 \leqslant p \leqslant+\infty$ there are Banach space isomorphisms Res and Ext given by (A.1.16)-(A.1.17) and (A.1.18)-(A.1.19).

Proof. The statement is a straightforward consequence of how Ext and Res are defined together with (A.1.22).

## A.1.3 Decomposition of representations

Proposition A.1.24. Let $G$ be a compact group and $\mathcal{H}$ be a Hilbert space with inner product $\langle\cdot, \cdot\rangle_{\mathcal{H}}$. Assume that $\rho: G \rightarrow G L(\mathcal{H})$ is a strongly continuous representation of $G$ on $\mathcal{H}$. Then there is a inner product $(\cdot, \cdot)$ which is
(i) invariant under $G$,
(ii) equivalent to $\langle\cdot, \cdot\rangle_{\mathcal{H}}$ in the sense that there exists a positive constant for which $\frac{1}{c}\|x\|_{(\cdot, \cdot)} \leqslant$ $\|x\|_{\langle\cdot, \cdot\rangle} \leqslant c\|x\|_{(\cdot, \cdot)}$.

Proof. One defines

$$
(x, y):=\int_{G}\langle\rho(g) x, \rho(g) y\rangle_{\mathcal{H}} \mathrm{d} g
$$

The properties of the inner product descend from the properties of the inner product $\langle\cdot, \cdot,\rangle_{\mathcal{H}}$ and the existence of the constant depend on the volume of $G$.

Lemma A.1.25. Let $G$ be a compact group, $\mathcal{H}$ a Hilbert space and $\rho: G \rightarrow G L(\mathcal{H})$ and assume that the inner product is invariant under $G$. If $E$ is a representation subspace for $G$ on $\mathcal{H}$, so is $E^{\perp}$.

Proof. Let $x \in E^{\perp}$ and pick up $g \in G . \forall y \in E$

$$
0=\langle\rho(g) x, y\rangle=\left\langle\rho\left(g^{-1}\right) \rho(g) x, \rho\left(g^{-1}\right) y\right\rangle=\left\langle x, \rho\left(g^{-1}\right) y\right\rangle
$$

whence we proved that $\rho\left(g^{-1}\right) y \in E^{\perp}$. The arbitrariness of $x, g$ and $y$ led to the proof of the Lemma.

Lemma A.1.26. Let $\rho: G \rightarrow G L(\mathcal{H})$ be a strongly continuous representation of $G$ in $\mathcal{H}$. Then, for any $v \in \mathcal{H}, f_{v}(g): G \rightarrow \mathbb{C}, g \mapsto f_{v}(g):=\langle v, \rho(g) v\rangle$ is a continuous function.

Proof. Using Cauchy-Schwarz inequality and strong continuity we get

$$
\begin{aligned}
\left|f_{v}\left(g_{1}\right)-f_{v}\left(g_{2}\right)\right| & =\left|\left\langle v,\left(\rho\left(g_{1}\right)-\rho\left(g_{2}\right)\right) v\right\rangle\right| \\
& \leqslant\|v\|\left\|\left(\rho\left(g_{1}\right)-\rho\left(g_{2}\right)\right) v\right\| \leqslant C d\left(g_{1}, g_{2}\right)\|v\|^{2} .
\end{aligned}
$$

It is immediate to see that if we fix $\varepsilon>0$, there exists $0<\delta:=\frac{\varepsilon}{2 C\|v\|^{2}}$ such that if $d\left(g_{1}, g_{2}\right)<\delta$ then $\left|f\left(g_{1}\right)-f\left(g_{2}\right)\right|<\varepsilon$.

Lemma A.1.27. Let $\rho: G \rightarrow G L(\mathcal{H})$ be a strongly continuous representation of the compact group $G$ on $\mathcal{H}$ endowed with a $G$-invariant scalar product. Then there exists a finite dimensional representation subspace $E \subset \mathcal{H}$.

Proof. The idea of the proof is to find a compact self-adjoint linear operator on $\mathcal{H}$ which commutes with the action of $G$ and then to find the required representation subspace as one of the eigenspaces of such a self-adjoint operator.

Let $0 \neq v \in V$. We can assume $\|v\|_{\mathcal{H}}=1$. Then we define

$$
A x:=\frac{1}{\mu(G)} \int_{G} P_{\rho(g) v} x \mathrm{~d} g
$$

where $P_{\rho(g) v}$ is the orthogonal projector onto $\rho(g) v$. We now prove that $\|A x\| \leqslant\|x\|$ for all $x \in \mathcal{H}$.

$$
\|A x\|_{\mathcal{H}} \leqslant \frac{1}{\mu(G)} \int_{G}\left\|P_{\rho(g) v} x\right\|_{\mathcal{H}} \mathrm{d} g \leqslant \sup _{g \in G}\left\|P_{\rho(g)} x\right\|_{\mathcal{H}} \leqslant\|x\|_{\mathcal{H}}
$$

As a second step we show that $A$ commutes with the action of $G$. Indeed

$$
\begin{aligned}
A \rho(g) x & =\frac{1}{\mu(G)} \int_{G}\langle\rho(g) x, \rho(h) v\rangle \rho(h) v \mathrm{~d} h \\
& =\frac{1}{\mu(G)} \int_{G}\left\langle x, \rho(g)^{*} \rho(h) v\right\rangle \rho(h) v \mathrm{~d} h \\
& =\frac{1}{\mu(G)} \int_{G}\left\langle x, \rho\left(g^{-1} h\right) v\right\rangle \rho(g) \rho\left(g^{-1} h\right) v \mathrm{~d} h \\
& =\frac{1}{\mu(G)} \int_{G}\left\langle x, \rho\left(g^{-1} h\right) v\right\rangle \rho(g) \rho\left(g^{-1} h\right) v \mathrm{~d}\left(g^{-1} h\right)=\rho(g) A x
\end{aligned}
$$

We now prove that $A$ is self-adjoint. Since it is bounded, it is sufficient to show that it is symmetric.

$$
\begin{aligned}
\langle A x, y\rangle & =\frac{1}{\mu(G)}\left\langle\int_{G} P_{\rho(g) v} x \mathrm{~d} g, y\right\rangle=\frac{1}{\mu(G)} \int_{G}\left\langle P_{\rho(g) v} x, y\right\rangle \mathrm{d} g \\
& =\frac{1}{\mu(G)} \int_{G}\left\langle x, P_{\rho(g) v} y\right\rangle \mathrm{d} g=\left\langle x, \frac{1}{\mu(G)} \int_{G} P_{\rho(g) v} y \mathrm{~d} g\right\rangle=\langle x, A y\rangle
\end{aligned}
$$

To show that $A$ is not the null operator we exploit the equality

$$
\begin{aligned}
\langle A v, v\rangle & =\frac{1}{\mu(G)} \int_{G}\langle v, \rho(g) v\rangle\langle\rho(g) v, v\rangle \mathrm{d} g \\
& =\frac{1}{\mu(G)} \int_{G}|\langle v, \rho(g) v\rangle|^{2} \mathrm{~d} g
\end{aligned}
$$

We now prove that, as a consequence of Lemma A.1.26, the last quantity is strictly positive. Indeed, for $g=e,|\langle\rho(g) v, v\rangle|=1$ and therefore for $\varepsilon>0$ small enough

$$
\begin{aligned}
\frac{1}{\mu(G)} \int_{G}|\langle\rho(g) v, v\rangle|^{2} \mathrm{~d} g & \geqslant \frac{1}{\mu(G)} \int_{B_{e}(\delta)}|\langle\rho(g) v, v\rangle|^{2} \mathrm{~d} g \\
& \geqslant(1-\varepsilon) \frac{\mu\left(B_{e}(\delta)\right)}{\mu(G)}>0
\end{aligned}
$$

We now prove that $A$ is compact. Let $\|\cdot\|_{o p}$ be the operator norm. It is a standard result (see e.g. [125, Theorem 1.18]) that if an operator can be approximated in operator norm by finite rank operators then it is compact.

Since the group $G$ is compact, there is a finite cover $\left\{U_{1}, \ldots, U_{m}\right\}$ of $G$ so that if $g_{1}, g_{2} \in U_{i}$ then $d\left(g_{1}, g_{2}\right)<\delta$. By strong continuity of the representation, this implies that $\left\|\left(\rho\left(g_{1}\right)-\rho\left(g_{2}\right)\right) v\right\|<\varepsilon$. For each $i$, choose $g_{i} \in U_{i}$ and let $\left\{\varphi_{i}\right\}_{i=1}^{m}$ be a partition of unity subordinate to the cover $\left\{U_{i}\right\}_{i=1}^{m}$. We define a linear operator

$$
A_{i} x=\frac{1}{\mu(G)} \int_{G} \varphi_{i}(h) P_{\rho(h) v} x \mathrm{~d} h
$$

By construction $A=\sum_{i=1}^{m} A_{i}$. We now define a rank one operator by

$$
B_{i} x:=\frac{1}{\mu(G)} \int_{G} \varphi(h)\langle\rho(h) v, x\rangle \rho\left(g_{i}\right) v \mathrm{~d} h
$$

and a finite rank operator

$$
B:=\sum_{i=1}^{m} B_{i} .
$$

If $g$ is in the support of $\varphi_{i}$, then both $g$ and $g_{i}$ are in $U_{i}$ and thus $\left\|\rho(g) v-\rho\left(g_{i}\right) v\right\|<\varepsilon$. As $\varphi_{i}(g)$ vanishes for all $g$ not in the support of $\varphi_{i}$ and $\|\rho(g) v\|=1$

$$
\begin{aligned}
\|\langle\rho(h) v, x\rangle \varphi_{i}(h) \rho\left(g_{i}\right) v & -\langle\rho(h) v, x\rangle \rho(h) v \| \varphi_{i}(h) \\
& =|\langle\rho(h) v, x\rangle|\left\|\rho\left(g_{i}\right) v-\rho(h) v\right\| \varphi_{i}(h) \leqslant \varepsilon\|x\| \varphi_{i}(h)
\end{aligned}
$$

and hence

$$
\begin{aligned}
\left\|A_{i} x-B_{i} x\right\| & \leqslant \frac{1}{\mu(G)} \int_{G}\left\|\langle\rho(h) v, x\rangle \varphi_{i}(h) \rho\left(g_{i}\right) v-\langle\rho(h) v, x\rangle \rho(h) v\right\| \varphi_{i}(h) \mathrm{d} h \\
& \leqslant \varepsilon\|x\| \frac{1}{\mu(G)} \int_{G} \varphi_{i}(h) \mathrm{d} h
\end{aligned}
$$

and hence

$$
\|A x-B x\| \leqslant \sum_{i=1}^{m}\left\|A_{i} x-B_{i} x\right\| \leqslant \varepsilon\|x\| \sum_{i=1}^{m} \frac{1}{\mu(G)} \int_{G} \varphi_{i}(h) \mathrm{d} h=\varepsilon\|x\|
$$

which implies $\|A-B\|_{o p}<\varepsilon$. As $\varepsilon$ was arbitrary, this show that $A$ can be approximated by finite rank operators and completes the proof that $A$ is compact.

We proved that $A$ is a compact operator different from zero an hence it has at least one non-zero eigenvalue $\alpha$. Let $E_{\alpha}$ be the corresponding eigenspace. If $x \in E_{\alpha}$ then, by construction, $\rho(g) A x=$ $A \rho(g) x \in E_{\alpha}$. Thus $E_{\alpha}$ is a representation subspace of $\mathcal{H}$. Since $A$ is compact and $\alpha \neq 0$ the space $E_{\alpha}$ is finite dimensional. Let now $E$ be a representation subspace of minimal dimension, then $E$ is a finite dimensional irreducible representation subspace of $\mathcal{H}$.

## A. 2 Decomposition of $L^{2}(G / K)$

Theorem A.2.1. Let $\rho: G \rightarrow G L(\mathcal{H})$ be a strongly continuous representation of the compact group $G$ on the Hilbert space $\mathcal{H}$ and assume that the inner product $\langle\cdot, \cdot\rangle$ is invariant under the action of $G$. Then $\mathcal{H}$ is an orthogonal direct sum

$$
\begin{equation*}
\mathcal{H}=\bigoplus_{\alpha \in A} E_{\alpha} \tag{A.2.1}
\end{equation*}
$$

of finite dimensional irreducible representation spaces $E_{\alpha}$.
Proof. Let $A$ be the set of indices for which $\alpha \in A$ if and only if $E_{\alpha} \subset \mathcal{H}$ is a finite dimensional representation subspace for $G$ on $\mathcal{H}$ with $E_{\alpha} \perp E_{\beta}$ if $\alpha \neq \beta$. Let $\mathscr{E}:=\left\{E_{\alpha}, \alpha \in A\right\}$ and let $\mathscr{B}=\mathscr{P}(\mathscr{E})$ is the set of parts of $\mathscr{E}$. From Lemma A.1.27 we know that $A \neq \varnothing$ and hence $\mathscr{B}$ is not empty. We now order $\mathscr{B}$ by inclusion, i.e. if $F_{1}, F_{2} \in \mathscr{B}$ we write $F_{1}<F_{2}$ if and only if $F_{1} \subset F_{2}$. Let $C$ be a totally ordered subset of $\mathscr{B}$. It has a majorant which is $F_{m a j}=\bigcup_{\alpha: E_{\alpha} \in C}\left\{E_{\alpha}\right\}$. We are hence in the condition of applying Zorn's Lemma and hence $\mathscr{B}$ has a maximal element, $F_{\text {max }}$. Denoting $E=\bigoplus_{\alpha: E_{\alpha} \in F_{\max }} E_{\alpha}$, if $E \neq \mathcal{H}$ then $E^{\perp}$ is a representation subspace of $\mathcal{H}$ and it has a finite dimensional representation subspace $E_{\gamma}$. This implies $E_{\gamma} \in \mathscr{E}$ and $F_{\max } \cup\left\{E_{\gamma}\right\} \in \mathscr{B}$ contradicting the maximality of $F_{\max }$.

Corollary A.2.2. Let $G$ be a compact Lie group and $K$ a closed subgroup of $G$. Then there is an orthogonal direct sum

$$
\begin{equation*}
L^{2}(G / K)=\bigoplus_{\alpha \in A} E_{\alpha} \tag{A.2.2}
\end{equation*}
$$

where each $E_{\alpha}$ is finite dimensional irreducible representation subspace of $L^{2}(G / K)$ under the regular representation $\left(\lambda_{g} f\right)(x)=f\left(g^{-1} x\right)$.

Up to now we proved that the space of square integrable functions on a homogeneous space decomposes into an orthogonal direct sum of finite dimensional spaces. To set precisely the decomposition we need to answer two more questions: which subspaces $E_{\alpha}$ are present in the decomposition and with which multiplicity.

Proposition A.2.3. Let $G$ be a compact group and $\rho: G \rightarrow G L(V)$ be a finite dimensional representation of $G$. Then $L^{2}(G)$ contains a representation subspace of $G$ isomorphic to $V$.

Proof. Fix any nonzero vector $v_{0} \in V$ and define a function $\varphi: E \rightarrow L^{2}(G)$. Recalling that an element in $L^{2}(G)$ is a function from $G \rightarrow \mathbb{C}$, we set

$$
(\varphi(v))(\cdot):=\left\langle v, \rho(\cdot) v_{0}\right\rangle
$$

Clearly $\varphi(v): G \rightarrow \mathbb{C}$ and is linear in $v$. Moreover it is an intertwining map

$$
\varphi(\rho(g) v)(x)=\left\langle\rho(g) v, \rho(x) v_{0}\right\rangle=\left\langle v, \rho\left(g^{-1} x\right) v_{0}\right\rangle=\lambda_{g}(\varphi(v))(x)
$$

Therefore $\lambda_{g} \circ \varphi=\varphi \circ \rho_{g}$. Since $\varphi\left(v_{0}\right)(e)=\left\langle v_{0}, v_{0}\right\rangle \neq 0, \varphi$ is not the zero map and hence, by Shur's lemma (Theorem A.1.7), $\varphi: V \rightarrow \varphi(V)$ is an isomorphism. Hence $E:=\varphi(V)$ is the representations subspace of $G$ on $L^{2}(G)$ isomorphic to $V$.

Proposition A.2.4. Let $G$ be a compact group and $H$ be a closed subgroup of $G$. Let $V$ be an irreducible finite dimensional representation subspace. Then $L^{2}(G / K)$ has a representation subspace isomorphic to $V$ if and only if $V^{K} \neq\{0\}$.
Proof. By hypothesis there exists a nonzero vector $v_{0} \in V^{K}$. We define a function $\varphi: E \rightarrow L^{2}(G / K)$,

$$
(\varphi(v))(\cdot):=\left\langle v, \rho\left(\pi^{-1}(\cdot)\right) v_{0}\right\rangle
$$

We have to show that the definition does not depend on the element on the fibre of $\pi^{-1}(x)$ for $x \in G / K$. Let $g_{1}$ and $g_{2}$ be two elements such that $\pi\left(g_{1}\right)=\pi\left(g_{2}\right)$. Then there exists $k \in K$ such that $g_{1} k=g_{2}$. The definition is well posed since, using the isotropy of $v_{0}$, we see

$$
\left\langle v, \rho\left(g_{1}\right) v_{0}\right\rangle=\left\langle v, \rho\left(g_{1} k\right) \rho\left(k^{-1}\right) v_{0}\right\rangle=\left\langle v, \rho\left(g_{2}\right) v_{0}\right\rangle
$$

Repeating verbatim the argument of the previous proposition gives the 'if' direction of the thesis.
For the 'only if' let us suppose that $L^{2}(G / K)$ has a finite dimensional representation subspace isomorphic to $V$. Since $G / K$ has an invariant Riemannian metric we denote with $d(x, y)$ the Riemannian distance between $x, y \in G / K$. Let $B_{x}(r)$ the ball of radius $r$ around $x$.

Since $V \neq\{0\}$ then there exists $f_{0} \in V$ and $B_{x_{0}}(r)$ such that $\int_{B_{x_{0}}(r)} f_{0}(x) \mathrm{d} x \neq 0$ (if the integral were equal to zero for every ball, then $f_{0}(x)=0$ for almost every $\left.x\right)$. We can now define a linear functional $\lambda: V \rightarrow \mathbb{C}, \lambda(f):=\int_{B_{x_{0}}(r)} f(x) \mathrm{d} x$. Since $V$ is a finite dimensional vector space, by Riesz representation theorem there exists a vector $h \in V$ such that, for all $f \in V$, $\Lambda(f)=\langle h, f\rangle$. Since $\Lambda\left(f_{0}\right) \neq 0$, we know that $\Lambda$ is not the zero map and $h \neq 0$. Moreover, for all $k \in K, \int_{B_{x_{0}}(r)}\left(\lambda_{k} f\right)(x) \mathrm{d} x=\int_{B_{x_{0}}(r)} f(x) \mathrm{d} x$ because the measure is invariant under the action of $k \in K \subset G$ and $B_{x_{0}}(r)=B_{k x_{0}}(r)$. Since $\Lambda\left(\lambda_{k} f\right)=\Lambda(f)$, this implies also that $h(x)=\left(\lambda_{k} h\right)(x)$ and then $h \in V^{K}$ completing the proof.

Let $\mathscr{A}$ be the set of linear functionals $\alpha: L_{K}^{2}(G) \rightarrow \mathbb{C}$ such that the space

$$
\begin{equation*}
E_{\alpha}:=\left\{f \in L^{2}(G / K): T_{h} f=\alpha(h) f \quad \forall h \in L_{K}^{2}(G)\right\} \tag{A.2.3}
\end{equation*}
$$

is non-zero.
Theorem A.2.5. Let $G / K$ be a compact space for which the convolution algebra is commutative. Let $\mathscr{A}$ be as above. Then

$$
\begin{equation*}
L^{2}(G / K)=\bigoplus_{\alpha \in \mathscr{A}} E_{\alpha} \tag{A.2.4}
\end{equation*}
$$

(i) Each $E_{\alpha}$ is a representations subspace of $L^{2}(G / K)$;
(ii) Each $E_{\alpha}$ is finite dimensional and consists of $C^{\infty}(G / K)$ functions
(iii) Each $E_{\alpha}$ is an irreducible representation subspace
(iv) If $\alpha \neq \beta$ then $E_{\alpha}$ and $E_{\beta}$ are not isomorphic as representation subspaces.

The proof of the theorem is divided in seven steps.
Lemma A.2.6. (i) and (ii) of Theorem A.2.5 holds.
Proof. That $E_{\alpha}$ as defined in (A.2.3) is a representation subspace of $L^{2}(G / K)$ follows from $\lambda_{g} \circ T_{h}=$ $T_{h} \circ \lambda_{g}:$

$$
\begin{aligned}
\left(\lambda_{g} T_{h} f\right)(x) & =\left(T_{h} f\right)\left(g^{-1} x\right) \\
& =\int_{G / K} h\left(g^{-1} x, y\right) f(y) \mathrm{d} y \\
& =\int_{G / K} h(x, g y) f(y) \mathrm{d} y \\
& =\int_{G / K} h(x, \eta) f\left(g^{-1} \eta\right) \mathrm{d} \eta=\left(T_{h} \lambda_{g} f\right)(x)
\end{aligned}
$$

By Lemma A.1.22, $T_{h}$ is a compact operator and, if $h$ is real valued, it is also self-adjoint. Therefore, by spectral theorem,

$$
L^{2}(G / K)=E_{0} \oplus\left(\bigoplus_{\alpha \in \mathscr{A}} E_{\alpha}\right)
$$

Where we used the fact that, for fixed $h \in L_{K}^{2}(G),(A .2 .3)$ is an eigenvalue equation for $T_{h}$. Since $G / K$ is a weakly symmetric space, $T_{h}$ and $T_{k}$ commutes for all $h, k \in L_{K}^{2}(G)$ and hence the decomposition (A.2.4) is independent of $h$.

Since $T_{h}$ is compact, any of its eigenspaces (but eventually the one associated with eigenvalue zero) is finite dimensional. We need to prove that $E_{0}=\{0\}$. Let us pick up $\varphi_{\delta}$ as in (A.1.23). Then, if $f \in E_{0}, T_{\varphi_{\delta}} f=0$. Hence $f=\lim _{\delta \downarrow 0} T_{\varphi_{\delta}} f=0$ (where we used the fact that $T_{\varphi_{\delta}}$ is an approximation of the identity in $L^{2}(G / K)$, Theorem A.1.18). This is sufficient to conclude that $E_{0}=0$.

Last, we prove the $C^{\infty}$ regularity of functions in $E_{\alpha}$. Using again Theorem A.1.18 together with (A.2.3) we have

$$
f=\frac{1}{\alpha\left(\varphi_{\delta}\right)} T_{\varphi_{\delta}} f
$$

Hence

$$
\frac{\partial f(x)}{\partial x}=\frac{1}{\alpha\left(\varphi_{\delta}\right)} \int_{G / K} \frac{\partial \varphi_{\delta}(x, y)}{\partial x} f(y) \mathrm{d} y
$$

and since $\varphi_{\delta} \in C^{\infty}(G / K \times G / K)$, we proved (ii).

Lemma A.2.7. If $\{0\} \neq E \subset C(G / K)$ is any finite dimensional representation subspace, there is $p \in E^{K}$ with $p(\pi(e))=1$.

Proof. Let $\delta_{e}: E \rightarrow \mathbb{C}$ be the evaluation map at $x=e$. This is well defined because $E \subset C(G / K)$ is a space of continuous functions. Since $E$ is finite dimensional, every linear function on $E$ can be uniquely represented as an inner product: there exists a unique $p_{0} \in E$ such that $\forall f \in E$,

$$
f(\pi(e))=\int_{G / K} \overline{p_{0}(x)} f(x) \mathrm{d} x
$$

If $a \in K$ and $f \in E$ then using that the measure $\mathrm{d} x$ is invariant and the last equality we get

$$
\begin{aligned}
\int_{G / K} \overline{\left(\lambda_{a} p\right)(x)} f(x) \mathrm{d} x & =\int_{G / K} \overline{p\left(a^{-1} x\right)} f(x) \mathrm{d} x \\
& =\int_{G / K} \overline{p(x)} f(a x) \mathrm{d} x=f(a \pi(e))=f(\pi(e))
\end{aligned}
$$

Hence, since $p \in E$ is unique, this chain of equalities imply $\lambda_{a} p=p$ for all $a \in K$. Thus $p$ is isotropic. As the action of $G$ is transitive and $E \neq\{0\}$, there are functions $f \in E$ with $f(\pi(e)) \neq 0$ which implies $p_{0} \neq 0$. Using $f=p_{0}$ we get

$$
p_{0}(\pi(e))=\int_{G / K}\left|p_{0}(x)\right|^{2} \mathrm{~d} x>0
$$

Choosing $p=\frac{1}{p_{0}(\pi(e))} p_{0}$ completes the proof.
Lemma A.2.8. Each $E_{\alpha}^{K}$ is one-dimensional.
Proof. From the previous Lemma A.2.7, there exists $p_{\alpha} \in E_{\alpha}^{K}$ with $p_{\alpha}(\pi(e))=1$. Let now $h_{0} \in E_{\alpha}^{K}$ and set

$$
h=h_{0}-h_{0}(e) p_{\alpha}
$$

We start by noticing that $h(\pi(e))=h_{0}(\pi(e))-h_{0}(\pi(e)) p_{\alpha}(\pi(e))=0$. As $h$ is isotropic by definition, we can define (as we did in (A.1.18)-(A.1.19)) $H(x, y)=(\operatorname{Ext} h)(x, y)=h\left(\xi^{-1} y\right)$ where $\xi \in G$ is any element $\xi \pi(e)=x$.

From (A.2.3), $\forall f \in E_{\alpha}$

$$
\alpha(H) f(x)=T_{H} f(x)=\int_{G / K} h\left(\xi^{-1} y\right) f(y) \mathrm{d} y
$$

choosing $f=\bar{h}$ and $x=\pi(e)$ we get

$$
0=T_{H} \bar{h}(\pi(e))=\int_{G / K}|h(y)|^{2} \mathrm{~d} y
$$

and since $h$ is continuous, the last equality implies $h=0$.
Lemma A.2.9. Each $E_{\alpha}$ is an irreducible representation subspace.
Proof. If $E_{\alpha}$ was not irreducible, then we could decompose it as $E_{\alpha}=E_{1} \oplus E_{2}$ with each $E_{i}$ being a representation subspace containing an irreducible representation subspace. Then by Proposition A.2.4, $\operatorname{dim} E_{\alpha}^{K}=\operatorname{dim} E_{1}^{K}+\operatorname{dim} E_{2}^{K} \geqslant 2$. This contradicts Lemma A.2.8.

Lemma A.2.10. Let $f_{1}, f_{2} \in L^{2}(G / K)$. Then for each $\alpha \in \mathscr{A}$ there is a constant $c_{\alpha}\left(f_{1}, f_{2}\right)$ so that

$$
\begin{equation*}
\int_{G / K} \int_{G / K} \overline{f_{1}\left(g^{-1} x\right)} f_{2}\left(g^{-1} y\right) \mathrm{d} g f(y) \mathrm{d} y=c_{\alpha}\left(f_{1}, f_{2}\right) f(x) \tag{A.2.5}
\end{equation*}
$$

for any $f \in E_{\alpha}$.
Proof. Set $h(x, y)=\int_{G} f_{1}\left(g^{-1} x\right) f_{2}\left(g^{-1} y\right) \mathrm{d} g$. Using the fact that there is a unique Riemannian metric on $G$ for which the submersion $\pi: G \rightarrow G / K$ is a Riemannian submersion, by CauchySchwartz inequality and co-area formula,

$$
\begin{aligned}
\int_{G / K}|h(x, \pi(e))|^{2} \mathrm{~d} x & =\int_{G / K}\left|\int_{G} \overline{f_{1}\left(g^{-1} x\right)} f_{2}\left(g^{-1} y\right)\right|^{2} \mathrm{~d} g \mathrm{~d} x \\
& \leqslant \int_{G / K} \int_{G}\left|f_{1}\left(g^{-1} x\right)\right|^{2} \mathrm{~d} g \int_{G}\left|f_{2}\left(\xi^{-1} y\right)\right|^{2} \mathrm{~d} \xi \mathrm{~d} x \\
& =\mu(G / K) \mu(K)^{2}\left\|f_{1}\right\|_{L^{2}(G / K)}^{2}\left\|f_{2}\right\|_{L^{2}(G / K)}^{2}<+\infty
\end{aligned}
$$

and using a similar argument $\int_{G / K}|h(\pi(e), y)|^{2} \mathrm{~d} y \leqslant \mu(G / K) \mu(K)^{2}\left\|f_{1}\right\|_{L^{2}(G / K)}^{2}\left\|f_{2}\right\|_{L^{2}(G / K)}^{2}<+\infty$. To prove that $h \in L_{K}^{2}(G)$ it remains to see that for $\xi \in G$

$$
\begin{aligned}
h(\xi x, \xi y) & =\int_{G} \overline{f_{1}\left(g^{-1} \xi x\right)} f_{2}\left(g^{-1} \xi y\right) \mathrm{d} g \\
& =\int_{G} \overline{f_{1}\left(g^{-1} x\right)} f_{2}\left(g^{-1} y\right) \mathrm{d} g \\
& =h(x, y) .
\end{aligned}
$$

Thus $h \in L_{K}^{2}(G)$. If now $f \in E_{\alpha}$ we set $c_{\alpha}\left(f_{1}, f_{2}\right):=\alpha(h)$ and we get the thesis.
Lemma A.2.11. If $\alpha, \beta \in \mathscr{A}$ and $\alpha \neq \beta$ then $E_{\alpha}$ is not equivalent to $E_{\beta}$ as a representation subspace.
Proof. Let $\lambda_{\alpha}(g):=\lambda_{g} \upharpoonright_{E_{\alpha}}$ and $\lambda_{\beta}(g):=\lambda_{g} \upharpoonright_{E_{\beta}}$ be the induced representations on $E_{\alpha}$ and $E_{\beta}$. Let $\chi_{\alpha}(g)=\operatorname{tr} \lambda_{\alpha}(g)$ and $\chi_{\beta}(g)=\operatorname{tr} \lambda_{\beta}(g)$ be the corresponding characters. Suppose by contradiction that $\lambda_{\alpha}$ is equivalent to $\lambda_{\beta}$. By Lemma A.1.8, $\chi_{\alpha}(g)=\chi_{\beta}(g)$.

Choose an orthonormal basis $f_{\alpha, 1}, \ldots, f_{\alpha, l}$ and $f_{\beta, 1}, \ldots, f_{\beta, m}$ of $E_{\alpha}$ and $E_{\beta}$. In the basis $f_{\alpha, 1}, \ldots, f_{\alpha, m}$ the matrix representing $\lambda_{\alpha}(g)$ is $\left[\lambda_{\alpha}(g)\right]_{i j}=\left\langle\lambda_{\alpha}(g) f_{\alpha, i}, f_{\alpha, j}\right\rangle$ and the trace is the sum of the diagonal elements of the matrix. Thus

$$
\chi_{\alpha}(g)=\sum_{i=1}^{l}\left\langle\lambda_{\alpha}(g) f_{\alpha, i}, f_{\alpha, i}\right\rangle=\sum_{i=1}^{l} \int_{G / K} \overline{f_{\alpha, i}\left(g^{-1} x\right)} f_{\alpha, i}(x) \mathrm{d} x
$$

and likewise

$$
\chi_{\beta}(g)=\sum_{j=1}^{m} \int_{G / K} \overline{f_{\beta, j}\left(g^{-1} y\right)} f_{\beta, j}(y) \mathrm{d} y
$$

Using these relations and interchanging the order of integration we get

$$
\begin{aligned}
\int_{G} \overline{\chi_{\alpha}(g)} & \chi_{\beta}(g) \mathrm{d} g \\
& =\sum_{i, j} \int_{G / K}\left(\int_{G / K} \int_{G} f_{\alpha, i}\left(g^{-1} x\right) \overline{f_{\beta, j}\left(g^{-1} y\right)} \mathrm{d} g f_{\beta, j}(y) \mathrm{d} y\right) \overline{f_{\alpha, i}(x)} \mathrm{d} x \\
& =\sum_{i, j} \overline{c_{\beta}\left(f_{\alpha, i}, f_{\beta, j}\right)} \int_{G / K} f_{\beta, j}(x) \overline{f_{\alpha, i}(x)} \mathrm{d} x=0
\end{aligned}
$$

where in the last step we used the orthogonality of $E_{\alpha}$ and $E_{\beta}$. But if $E_{\alpha}$ and $E_{\beta}$ are isomorphic, then $\chi_{\alpha}=\chi_{\beta}$ and this leads to the contradiction $0=\int_{G} \overline{\chi_{\alpha}(g)} \chi_{\beta}(g) \mathrm{d} g=\int_{G}\left|\chi_{\alpha}(g)\right|^{2} \mathrm{~d} g>0$.
Lemma A.2.12. If $\{0\} \neq E \subset L^{2}(G / K)$ is a finite dimensional irreducible representation space, then $E=E_{\alpha_{0}}$ for some $\alpha_{0}$.

Proof. Let $P_{\alpha}: L^{2}(G / K) \rightarrow E_{\alpha}$ be the orthogonal projection of $L^{2}(G / K)$ onto $E_{\alpha}$. Then both $E_{\alpha}$ and $E_{\alpha}^{\perp}$ are invariant under the action of $G$ and $P_{\alpha}$ is an intertwining map. If $P_{\alpha} E=\{0\}$ for all $\alpha$, then $E=\{0\}$ as $L^{2}(G / K)=\bigoplus_{\alpha \in \mathscr{A}} E_{\alpha}$. Thus for some $\alpha_{0}, P_{\alpha_{0}} E_{\alpha_{0}} \neq\{0\}$. The map $P_{\alpha_{0}} \upharpoonright_{E}$ : $E \rightarrow E_{\alpha_{0}}$ is a nonzero intertwining map, thus by Shur's lemma (Lemma A.1.7), $P_{\alpha_{0}} \upharpoonright_{E}: E \rightarrow E_{\alpha_{0}}$ is an isomorphism. Thus $E$ is isomorphic to $E_{\alpha_{0}}$ as representation subspace. If $\alpha \neq \alpha_{0}$ then, by the last step, $E_{\alpha}$ and $E_{\alpha_{0}}$ are not isomorphic as representation subspaces and thus Shur's lemma implies $P_{\alpha} \upharpoonright_{E}: E \rightarrow E_{\alpha}$ is the zero map for $\alpha \neq \alpha_{0}$. This implies $E \subset E_{\alpha_{0}}$. And since $E$ is a nonzero representation subspace of $E_{\alpha_{0}}$ and since $E_{\alpha_{0}}$ is irreducible, then $E=E_{\alpha_{0}}$.

Note that, by definition (A.2.3), since for a fixed $h \in L_{K}^{2}(G)$ the operator $T_{h}$ is compact (Lemma A.1.22), the cardinality of $\mathscr{A}$ is at most $\aleph_{0}$ (the cardinality of $\mathbb{N}$ ). Since $L^{2}(G / K)$ is an infinite dimensional space, one of the consequences of Theorem A.2.5 is that the cardinality of $\mathscr{A}$ is exactly $\aleph_{0}$. If this was not true, then from (A.2.4), we would obtain $\operatorname{dim} L^{2}(G / K)<\infty$ which is absurd.
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[^0]:    ${ }^{1}$ If the subspaces $\operatorname{ker}\left(S^{*}-z \mathbb{1}\right)$ and $\operatorname{ker}\left(S^{*}-\bar{z} \mathbb{1}\right)$ have the same finite dimension, it is easy to conclude that all self-adjoint extensions of $S$ are bounded below, see, e.g., the Proposition on page 179 of [95]; if their common dimension is infinite instead, $S$ may also admit self-adjoint extensions that are unbounded below. The occurrence of such unbounded below extensions may be presented as a mere "academic exercise" about operators on an infinite orthogonal sum of Hilbert spaces (see [95, Chapter 10], Problem 26) but in fact examples are known where they arise as quantum Hamiltonians of physical relevance - see, e.g., the possibility of unbounded below self-adjoint extensions for particle Hamiltonians with point interaction [88, 87, 82, 83, 31, 84].

[^1]:    ${ }^{1}$ In fact, this is a result of Krasnosel'skii and Kreĭn [75].

[^2]:    ${ }^{2}$ By definition a closed and densely defined operator $S$ on a Hilbert space $\mathcal{H}$ is affiliated with a von Neumann algebra $\mathfrak{M}$ on $\mathcal{H}$ when for any unitary $U \in \mathfrak{M}^{\prime}$ (the commutant of $\mathfrak{M}$ ) one has $U \mathcal{D}(S) \subset \mathcal{D}(S)$ and $U S U^{*}=S$ on $\mathcal{D}(S)$.

[^3]:    ${ }^{3}$ The coincidence of the two deficiency indices of a semi-bounded and densely defined symmetric operator is a classical result (see, e.g., the first corollary to Theorem X. 1 in [95]) which is a direct consequence of the abovementioned Krasnosel'skii-Krĕ̆n result [75] on the constance of the deficiency indices throughout each of the two complex half-planes. In fact, such an argument is more general and proves as well the coincidence of the deficiency indices of a symmetric and densely defined operator $S$ such that $\bar{S}$ has a real point in its resolvent set (see, e.g., the second corollary to Theorem X. 1 in [95]). It is worth highlighting that the existence of a self-adjoint extension of a symmetric and densely defined $S$ with a real point in the resolvent set of $\bar{S}$ is an independent result, proved first by Calkin [25] and later re-proved by Kreĭn [74].

[^4]:    ${ }^{4}$ The reader should be warned that, in this context, "minimal" and "maximal" are referred to the "minimal" and "maximal" self-adjoint extensions and not to the minimal and maximal realisations of Section 1.2.

[^5]:    ${ }^{1}$ Schmincke used a complex version of Kato-Rellich that deals with closed operators instead of self-adjoint ones. This is necessary because, in general, the $z$ appearing in the proof is not real.

[^6]:    ${ }^{2}$ In fact, with a slightly more elaborate argument we can better estimate the reminder in (5.3.12) as a $O\left(r^{1-B}\right)$ term; however, this is not needed in the analysis that follows.

[^7]:    ${ }^{1}$ Contrary to the convention adopted in the thesis, in this Appendix the minimal operator is not closed.

