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Angle-resolved photoemission spectroscopy allows one to visualize in momentum space the proba-
bility weight maps of electrons subtracted from molecules deposited on a substrate. The interpretation
of these maps usually relies on the plane wave approximation through the Fourier transform of single
particle orbitals obtained from density functional theory. Here we propose a first-principle many-body
approach based on quantum Monte Carlo (QMC) to directly calculate the quasi-particle wave func-
tions (also known as Dyson orbitals) of molecules in momentum space. The comparison between
these correlated QMC images and their single particle counterpart highlights features that arise from
many-body effects. We test the QMC approach on the linear C2H2, CO2, and N2 molecules, for
which only small amplitude remodulations are visible. Then, we consider the case of the pentacene
molecule, focusing on the relationship between the momentum space features and the real space
quasi-particle orbital. Eventually, we verify the correlation effects present in the metal CuCl2−4 planar
complex. Published by AIP Publishing. https://doi.org/10.1063/1.5038864

I. INTRODUCTION

Angle resolved photoemission spectroscopy (ARPES)1–17

is the main tool to measure electron density maps directly in
momentum space. In the last few years, it has also been applied
to the tomography of the orbitals of molecules deposited on
substrates.2,8,9,18–21 In ARPES, the photoelectrons are ana-
lyzed as a function of their energy and total momentum and
their signal is associated with the Fourier transform (FT) of
electronic orbitals. This process can be modeled within the
plane wave approximation:2,20,22,23 the probability of the elec-
tron to be photodissociated with a certain momentum and
energy is linked to the modulus of the Fourier transform of the
quasiparticle wave function (QPWF or Dyson orbital24–28) of
the hole that is created in the process20(hQPWF). The hQPWF
may be thought of as the orbital of an electron dressed by
the interaction with the other electrons in the molecule as
its square modulus is associated with the probability density
of removing that electron from the molecule.26,27,29 In this
work, we will limit ourselves to the study of the dissocia-
tion processes that leave the ionized molecule in its ground
state.

The interpretation of ARPES momentum maps typically
relies on the comparison with the Fourier transform (FT) of
single particle orbitals from density functional theory (DFT)
calculations.2,6,12,19,30–34 Two important effects are usually
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disregarded and will also not be considered in this investiga-
tion. The first is that of the interaction between the molecule
and the substrate on which it is deposited, which has been
shown to deeply affect the orbital images:35,36 The second
is related to the fact that for low energy photons, the emit-
ted electron cannot be considered as a free particle and
the plane-wave approximation fails, leading to the necessity
to account for semi bounded states through time-dependent
density-functional37,38 or Coulomb-wave functions.39–41 Still,
within these approximations, the adequacy of single-particle
approaches such as DFT has also been previously questioned
and investigated.20,42

The main source of error in DFT as pointed out by
Perdew and Zunger is due to self-interaction;43 as a matter
of fact, self-interaction-free Kohn-Sham (KS) DFT function-
als have been found to be quite successful in interpreting
orbital tomography,20,44,45 giving the correct eigenvalue order-
ing and eigenfunction character. The same can be said for
the Koopmans-compliant functionals that have been seen to
give excellent agreement with experimental ultraviolet pho-
toemission spectroscopy and orbital tomography.30 Moreover,
it has been shown that generalised KS functionals can also
describe quasi-particle bandgaps giving results comparable to
GW calculations.46–50 This said, however, some limitations
still remain: first the quasi-particle orbitals are not normalized
like the independent particle ones and more importantly the
single-particle picture is unable to describe multideterminan-
tal correlation effects that arise in systems with partial orbital
degeneracy.42

Here we present an alternative approach to directly calcu-
late the QPWF in momentum space through quantum Monte
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Carlo (QMC),51–53 which follows from the development of
the procedure proposed by us29 to simulate wave function
mapping through scanning tunneling microscopy. The advan-
tages of QMC are of two kinds. First, it is possible to easily
calculate the QPWFs as overlaps of correlated multidetermi-
nantal wave functions. The latter include few-body interaction
terms through a Jastrow factor54,55 and combine Gaussian
and Slater type orbitals, making the basis set convergence
faster and recovering a high level of electronic correlation.
Second, the QMC algorithms such as those used to stochas-
tically optimize the wave functions56–58 and to optimize the
molecular structures59–62 are easily parallelized, making them
efficient for large systems in high-performance computing
facilities.

In the following, we will recall the method to evaluate
the QPWF in real space of Ref. 29 and describe in detail
the approach to evaluate the QPWF in momentum space.
Afterwards, we will test this method to reproduce the out-
come of photoemission spectroscopy applied to three lin-
ear molecules, N2, C2H2, and CO2, which have been the
object of recent tomography experiments in gas phase.63–65

Eventually we will focus on the photoemission process for
the pentacene molecule,2 whose orbitals have already been
mapped through Scanning Tunneling Spectroscopy (STS)66

and ARPES.19 We compare the FT of the HOMO with the
hQPWF in momentum space obtained from QMC and high-
light the origin of the (small) discrepancies between the
Hartree-Fock (HF) and the B3LYP DFT HOMOs and the
QPWFs in real space. Finally we study the metallic CuCl2−4
planar complex, where correlation effects are expected to be
larger.27

II. ANGLE RESOLVED PHOTOEMISSION
SPECTROSCOPY

The photoemission process taking place in ARPES exper-
iments is described through Fermi’s Golden rule,

Γf←i ∝ ��〈ΨNe
f |A · p̂|Ψ

Ne
i 〉

��2δ(ENe
f − ENe

i − ~ω), (1)

as the transition of the electronic ground state |ΨNe
i 〉 of a system

of Ne electrons to a final state |ΨNe
f 〉 induced by the interaction

with a laser field, Ĥint = A · p̂ (in atomic units, the factor e
me

is
equal to 1). The energies involved in the process are the initial
and final state energies, ENe

i and ENe
f , and the energy of the

absorbed photon, ~ω. In the plane wave approximation,2,22,23

the final state of the molecule plus the detached electron is
approximated as the direct product of the ionic molecular
ground state times a one-electron plane wave. The plane wave
approximates the asymptotic state of the detached electron,
which is free from interaction with the remaining electrons in
the molecule and unaffected by the Coulomb potential of the
positively charged ion. Hence, the transition matrix element
reduces to the equation20,25

Γf←i ∝ |A · k|2 |ϕ̃hQPWF(k)|2
|k |=const., (2)

where ϕ̃hQPWF(k) is the Fourier transform of the hQPWF
occupied by the hole created by absorbing the photon and

|k| =
√

2me

~2 εk is related to the kinetic energy of the free

electron through εk = ~ω + ENe
i − ENe−1

f . We recall that the
hole-quasiparticle wave function is associated with the prob-
ability of removing the electron from the ground state of the
molecule, which leaves an empty orbital dressed by the inter-
action between the hole and electrons remaining in the system.
Since the term |A · k|2 can be factored out in the analysis of
the experiment, the ARPES map depends only on the calcu-
lated modulus |ϕ̃hQPWF(k)| |k |=const.. As shown in Fig. 1, this
corresponds to first Fourier-transforming the hQPWF in real
space [Fig. 1(a)] and then considering the hemisphere of fixed
radius |k| in reciprocal space [Fig. 1(b)]. In orbital tomog-
raphy experiments based on ARPES, |ϕ̃hQPWF(k)| |k |=const. is
retrieved for different values of the electron energy, provid-
ing a three-dimensional mapping of the orbital in momen-
tum space, which is Fourier-transformed in real space,
reconstructing the orbital involved in the photoionization
process.19

A. Quasiparticle wave functions in real space
with quantum Monte Carlo

Quantum Monte Carlo (QMC) methods are stochastic
techniques used to calculate the mean values of physical
observables over certain optimized trial wave functions that
approximate the ground or excited states of the electronic
systems. To compute a QMC average, the integrand must be
rewritten as the product of a probability density times a local
quantity of the electronic configurations. Before discussing the
procedure to define the hQPWF in momentum space, here we
briefly recall the method described in Ref. 29 to determine the
hQPWF in real space. The hQPWF is

ϕhQPWF(r) =

√
Ne

NNeNNe−1

∫
dr̄(Ne−1)ΨNe (r̄(Ne−1), r)

×ΨNe−1(r̄(Ne−1)), (3)

where the normalization factors of the two many-body
wave functions that appear explicitly in the integrand,
NNe = ∫ dr̄(Ne) |ΨNe (r̄(Ne))|2 and NNe−1 = ∫ dr̄(Ne−1) |ΨNe−1

(r̄(Ne−1))|2, and r̄(Ne+1) = {r1, . . . , rNe , rNe+1}, r̄(Ne) = {r1, . . . ,
rNe } are the configuration vectors containing the electronic

FIG. 1. (a) hQPWF of the pentacene molecule. (b) Fourier transform of
the hQPWF. The blue hemisphere shown in (b) represents the surface with
constant |k| that is reconstructed in ARPES experiments.
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coordinates. In order to evaluate Eq. (3), we rewrite the inte-
grand as the product of a local quantity times a probability
density related to the square modulus of the stochastically sam-
pled wave function. Assuming we sample the square modulus
of the cationic wave function, we accomplish this by multiply-
ing and dividing the integrand by ΨNe−1(r̄(Ne−1))/

√
NNe−1, we

obtain the integral of the product of two functions

ϕhQPWF(r) = Q
∫

dr̄(Ne−1)
ΨNe (r̄(Ne−1), r)

ΨNe−1(r̄(Ne−1))

×ΠNe−1(r̄(Ne−1)), (4)

which are, respectively, the wave function ratio and the prob-
ability density, ΠNe−1(r̄(Ne−1)) = |ΨNe−1(r̄(Ne−1))|2/NNe−1,
associated with the ΨNe−1(r̄Ne−1) many-body wave func-
tion. This product is further multiplied by a constant fac-
tor, Q, defined as the ratio between the two normalization
factors

Q =

√
Ne

NNe−1

NNe

. (5)

In this way, the integral (4) is evaluated as the mean
value of the ratio ΨNe (r̄(Ne−1), r)/ΨNe−1(r̄(Ne−1)) estimated
for a certain number of electronic configuration vectors
which are stochastically sampled according to the probability
ΠNe−1(r̄(Ne−1)),

ϕhQPWF(r) = Q
〈
ΨNe (r̄(Ne−1), r)

ΨNe−1(r̄(Ne−1))

〉
ΠNe−1

. (6)

In practice, the ΨNe−1 wave function that appears in the ratio
is calculated on the r̄(Ne−1) electronic configuration generated
during the stochastic sampling, whereas the ΨNe is calcu-
lated by adding to the Ne − 1 electrons another electron in
the position r, the same location in which we evaluate the
QPWF.

As described in Ref. 29, the square of the prefactor Q can
be evaluated as the ratio

Q2(r) = Ne

〈
1

Ne

∑Ne
i=1
ΨNe−1(r1,...,�ri ,...,rNe )δ(r−ri)

ΨNe (r̄(Ne))

〉
ΠNe〈

ΨNe (r̄(Ne−1),r)
ΨNe−1(r̄(Ne−1))

〉
ΠNe−1

, (7)

where the denominator is the same mean value defined in
Eq. (6), while the numerator is evaluated following a similar
procedure in which we sample the wave function of the refer-
ence molecular ground state with Ne total electrons. Note that
the ΨNe (r̄(Ne)) function is evaluated on stochastically sampled
configurations, while the ΨNe−1(r1, . . . ,�ri, . . . , rNe )δ(r − ri)
is evaluated over this same set of configurations provided we
remove the ith electron, according to the condition δ(r − ri).
Of course there are Ne electrons that can be removed in this
manner, and this explains the mean value over Ne that appears
in the numerator of Eq. (7). Since the probability of finding
an electron satisfying the condition δ(r − ri) when sampling
randomly is zero, a practical procedure to evaluate Q relies
on evaluating the ratio of the integrals of the numerator and
the denominator on the same finite volume V. Formally, this
corresponds to applying two quasiparticle operators that create
or delete an electron in a volume V, i.e., Z† = ∫

r∈V
ψ†r dr and

Z = ∫
r∈V

ψrdr. Within this approach, the error of the numerator

in Q is always finite.29

B. Quasiparticle wave function in momentum space
with quantum Monte Carlo

Following the above procedure, we can calculate the
hQPWF in momentum space defined as the FT of the hQPWF
[Eq. (3)],

ϕ̃hQPWF(k) =

√
Ne

NNeNNe−1

∫
dreik ·r

∫
dr̄(Ne−1)

×ΨNe (r̄(Ne−1), r)ΨNe−1(r̄(Ne−1)), (8)

which can be rewritten as

ϕ̃hQPWF(k) =

√
Ne

NNeNNe−1

∫
dr̄(Ne)e

ik ·rNeΨNe (r̄(Ne))

×ΨNe−1(r̄(Ne−1)). (9)

To rewrite the integrand as a product of a local function and a
probability density, as done for the previous expression in real
space, we divide and multiply by the functionΨNe (r̄(Ne))/

√
NNe

so that we obtain

ϕ̃hQPWF(k) =
Ne

Q

∫
dr̄(Ne)

ΨNe−1(r̄(Ne−1))eik ·rNe

ΨNe (r̄(Ne))
ΠNe (r̄(Ne)),

(10)

where ΠNe (r̄(Ne)) = |ΨNe (r̄(Ne))|2/NNe is the probability den-
sity of extracting the electronic configuration r̄(Ne). This last
expression can be rewritten as the stochastic mean value,
similar to that presented in Eq. (6),

ϕ̃hQPWF(k) =
Ne

Q

〈
ΨNe−1(r̄(Ne−1))eik ·rNe

ΨNe (r̄(Ne))

〉
ΠNe

, (11)

which can be generalized as the mean value over all the sets
of electronic coordinates

ϕ̃hQPWF(k) =
1
Q

〈 Ne∑
i=1

ΨNe−1(r1 . . . ,�ri, . . . , rNe )e
ik ·ri

ΨNe (r̄(Ne))

〉
ΠNe

.

(12)

In practice, the probability ΠNe is sampled by generat-
ing a certain number of configurations of Ne electrons.
For each configuration, we evaluate the ratio between the
function ΨNe (r̄(Ne)) and the numerator, where the function
ΨNe−1(r1 . . . ,�ri, . . . , rNe ) is evaluated over the same set of
coordinates except we remove the ith electron, its coordi-
nates appearing in the plane wave eik ·ri . Equation (12) enables
us to calculate directly the hQPWF in momentum space by
sampling the probability |ΠNe |

2 associated with the molecu-
lar ground state. Since in ARPES experiments the absolute
intensity of the signal is often immaterial, it is not neces-
sary to determine the constant Q. In this work, we evaluate
Q as done in Ref. 29 to compare the total amplitude with the
one of the FT of the HOMOs obtained from single particle
calculations.
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III. COMPUTATIONAL METHODS
A. Variational wave functions

The procedure described above is applied to the cor-
related wave functions used in quantum Monte Carlo that
are built as the product of a fermionic part and a Jas-
trow factor that includes explicit many-body correlations
terms. In this work, we use the Jastrow antisymmetrized
geminal power67,68 (JAGP) wave function already applied
to study the structural and electronic properties of vari-
ous molecular systems,55,67,69,70 which is able to recover a
high level of electronic correlation while remaining relatively
compact.60,71–75

The fermionic part of the wave function, the antisym-
metrized geminal power76 (AGP), is in fact a constraint
multideterminantal expansion that includes various molecular
excitations:55,72,73 this is written as the determinant of gemi-
nal functions that explicitly includes the correlation between
two electrons in a spin singlet state, as extensively described
in Refs. 55, 60, 71–75, and 77–79.

The Jastrow factor54,55,60 that we use is written as the prod-
uct of three bosonic terms independent from spin, J = J1J2J3/4,
which take into account both nucleus-electron and electron-
electron cusp conditions.54 This factor also includes two-
electron correlation terms, a homogeneous one that depends
on electron-electron distances and a non-homogeneous one
that depends on the relative distances between electrons
and nuclei.55,60,72 These last terms are necessary in order
to describe dispersive interactions70,80 and modulate charge
localization.

B. Computational details

The QMC calculations in this work have been performed
by means of the TurboRVB81 code, after implementing a
new code routine for the calculation of the quasiparticle
wave function in real29 and momentum space. The wave
functions of each molecular species have been fully opti-
mized with the linear method58,70 with Hessian acceleration.70

The set of optimized parameters include the coefficients that
appear in the AGP matrix and in the Jastrow factor, the
coefficients of the contractions of the atomic orbitals, and
the exponents of the Gaussian primitives and of the Slater
type orbitals. The Hartree-Fock (HF) and density functional
theory (DFT) (with PBE, PBE0, and B3LYP functionals)
calculations are performed using the Orca package 3.0.3.82

The structural properties of the linear molecules are taken
from the experimental measurements: the RCO = 1.162 Å
bond in CO2 is taken from Ref. 83; the RCH = 1.063 Å
and RCC = 1.203 Å bonds in C2H2 from Ref. 84 and the
RNN = 1.098 Å bond in N2 from Ref. 85. The ground state struc-
ture of pentacene has been optimized with the cc-pVTZ basis
set86 and the B3LYP functional with unrestricted Kohn-Sham
orbitals.

In order to test the quality of the QMC basis sets used,
a basis set convergence is reported in Table S1 of the supple-
mentary material for the N2, C2H2, and CO2 molecules, and a
full description can be found there. In the following calcula-
tions regarding the QPWFs, we have always used the largest
of the three basis sets tested, which are summarized in Table I

TABLE I. Basis sets of the CO2, C2H2, N2, and pentacene molecules.

AGP basis set Jastrow basis set

CO2, C2H2, and N2 molecules

H (3s1s∗1p1p∗)/[1s1s∗1pm]a (2s1p)
C,O,N (5s4p2d)/(2s2p1d)+(1s∗1p∗1d∗) (3s3p2d)

Pentacene molecule

H (3s2p)/[1s1p] (2s1p)
C (5s4p2d)/(2s2p1d) (3s2p1d)

a1s∗, 1p∗, and 1d∗ orbitals indicate single Slater type orbitals that remain uncontracted in
the basis set. The 1pm orbital is built from the contraction of a Gaussian 1p and a Slater
type 1p∗ orbital. All other orbitals are built from contracted or uncontracted Gaussian
primitives.

for each atomic species. Although the basis set is still incom-
plete, the full optimization of the atomic orbitals’ parameters
enables a faster basis set convergence with respect to other
methods in quantum chemistry. This convergence is also fas-
tened by the variational optimization of the three/four body
Jastrow factor used to recover dynamical correlation between
electron pairs. The basis sets for the determinantal part are built
from contracted Gaussian primitives and uncontracted Slater
type orbitals, while for the Jastrow factor, we have always used
uncontracted Gaussian orbitals.

The 1s core electrons of the carbon and nitrogen atoms
have been substituted with the relativistic energy consistent
pseudopotentials (ECPs) implemented by Burkatzki et al. in
Ref. 87. The effect of the pseudopotentials on the form of the
HOMO orbitals of the N2, C2H2, and CO2 molecules has been
verified through different single particle calculations with HF
and DFT (with PBE, PBEh, and B3LYP functionals), com-
paring the all-electron (AE) calculations with the cc-pVTZ
basis set86 (Fig. S2 of the supplementary material) and with
the pseudopotential calculations using the uncontracted VTZ
basis set88 (Fig. S1 of the supplementary material). Only non-
significant discrepancies appear in between the AE and ECP
calculations, the most visible being related to the N2 molecule.
For consistency, in Secs. IV A–IV C, we always compare sin-
gle particle ECP calculations with the ECP hQPWFs obtained
through QMC.

IV. RESULTS AND DISCUSSION
A. The N2, C2H2, and CO2 molecules

To test our approach, we have first evaluated the hQPWF
of N2, C2H2, and CO2 linear molecules in momentum space,
which were investigated by orbital tomography experiments
based on High Harmonic Generation (HHG) spectroscopy in
gas phase.63–65 Note that the process involved in HHG at
first order is the same as in ARPES, with |ϕ̃hQPWF(k)| being
retrieved as a function of the energy of the photoelectron (that
recollides with the molecular ion) and as a function of the
angle between the electronic momentum and the molecular
axis. First, we have built the hQPWFs using the real space
approach29 (Fig. 2). In the left column of Fig. 2, we plot
the hQPWF along the orbital plane that cuts the molecular
axis of, respectively, N2, C2H2, and CO2. The corresponding
maps of the single particle HOMOs obtained from HF and

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-014839
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-014839
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-014839
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-014839
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FIG. 2. Left column: contour plots of the hQPWFs of (a) N2, (b) C2H2,
and (c) CO2 molecules. Right column: linear plots of the QPWFs (red
dots) along the cuts highlighted as red dashed lines in the correspond-
ing right panels, compared with the HOMO obtained from HF calculations
(black line) with the same ECP pseudopotential87 and optimized VTZ basis
sets.88

DFT (with PBE, PBE0, and B3LYP functionals) are shown in
Figs. S1 and S2. In the right panels of Fig. 2, we compare the
HF HOMOs with the hQPWFs along the axis drawn in red
in the corresponding contour plots shown in the left panels.
For the π orbitals of the CO2 and C2H2 molecules, the linear
plots are presented along the axis orthogonal to the molecular
one and passing through the O and C atoms, respectively. For
the σ orbital of N2, we have compared the orbitals along the
molecular axis.

For all the three molecules, it is evident that the corre-
lated hQPWF does not differ significantly from the single
particle picture of the HF HOMO, only a small remodula-
tion of the amplitude being visible. Interestingly, the profile
of the N2 molecule does not correspond to that reported
in a previous experimental and computational investigation
on the reconstruction of molecular orbitals through HHG
tomography.63

While in the present work all HOMOs obtained through
single particle calculations display a double peak in the region
between the atomic centers, in HHG tomography, only a sin-
gle smooth peak occurs.63 We find that the presence of the
double peak depends on the interatomic distance, as shown in

Fig. S3, since it disappears when the bond length is decreased
by about 0.3 Å. At the equilibrium geometry, the occurrence
of the double peak is confirmed at different levels of theory
(Figs. S1–S3), whereas it is absent in the ab initio calcula-
tions of Ref. 63. On the other hand, the fact that the exper-
imental reconstruction misses these details is not surprising
since these are differences visible only for large values of the
photoelectron energy, where the signal is low.

This is seen most clearly in the hQPWFs built in momen-
tum space through the quantum Monte Carlo procedure
described in Sec. II B (Fig. 3). In the left column of Fig. 3, we
present the maps of |ϕ̃hQPWF(k)| in the two-dimensional space
whose axes are the angleΘ between the photoelectron momen-
tum and the molecular axis and the photoelectron energy
εk . Analogous maps obtained by Fourier-transforming the
B3LYP and HF HOMOs of the three molecules are reported in
Fig. S4. In order to better appreciate the differences between

FIG. 3. Left panel: moduli of the hQPWF in momentum space for N2 (a),
C2H2 (b), and CO2 (c) along the same planes investigated in Fig. 2. The axes

of the contour map are the electron energy εk =
k2

2 (in atomic units) and the
angle Θ between the molecular axis and the photoelectron momentum. Right
panel: linear plots of |ϕ̃hQPWF(k) | as a function of the angle Θ at selected
values of the electron energy (colored dots). These are compared with the
corresponding FT of the HF HOMO (solid lines).
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the correlated |ϕ̃hQPWF(k)|maps and the FT of the HF HOMOs
in the right panels of Fig. 3, we compare linear cuts of the maps
for selected values of εk as a function of Θ. We see the largest
discrepancies to appear at the smallest energies: the relative
amplitudes of both |ϕ̃hQPWF(k)| (dots) and HF HOMOs’ FT
(solid lines) sometimes cross, displaying correlation effects
that affect the decay of real-space orbitals. An analogous com-
parison between |ϕ̃hQPWF(k)| and B3LYP HOMO’s FT can be
found in Fig. S5.

B. Pentacene

After having tested our approach on linear molecules, we
address a more complex planar molecular compound previ-
ously studied in ARPES experiments.19 The hQPWF in the
pentacene molecule, of π symmetry, has already been observed
from both ARPES19 and STS66 experiments. As above, the first
step is to calculate the hQPWF through the QMC approach29

and compare it with single particle HF HOMO (Fig. 4). Also
for this conjugated molecule, the difference between the sin-
gle particle orbital and the hQPWF is just a remodulation of
the amplitude. In order to understand how this remodulation
affects the orbital, the key comparison is between the hQPWF
in momentum space and the FT of the HF HOMO. In Fig. 5, we
simulate the ARPES intensity maps associated with the mod-
ulus of the hole quasi-particle wave function (|ϕ̃hQPWF(k)|) by

keeping |k| =
√

2meεk
~ fixed. We consider three selected values

FIG. 4. (a) Contour plot of pentacene’s hQPWF along a plane parallel to the
molecular one at a distance of 0.25 Å. (b) hQPWF along the axis perpendicular
to the molecular plane and centered on one of the two central carbon atoms
(red dots), compared to the HF HOMO (black line).

of the energy εk of the photoemitted electron increasing from
left to right, and we compare these correlated images (bot-
tom row) with those obtained from the FT of HF HOMO (top
row). The comparison with the B3LYP HOMO is reported in
Fig. S6.

The symmetry of the plots of Fig. 5 follows from the
symmetry of the hQPWF in real space. The five peaks that
appear along kz (z being the longitudinal axis of the molecule;
see Fig. 1) are symmetric with respect to the origin and are
related to three different periodicities that appear in the real
hQPWF along the same direction.

FIG. 5. Top row: Contour plots of the modulus of HF HOMO at fixed energy ε k and wave vector modulus |k | =
√

2meεk
~ in the (ky, kz) space, for selected values

of ε k (increasing from left to right). Bottom row: Contour plots of the corresponding hQPWF, |ϕ̃hQPWF(k) |. Each plot corresponds to the ARPES detection in
the momentum-space hemisphere sketched in Fig. 1.
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FIG. 6. Comparison between |ϕ̃hQPWF(k) | (dots) and the modulus of the HF HOMO’s FT (solid lines), corresponding to the same selected energies of
the lower right panel of Fig. 5: (a) the kz component of the momentum is fixed to 1.0 Å−1; (b) the ky component is 2.0 Å−1; (c) the ky component is
1.0 Å−1.

Before examining this aspect in depth, we compare in
Fig. 5 the heights of |ϕ̃hQPWF(k)| and the FT of the HF HOMO.
The differences, visible as a partial remodulation of the three
central peaks, are better identified through a cut of the ampli-
tudes along selected lines with fixed energy (and thus total
momentum |k|) and kz (or ky) components. These compar-
isons are shown in Fig. 6 along three different lines displayed
in the bottom right panel of Fig. 5 and labeled accordingly. In
panel 6(a), |ϕ̃hQPWF(k)| is plotted for three different energies
and fixed kz = 1.0 Å−1 momentum; in panels 6(b) and 6(c),
ky is fixed to 2.0 Å−1 and 1.0 Å−1, respectively. While in the
first panel [Fig. 6(a)] only the remodulation of the most intense
peak is visible for different photon energies, in panels 6(b) and
6(c), three lower momentum peaks can be identified, which are
centered, respectively, at kz equal to 0.0 Å−1, 0.45 Å−1, and
1.0 Å−1 [the last peak corresponds to the one also visible in
Fig. 6(a)].

To understand how these three peaks are related to the
periodicity of the orbital, we manipulate the FT of the HF
HOMO by selectively enhancing one of the three peaks by a
factor 2 and preserving the image’s symmetry. Afterwards,
by doing the reverse FT, we obtain a HOMO affected by
these modifications. By subtracting from these images the
unmodified HOMO, it is possible to visualize the changes
in the amplitudes induced by the manipulation of the FT
peaks.

In Fig. 7(a), we show the surface plots of the HF HOMO,
and in panels 7(b)–7(d), we show the differences between the
modified orbitals and the original HF HOMO, along a plane
parallel to the molecular one and at a distance of 0.25 Å. The
first modulation in panel 7(b) is related to the enhancing of
the first peak centered in kz = 0.0 Å−1, the second one [panel
7(c)] is related to the changing of the second peak centered in
kz = 0.45 Å−1, and the last one [panel 7(d)] is related to the
peak centered approximately at ky = kz = 1.0 Å−1. A better
understanding of the modulations can be achieved by com-
paring them together with the HF HOMO [Fig. 8(b)] along a
chosen cut of the previous plane [dotted line in Fig. 8(a)]. The
cosine-like modulation that comes from the first peak [panel
7(b) and labeled as (1) in Fig. 8(b)] has a periodicity equal
to the extension of the orbital. The enhancement of this peak
leads to an increase in the HOMO’s amplitude in the positive
regions and to a decrease in the negative ones. The middle
peak is related to a second order periodicity that displaces the
charge distribution of the orbital from the center towards the
edge [labeled as (2) in Fig. 8(b)]. The third peak is related
to a modulation that has approximately the same nodal struc-
ture and sign of the real space orbital; thus, its absolute value
increases monotonously with the modulation [labeled as (3) in
Fig. 8(b)].

Overall, we are able to pinpoint which real-space feature
depends on a specific FT peak. In particular, since the 1.0 Å−1

FIG. 7. Surface plots parallel to the
molecular plane at a distance of
0.25 Å: (a) the HOMO orbital of pen-
tacene obtained from HF. (b) Differ-
ence between the HOMO orbital and
the modified one obtained by enhanc-
ing the series of first peaks in the FT
(ky = 1 Å−1, kz = 0 Å−1, and the sym-
metric ones). (c) Difference between
the HOMO orbital and that obtained by
enhancing the series of second peaks in
the FT (|ky | = 1 Å−1, |kz | = 0.5 Å−1).
(d) Difference between the HOMO
orbital and that obtained by enhanc-
ing the series of third peaks in the FT
(|ky | = 1 Å−1, |kz | = 1.0 Å−1).
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FIG. 8. (a) Contour plot of the HF HOMO of pentacene
along a plane parallel to the molecular one, at a distance
of 0.25 Å. (b) Cut of the HF HOMO orbital along the
red dotted line of panel (a), together with the three mod-
ulations defined as the differences between the HOMO
orbital and the FT of the momentum space image in which
we enhance by a factor 2.0 the three peaks shown in
panel 6(a).

peak of the |ϕ̃hQPWF(k)| is lower than that of the HF HOMO’s
FT, the amplitude of the real space hQPWF is lower than that of
the HF HOMO, as expected by the fact that the hQPWF’s norm
is ≤1 due to correlation effects. Second, since the 0.45 Å−1

peak in the |ϕ̃hQPWF(k)| is lower than that of the HF HOMO’s
FT, we can deduce that along the longitudinal direction, the
hQPWF is more localized in the center with respect to the HF
HOMO. We also notice that this FT-to-real space analysis may
be useful for the interpretation of the experimental results as
well.

C. CuCl2−4 planar complex

As the last system, we consider the planar CuCl2−4 com-
plex, of which the hQPWF has been previously calculated by
us in Ref. 29. In this metallic compound, we were able to
identify correlation effects beyond the single particle picture,
especially in the absorption process, related to the modulus
of the eQPWF, i.e., the probability density of adding an elec-
tron to the reference state. Here we want to trace correlation
effects in the photodissociation process; thus, we compute the
|ϕ̃hQPWF(k)| in momentum space for three fixed values of the

FIG. 9. The planar CuCl2−4 complex. Top row: Contour plots of the modulus of HF HOMO-1 at fixed energy ε k and wave vector modulus |k | =
√

2meεk
~ in

the (ky, kz) space, for selected values of ε k (increasing from left to right). Bottom row: Contour plots of the corresponding hQPWF, |ϕ̃hQPWF(k) |. Each plot
corresponds to the ARPES detection in the momentum-space hemisphere.
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FIG. 10. Effect of correlations in CuCl2−4 . Comparison between |ϕ̃hQPWF(k) |
(dots) and the modulus of the HF HOMO-1’s FT (solid lines), corresponding
to the same selected energies of Fig. 9.

photoelectron energy, obtaining the three hemispheres plot-
ted in the lower panels of Fig. 9 along the molecular plane.
These values are compared with the FT of the HF HOMO-1
reported in the top panels of Fig. 9 (the comparison with
the B3LYP single particle orbitals is reported in Fig. S8 of
the supplementary material). We must point out that in our
unrestricted DFT and HF calculations, the correct orbital to
compare with the hQPWF is the HOMO-1 due to an erro-
neous ordering of the orbital eigenvalues.29 By comparing the
|ϕ̃hQPWF(k)| signal and the FT of the HF HOMO-1, it becomes
clear that as the photoelectron energy increases, the inten-
sity of the |ϕ̃hQPWF(k)| becomes more intense with respect
to that of the FT HOMO-1. To better distinguish the differ-
ences between the two in Fig. 10, we compare them along
the cut shown on the bottom right panel of Fig. 9. From these
linear plots, it is clear that the increase of the photoelectron
energy, that corresponds to smaller length scales in the molecu-
lar orbital, reveals substantial differences between |ϕ̃hQPWF(k)|
and FT of the HF HOMO-1 as shown in Ref. 29. These cor-
relation effects, although attenuated, are also visible when
comparing the |ϕ̃hQPWF(k)| and FT of the B3LYP HOMO-1
(the differences are shown in Fig. S9 of the supplementary
material).

V. CONCLUSIONS

In this work, we have proposed a procedure based on
QMC to straightforwardly compute the quasiparticle wave
functions in momentum space, whose square modulus cor-
responds to the ARPES map, in a plane-wave approximation.
Different from the Fourier transform of single particle molecu-
lar orbitals, usually used to interpret ARPES experiments, the
QPWFs include correlation effects between the electron that
is photoemitted and the other electrons in the molecule, being
dressed by few-body interactions. This procedure has been
applied to the correlated Jastrow antisymmetrized geminal
power (JAGP) wave function, which is essentially a multi-
determinantal expansion that includes the correlation between
the electronic variables through explicit few-body terms. This
procedure might be advantageous for large molecular systems
that also require the inclusion of static electronic correlations
due to partial orbital degeneracy like, for example, transition
metal compounds or multiradicals. As a matter of fact, despite
the overall computational prefactor, the QMC algorithms are

highly parallelizable and scale at most as the fourth power of
the number of electrons in the system, making them extremely
efficient in the modern computing facilities. Furthermore, it is
possible to integrate, and thus to optimize, multideterminantal
trial wave functions also including explicit few-body interac-
tions through the Jastrow factors. To test our QMC procedure,
we have first calculated the photoemitted electron energy map,
of three linear molecules, as a function of the inclination angle
between the electron’s momentum and the molecular axis. For
these results, only small differences could be seen between the
correlated hQPWF and the FT of the HF HOMO. The small
remodulations of the FT peaks with respect to the hQPWF
in momentum space were associated with the lack of spectral
weight of the hQPWF in real space, as compared to the HF
molecular orbital.

Afterwards, we have studied the ARPES map of pen-
tacene, which has already been the object of different orbital
reconstruction experiments. By comparing our momentum
space hQPWF with the FT of the HF HOMO, we have clearly
identified different remodulations of the orbital peaks that in
real space correspond to the relocation of the charge along the
electronic orbital (beyond the overall spectral weight renor-
malization). The correlated hQPWF in real space was found
to be more localized close the center of the molecule with
respect to the corresponding HF HOMO.

Finally we have studied the CuCl2−4 planar complex in
which we have shown the erroneous ordering of the frontier
orbitals predicted by the unrestricted single particle calcula-
tions and we were able to distinguish short range correlation
effects with respect to the Hartree-Fock reference; admittedly
smaller differences (although still not negligible) were found
comparing with B3LYP DFT results.

In conclusion, the QMC approach that we have pre-
sented to compute the QPWFs in momentum space, calcu-
lating the photoemission transition probabilities measured in
ARPES experiments, has revealed correlation effects that go
beyond the single particle representation typically used to
interpret the experiments. The QPWF in momentum space
is more sensitive than the real space image and can reveal
correlation effects that affect the real space orbitals. We
hope that these results will stimulate further experimental
and computational investigations to characterize more com-
plex molecular compounds and their electronic properties.
We also envision that recent advances in QMC methods will
enable the study of photoemission processes involving deeper
occupied electronic orbitals with the use of excited states
calculations.89–92

SUPPLEMENTARY MATERIAL

See supplementary material for tests on basis set con-
vergence on energy and the role of pseudopotential and addi-
tional comparison of quasiparticle wave functions with B3LYP
orbitals.
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12D. Lüftner, M. Milko, S. Huppmann, M. Scholz, N. Ngyuen, M. Wiener,
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32M. Dauth and S. Kümmel, Phys. Rev. A 93, 022502 (2016).
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48T. Körzdörfer and S. Kümmel, Phys. Rev. B 82, 155206 (2010).
49L. Kronik, T. Stein, S. Refaely-Abramson, and R. Baer, J. Chem. Theory

Comput. 8, 1515 (2012).
50S. Refaely-Abramson, S. Sharifzadeh, N. Govind, J. Autschbach, J. B.

Neaton, R. Baer, and L. Kronik, Phys. Rev. Lett. 109, 226405 (2012).
51W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Rev. Mod. Phys.

73, 33 (2001).
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