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Introduction

In out-of-equilibrium quantum physics the evolution of a system is generally described by a

time-dependent Hamiltonian. Exact solutions to such problems are very rare, given the difficulty

to solve the associated time-dependent partial differential equations. However, it is possible to

obtain useful insights on the dynamics by analyzing it in terms of simplified descriptions of the

single non-adiabatic processes that occur during the evolution.

A non-adiabatic process is a transition between quantum states governed by a time-dependent

Hamiltonian. Its prototypical example is called Landau-Zener (LZ) problem. The model was

introduced in 1932, when Zener published the exact solution to a one-dimensional semi-classical

problem for non-adiabatic transitions [1]. In the model, nuclear motion is treated classically, in

which case, it enters the electronic transition problem as an externally controlled parameter. As

Landau had formulated and solved the same model independently (although in the perturbative

limit and with an error of a factor of 2π) [2], it came to be known as the Landau-Zener model.

Despite its limitations, it remains an important example of a non-adiabatic transition. Even in

systems for which accurate calculations are possible, application of the LZ model can provide use-

ful “first estimates” of non-adiabatic transition probabilities. Alternatively, for complex systems,

it may offer the only feasible way to obtain transition probabilities. Landau-Zener problems are

met in a large number of areas in physics including quantum optics, magnetic resonance, atomic

collisions, solid state physics, etc. In this thesis we discuss two quantum problems for which the

LZ process represents the basic paradigm of their evolutions.

First work: Simulated annealing vs quantum annealing

In the first problem we study the quantum annealing (QA) and simulated annealing (SA) of

a one-dimensional random ferromagnetic Ising model. QA is the quantum counterpart of SA,

where the time-dependent reduction of thermal fluctuations used to search for minimal energy

states of complex problems are replaced by quantum fluctuations. Essentially, any optimization

problem can be cast into a form of generalized Ising model [3] ĤP =
∑
p

∑
i1...ip

Ji1...ip σ̂
z
i1
. . . σ̂zip

in terms of N binary variables (Ising spins). In many cases, two-spin interactions are enough

(p = 2), but some Boolean Satisfiability (SAT) problems involve p = 3 or larger. Quantum

1



2 Introduction

fluctuations are often induced by a transverse field term ĤD = −hx
∑
i σ̂

x
i by constructing a time-

dependent quantum Hamiltonian interpolating the two terms: Ĥ(s(t)) = [1− s(t)] ĤD + s(t)ĤP

with s(0) = 0 and s(τ) = 1, τ being a sufficiently long annealing time. Usually, the Hamiltonian

as a function of s displays a quantum phase transition at s = sc, separating the s = 0 (trivial)

quantum paramagnetic phase from a complex, often glassy, phase close to s = 1. If the system

is assumed to evolve unitarily, then one should solve the Schrödinger equation

i~ ∂t |ψ(t)〉 = Ĥ(t) |ψ(t)〉 . (1)

The initial state is the simple ground state of ĤD:

|ψ(0)〉 =
∏
i

[|↑〉i + |↓〉i] /
√

2 , (2)

which is maximally disordered (any spin configuration has the same amplitude). The goal is to

make the final state |ψ(τ)〉 as close as possible to the optimal (classical) state of the problem

Hamiltonian ĤP . The bottleneck in the adiabatic evolution is usually due to a spectral gap ∆

above the instantaneous ground state which closes at s = sc either polynomially (for a 2nd-order

critical point) or exponentially (for a 1st-order point or in some disordered cases) in the number

of variables N . In this case, a short annealing time would give rise to excitations (defects) that

can be easily explained and quantified in terms of LZ processes.

The idea of QA is more than two decades old [4–7], but it has recently gained momentum from

the first commercially available quantum annealing programmable machines based on supercon-

ducting flux quantum bits [8,9]. Many problems remain open both on fundamental issues [10–13]

and on the working of the quantum annealing machine [14–16]. Among them, if and when QA

would provide a definite speedup over SA [17], and more generally, what is the potential of QA

as an optimization strategy for hard combinatorial problems [18–20].

In this thesis we present our results on QA and SA of a one-dimensional ferromagnetic Ising

model. The motivation for studying this problem is to determine whether the quantum evolution

is faster in reaching the ground state than its classical counterpart in both ordered and disordered

chains. Even though the problem is simple from the point of view of combinatorial optimization

– the two classical ground states are trivial ferromagnetic states with all spins aligned –, it

has a nontrivial annealing dynamics. Usually, the comparison is done by looking at classical

Monte Carlo SA against path-integral Monte Carlo QA [7, 21–25], but that raises issues related

to the stochastic nature of Monte Carlo technique. For this specific problem, we propose a

direct comparison between QA and SA performing deterministic evolutions of both cases. The

fact that SA does not encounter any phase transition during the evolution, contrary to the

QA case, would lead to think that the excitations are reduced in the classical annealing, and

therefore one intuitively expects that SA would overtake QA in reaching the ground state. This

is in contradiction with the results of our simulations, which clearly demonstrate a quadratic
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quantum speedup. Our machinery allows us to perform quantum annealing also in imaginary

time, where an exponential speedup is visible. This remarkable result suggests that “quantum

inspired” algorithms based on imaginary-time Schrödinger QA might be a valuable route in

quantum optimization.

This work has been published in Physical Review B: T. Zanca and G. E. Santoro, Quantum

annealing speedup over simulated annealing on random Ising chains, Phys. Rev. B 93, 224431

(2016).

Second work: Quantum lubricity

The second problem we address is a model of quantum nanofriction. Quantum effects in sliding

friction have not been discussed very thoroughly so far, except for some early work [26–28]. The

reason is that in general the motion of atoms and molecules can be considered classically and the

quantum effects that may arise at low temperatures are not deemed to be dramatic. Moreover,

the scarcity of well defined frictional realizations where quantum effects might dominate and, on

the theoretical side, the lack of easily implementable quantum dynamical simulation approaches

are additional reasons for which this topic has received very little attention. Recently, new

opportunities to explore the physics of sliding friction, including quantum aspects, are offered by

cold atoms [29] and ions [30] in optical lattices.

In this work we show, anticipating experiment, that a first, massive quantum effect will appear

already in the simplest sliding problem, which should also be realisable experimentally by a cold

atom or ion dragged by an optical tweezer. The problem is that of a single particle forced by a

spring k to move in a periodic potential:

ĤQ(t) =
p̂2

2M
+ U0 sin2

(π
a
x̂
)

+
k

2
(x̂− vt)2

. (3)

The dissipation due to frictional force is provided by the interaction with a harmonic bath:

Ĥint =
∑
i

[
p̂2
i

2mi
+

1

2
miω

2
i

(
x̂i −

ci
miω2

i

X̂
)2
]
, (4)

where each oscillator position x̂i is coupled to the periodic position of the particle X̂ = sin
(

2π
a x̂
)
.

This problem is a quantum version of the renowned Prandtl-Tomlison model, where the dissipa-

tive dynamics is simulated by a classical Langevin equation:

Mẍ(t) = −γ ẋ(t)− ∂

∂x
V [x(t), t] + ξ[x(t), t] , (5)

with V [x(t), t] the total potential, γ the dissipation factor and ξ the random force that simulates

the thermostat. Conversely from the classical case, where the dynamics is simulated by means of

stochastic processes, the quantum version is solved by a quantum master equation for the reduced

matrix. Being a perturbative method, accurate results are available only for small system-bath



4 Introduction

couplings. As we will show, the main quantum effect, amounting to a force-induced LZ tunnelling,

is striking because it shows up preferentially for strong optical potentials and high barriers, where

classical friction is large, but resonant tunnelling to a nearby excited state can cause it to drop – a

phenomenon which we may call quantum lubricity. Moreover, at very low dragging velocities, LZ

theory predicts a regime where friction vanishes non analytically ∼ e−v
∗/v, where v∗ represents

a velocity-scale for adiabaticity/non-adiabaticity transition. Despite its conceptual simplicity,

this model provides theoretical results on quantum effects which have not been observed yet

experimentally, but should be well within experimental reach for cold atoms/ions in optical

lattices. Again, LZ process is the fundamental mechanism that describes the quantum evolution

of sliding friction and explains the huge difference between classical and quantum results.

A paper about this work is available on arXiv.org: T. Zanca, F. Pellegrini, G. E. Santoro and

E. Tosatti, Quantum lubricity, arxiv.org/abs/1708.03362 (2017).

Outline

This thesis is organized in the following way: in Chapter 1 we present the work on QA and

SA problems. We start describing the mapping of the classical model into an imaginary-time

quantum problem. We then derive the equations of motion for classical and quantum problems

using the same structure for the Hamiltonians. Finally we present the results of the simulations,

comparing the dynamics for SA and QA in real and imaginary time. Chapter 2 shows the second

work on quantum lubricity. The first section of the chapter introduces the quantum model and the

quantum master equation. In the second section we derive the classical Langevin equation from

the same Hamiltonian used for the quantum model. Finally we compare the results of simulations

for classical and quantum models, highlighting the difference between them originated by the

quantum effects. In Chapter 3 we present a summary and conclusions. Technical details are

contained in a number of final Appendices.



Chapter 1

Quantum annealing versus
simulated annealing on random
Ising chains

The first problem we studied is the dynamics of a one-dimensional ferromagnetic Ising model in

classical (SA) and quantum (QA) annealing. As anticipated in the Introduction, the importance

of this model is the possibility to obtain solutions of optimization problems by searching states of

minimal energy through the reduction of thermal – for SA – or quantum – for QA – fluctuations.

For SA, the system consists in a ferromagnetic Ising spin chain in equilibrium at a certain

high temperature. In this condition all the spins have random orientations. The aim is to drive

the system towards minimal energy configurations by slowly decreasing the temperature, ending

possibly in the ground state at the end of evolution when temperature vanishes.

The QA protocol is very similar to SA, with the only difference that temperature is replaced

by a transverse magnetic field. In the same way, a high value of the magnetic field forces the

spins to orient on the x-magnetic axis and therefore randomly on the quantized z-axis. Through

a slow reduction of the magnetic field the system follows an adiabatic evolution remaining in its

instantaneous ground state, that corresponds to the optimization problem solution at the end of

evolution.

The question is whether SA or QA is more efficient – in terms of annealing time τ – in reaching

the ground state. In fact, if the annealing time is too short, a non-adiabatic evolution takes place

– as in the simple LZ problem – giving rise to excitations that spoils the final solution. This

excitations emerge physically through the presence of defects – antiparallel spin configurations –

that quantify the “distance” from the known ground state.

Results for real-time Schrödinger QA are known for the ordered [31,32] and disordered [33,34]

Ising chain, already demonstrating the crucial role played by disorder, in absence of frustration:

the Kibble-Zurek [35, 36] scaling 1/
√
τ of the density of defects ρdef generated by the annealing

5



6 Quantum annealing versus simulated annealing on random Ising chains

of the ordered Ising chain [12,37,38], turning into a ρdef ∼ ln−2 γτ for the real-time Schrödinger

QA with disorder [33,34].

We addressed this problem and simulated the dynamics performing deterministic evolutions.

The possibility to map the SA master equation into an imaginary-time Schrödinger equation

allowed us to perform its evolution with the same strategy used for QA. In this way we could

compare on equal-footing the two cases, without dealing with complications related to stochastic

issues typical of Monte Carlo simulations.

For SA, we resort to studying a Glauber-type master equation with a “heat-bath” choice for

the transition matrix. After a Jordan-Wigner fermionization, the problem is then translated into

an imaginary-time Schrödinger equation with a quadratic – diagonalizable – Hamiltonian. The

real (QA-RT) and imaginary (QA-IT) time Schrödinger equations are easier to derive, applying

directly the Jordan-Wigner transformation.

At this point the three equations of motion have the same structure. Nevertheless, the classical

dynamics is different from the quantum counterpart, with the main difference that the former

does not encounter any phase transition during the evolution, differently from the quantum case.

Despite that, it turns out that the QA-RT and QA-IT dynamics have a faster scaling laws for

the density of defects, specifically a quadratic and exponentially speedup with respect to SA.

1.1 Model and methods for the classical problem

In this first section we describe the classical model and how to map the corresponding Glauber

master equation into a quantum problem in imaginary time.

1.1.1 Glauber dynamics

The problem we deal with is that of classical Ising spins, σj = ±1, in 1d with nearest-neighbor

ferromagnetic random couplings Jj > 0 (Fig. 1.1), with Hamiltonian

H = −
L∑
j=1

Jjσjσj+1 . (1.1)

Its classical annealing dynamics can be described by a Glauber master equation (ME) [39] that

takes the form
∂P (σ, t)

∂t
=
∑
j

P (σ̄j , t)Wσ̄j ,σ −
∑
j

P (σ, t)Wσ,σ̄j , (1.2)

where σ = (σ1, · · · , σL) denotes a configuration of all L spins, with a probability of P (σ, t) at

time t, σ̄j = (σ1, · · · ,−σj , · · · , σL) is a configuration with a single spin-flip at site j, and Wσ,σ̄j

is the transition matrix from σ to σ̄j .
1 The rates W will depend on the temperature T , which

1In Glauber’s notation Wσ,σ̄j = wj(σj) and Wσ̄j ,σ = wj(−σj).
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σi σi+1

Ji

Figure 1.1: Sketch of the ferromagnetic Ising chain. Dashed red links represent the defects.

is in turn decreased as a function of time, T (t), to perform a “thermal annealing”. The detailed

balance (DB) condition, which is a sufficient condition to reach equilibrium, restricts the possible

forms of W to the following:

Peq(σ̄j)Wσ̄j ,σ = Peq(σ)Wσ,σ̄j , (1.3)

where Peq(σ) = e−βH(σ)/Z is the Gibbs distribution at fixed β = 1/(kBT ) and Z the canonical

partition function. However, many possible choices of W are compatible with DB, and we can

exploit that freedom. Let us denote by ∆E = H(σ̄j)−H(σ) the energy change upon flipping a

spin at site j. One of the most common choices is the Metropolis choice W
(M)
σ,σ̄j = α min[1, e−β∆E ],

α being an arbitrary rate constant (which can always be reabsorbed in our units of time).

Although very popular in numerical Monte Carlo work, this choice is not ideal for our purposes,

because it is not an analytical function of ∆E: we will not consider it further. Another popular

choice (also in numerical work) is the so-called heat bath:

W
(hb)
σ,σ̄j =

α e−βH(σ̄j)

e−βH(σ) + e−βH(σ̄j)
=

α e−β∆E

1 + e−β∆E
=

α e−β∆E/2

eβ∆E/2 + e−β∆E/2
. (1.4)

From the first form the validity of DB is immediately obvious (the denominator is symmetric),

while the last form is the most useful one. Another possible choice of W is what Glauber does

in its original paper: it is similar to the heat bath, with the omission of the denominator: 2

W
(G)
σ,σ̄j = α e−β∆E/2 . (1.5)

1.1.2 Mapping into a quantum dynamics

Our target now is to map the classical Glauber ME into a quantum imaginary-time (IT) Schrödinger

problem. The general idea is that DB can be used to symmetrize the transition matrix W , thus

making it a legitimate “kinetic energy operator”. More precisely, with our previous notation, it

is easily to show that DB implies that:

Kσ,σ̄j = Wσ,σ̄j

√
Peq(σ)

Peq(σ̄j)
= Wσ,σ̄je

β∆E/2 = Kσ̄j ,σ . (1.6)

To exploit this observation, it is useful to work in terms of a new function ψ(σ, t) defined by:

P (σ, t) =
√
Peq(σ) ψ(σ, t) . (1.7)

2Glauber writes it in a form which looks different but equivalent to ours, in view of Eq. (1.16) below.
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At this point, the ME in Eq. (1.2) can be rewritten as:

−∂ψ(σ, t)

∂t
= −

∑
j

Kσ̄j ,σψ(σ̄j , t) + V (σ)ψ(σ, t) , (1.8)

where

V (σ) =
∑
j

Wσ,σ̄j . (1.9)

This looks like a Schrödinger problem in imaginary time (i∂/∂t→ −∂/∂t) with a “kinetic energy”

matrix −K and a potential energy V . In principle the previous mapping holds in the present

form only if the temperature T does not depend on time, i.e., we are not annealing the system.

Otherwise, we should add an extra term to the potential in the form

V (σ) =
∑
j

Wσ,σ̄j +
Ṗeq

2Peq
=
∑
j

Wσ,σ̄j −
β̇

2

(
H(σ)− 〈H〉eq

)
. (1.10)

Nevertheless, as argued in Ref. [40], the additional potential term proportional to β̇ is likely not

important in the limit of a very large many-body system: we will hence neglect it. Let us see

how these “operators” look for the two choices of W proposed above, W (hb) and W (G). We start

with the Glauber case W
(G)
σ,σ̄j = α e−β∆E/2. Then, we immediately get:

K
(G)
σ,σ̄j = W

(G)
σ,σ̄je

β∆E/2 = α . (1.11)

Correspondingly, the potential energy is:

V (G)(σ) =
∑
j

W
(G)
σ,σ̄j = α

∑
j

e−2βhjσj . (1.12)

where hj ≡ (Jj−1σj−1 + Jjσj+1) /2.

Using Pauli matrices to represent the spins and a ket-notation for the state ψ(σ, t) = 〈σ|ψ(t)〉,
the state ψ(σ̄j , t) takes the form

ψ(σ̄j , t) = 〈σ̄j |ψ(t)〉 = 〈σ| σ̂xj |ψ(t)〉 . (1.13)

Hence the IT Schrödinger problem for the Glauber dynamics can be written as:

− ∂

∂t
|ψ(t)〉 = Ĥ(G)|ψ(t)〉 , (1.14)

where the quantum Hamiltonian is:

Ĥ(G) = −K̂(G) + V̂ (G) = −α
∑
j

σ̂xj + α
∑
j

e−2βĥj σ̂
z
j . (1.15)

The exponential can be considerably simplified using the fact that powers of Pauli matrices are

linearly related to the Pauli matrices: recall that (σ̂α)2 = 1. Indeed, we can show that

e±2βĥj σ̂
z
j =

[
cosh(βJj)± σ̂zj σ̂zj+1 sinh(βJj)

] [
cosh(βJj−1)± σ̂zj−1σ̂

z
j sinh(βJj−1)

]
. (1.16)
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Unfortunately, the potential energy contains not only nearest-neighbor terms like σ̂zj σ̂
z
j+1, but

also next-nearest-neighbor ones σ̂zj−1σ̂
z
j+1. These terms do not have a simple Jordan-Wigner

form.

The heat-bath case is, in this respect, much more interesting: indeed, while the spin-flip term

is a bit more complicated, the dangerous σ̂zj−1σ̂
z
j+1 terms cancel out everywhere. First, observe

that

K
(hb)
σ,σ̄j = W

(hb)
σ,σ̄j eβ∆E/2 =

α

eβ∆E/2 + e−β∆E/2
. (1.17)

Using Eq. (1.16) it is simple to show that the energy denominator is:

e2βĥj σ̂
z
j + e−2βĥj σ̂

z
j = 2

[
cosh(βJj−1) cosh(βJj) + sinh(βJj−1) sinh(βJj)σ̂

z
j−1σ̂

z
j+1

]
. (1.18)

Since σ̂zj−1σ̂
z
j+1 = ±1, this allows us to write:

K̂
(hb)
σ,σ̄j =

α

4

[
1− σ̂zj−1σ̂

z
j+1

coshβ(Jj − Jj−1)
+

1 + σ̂zj−1σ̂
z
j+1

coshβ(Jj + Jj−1)

]
= Γ

(0)
j − Γ

(2)
j σ̂zj−1σ̂

z
j+1 , (1.19)

with

Γ
(0/2)
j =

α

4

[
1

coshβ(Jj − Jj−1)
± 1

coshβ(Jj + Jj−1)

]
, (1.20)

where the + (−) sign applies to Γ
(0)
j (Γ

(2)
j ). We can rewrite Γ

(0/2)
j as

Γ
(0/2)
j =

α

2Dj

{
cosh(βJj−1) cosh(βJj) (for 0)
sinh(βJj−1) sinh(βJj) (for 2)

(1.21)

where the denominators Dj read:

Dj = coshβ(Jj + Jj−1) coshβ(Jj − Jj−1) = sinh2(βJj−1) + cosh2(βJj) . (1.22)

The potential term can be written as:

V̂ (hb)(σ̂) = −α
∑
j

[ sinh(βJj−1) cosh(βJj−1)

2Dj
σ̂zj−1σ̂

z
j +

sinh(βJj) cosh(βJj)

2Dj
σ̂zj σ̂

z
j+1

]
+ C

= −
∑
j

Γ
(1)
j σ̂zj σ̂

z
j+1 + C , (1.23)

where the unwanted next-neighbor-terms σ̂zj−1σ̂
z
j+1 disappeared. To make the notation shorter

we have defined here:

Γ
(1)
j = α sinh(βJj) cosh(βJj)

[ 1

2Dj
+

1

2Dj+1

]
, (1.24)

while the constant C is given by:

C = α
∑
j

cosh2(βJj−1) cosh2(βJj)− sinh2(βJj−1) sinh2(βJj)

2Dj
=
α

2
L . (1.25)



10 Quantum annealing versus simulated annealing on random Ising chains

n̂j = 1

n̂j = 0

σ̂zj = 1

σ̂zj = −1

Figure 1.2: Fermion-spin correspondence in Jordan-Wigner mapping.

In operator form, the quantum Hamiltonian corresponding to the heat-bath choice is therefore:

Ĥ(hb) = −K̂(hb) + V̂ (hb) = −
∑
j

Γ
(0)
j σ̂xj +

∑
j

Γ
(2)
j σ̂zj−1σ̂

x
j σ̂

z
j+1 −

∑
j

Γ
(1)
j σ̂zj σ̂

z
j+1 + C , (1.26)

and this is the Hamiltonian governing the corresponding imaginary-time dynamics, i.e.,

− ∂

∂t
|ψ(t)〉 = Ĥ(hb)|ψ(t)〉 . (1.27)

Notice the seemingly more complicated transverse-field term, in which terms of the form σ̂zj−1σ̂
x
j σ̂

z
j+1

appear: a Jordan-Wigner study of these terms shows that they are indeed simple to fermionize,

as opposed to the plain σ̂zj−1σ̂
z
j+1 terms.

Let us consider the simplified case in which we have a uniform Ising chain with periodic

boundary conditions (PBC), i.e., Jj = J . The Hamiltonian then reads:

Ĥ(hb) = −Γ(0)

2

∑
j

σ̂xj +
Γ(2)

2

∑
j

σ̂zj−1σ̂
x
j σ̂

z
j+1 −

Γ(1)

2

∑
j

σ̂zj σ̂
z
j+1 + C , (1.28)

with C = αL/2. The couplings are (with an explicit factor 2 in the denominator pulled out, for

later convenience):

Γ(0) = α
cosh2(βJ)

cosh(2βJ)
, Γ(2) = α

sinh2(βJ)

cosh(2βJ)
, Γ(1) = α tanh(2βJ) . (1.29)

1.1.3 Jordan-Wigner mapping

The Glauber ME has been translated into a quantum problem, but the form of its Hamiltonian

requires additional manipulation in order to be diagonalized. This is accomplished by the Jordan-

Wigner transformation. Essentially, the Jordan-Wigner mapping allows us to map spin-1/2 Pauli

operators into hard-core bosons b̂j (in any dimension) and then hard-core bosons into spinless

fermions ĉj (Fig. 1.2), but only in one-dimension. The latter part of the mapping is the most

useful one for solving problems, if the resulting Hamiltonian is quadratic in the fermions. This

is precisely what happens for Ĥ(hb), after a spin-rotation that exchanges σ̂x ↔ σ̂z.

As well known, a few spin operators transform in a simple way into local fermionic operators.

Here is a short summary:

σ̂zj = 2n̂j − 1

σ̂xj σ̂
x
j+1 =

(
b̂†j b̂
†
j+1 + b̂†j b̂j+1 + H .c.

)
=

(
ĉ†j ĉ
†
j+1 + ĉ†j ĉj+1 + H .c.

)
σ̂yj σ̂

y
j+1 = −

(
b̂†j b̂
†
j+1 − b̂

†
j b̂j+1 + H .c.

)
= −

(
ĉ†j ĉ
†
j+1 − ĉ

†
j ĉj+1 + H .c.

)
. (1.30)
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Concerning our problem, we can show that, away from the borders of the chain:

σ̂xj−1σ̂
z
j σ̂

x
j+1 = (ĉ†j−1 + ĉj−1)(2n̂j − 1)(1− 2n̂j−1)(1− 2n̂j)(ĉ

†
j+1 + ĉj+1) , (1.31)

where the terms (1−2n̂j−1)(1−2n̂j) originate from the Jordan-Wigner string due to (ĉ†j+1+ĉj+1).

Taking into account that (2n̂j − 1)(1 − 2n̂j) = −1, and that the factor (1 − 2n̂j−1) contributes

a −1 sign when combined with ĉj−1 and a +1 sign with ĉ†j−1, we readily conclude that:

σ̂xj−1σ̂
z
j σ̂

x
j+1 = −

(
ĉ†j−1ĉj+1 + ĉ†j+1ĉj−1 + ĉ†j−1ĉ

†
j+1 + ĉj+1ĉj−1

)
. (1.32)

It is now important to take care of boundary conditions. It is customary to assume periodic

boundary conditions (PBC) for the spin operators, which in turns immediately implies the same

PBC conditions for the hard-core bosons, that is, e.g., b̂†Lb̂L+1 ≡ b̂†Lb̂1. But when we rewrite a

term of this form using spinless fermions we get:

b̂†Lb̂1 = e
iπ

∑L−1

j′=1
n̂
j′ ĉ†Lĉ1 = −e

iπ
∑L
j′=1

n̂
j′ ĉ†Lĉ1 = −(−1)NF ĉ†Lĉ1 , (1.33)

where the second equality follows because, to the left of ĉ†L we certainly have n̂L = 1, and

therefore the factor −eiπn̂L ≡ 1. Similarly, we can verify that:

b̂†Lb̂
†
1 = e

iπ
∑L−1

j′=1
n̂
j′ ĉ†Lĉ

†
1 = −e

iπ
∑L
j′=1

n̂
j′ ĉ†Lĉ

†
1 = −(−1)NF ĉ†Lĉ

†
1 . (1.34)

This shows that boundary conditions are affected by the fermion parity (−1)NF , and PBC

become antiperiodic boundary condition (ABC) when NF is even. No problem whatsoever is

present, instead, when the boundary conditions are open, OBC, because there is no link, in the

Hamiltonian, between operators at site L and operators at site L+ 1 ≡ 1.

Let us see what happens to our term σ̂xj−1σ̂
z
j σ̂

x
j+1 for j = L. Using spin-PBC, σ̂αL+1 ≡ σ̂α1 ,

we have:

σ̂xL−1σ̂
z
Lσ̂

x
L+1 = σ̂xL−1σ̂

z
Lσ̂

x
1

= (b̂†L−1 + b̂L−1)(2n̂L − 1)(b̂†1 + b̂1)

= −e
iπ

∑L−2

j′=1
n̂
j′ (ĉ†L−1 + ĉL−1)eiπn̂L(ĉ†1 + ĉ1)

= −e
iπ

∑L−2

j′=1
n̂
j′ (−eiπn̂L−1 ĉ†L−1 + eiπn̂L−1 ĉL−1)eiπn̂L(ĉ†1 + ĉ1)

= −[−(−1)NF ]
(
ĉ†L−1ĉ1 + ĉ†1ĉL−1 + ĉ†L−1ĉ

†
1 + ĉ1ĉL−1

)
. (1.35)

Similarly:

σ̂x0 σ̂
z
1 σ̂

x
2 = σ̂xLσ̂

z
1 σ̂

x
2 = −[−(−1)NF ]

(
ĉ†Lĉ2 + ĉ†2ĉL + ĉ†Lĉ

†
2 + ĉ2ĉL

)
. (1.36)

These rather contorted final expressions are meant to show that these terms possess an overall

factor −(−1)NF with respect to the corresponding bulk terms in Eq. (1.32), exactly as every

Hamiltonian term: in essence, the choice of boundary conditions can be made consistently for

all the Hamiltonian terms.
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The case of open boundary conditions (OBC) is recovered by setting J0 = JL = 0. By

considering that ĥ1 = J1σ̂
z
2/2 and ĥL = JL−1σ̂

z
L−1/2, it is simple to show, from Eq. (1.16) and

related ones, that the anomalous flipping term does not enter the Hamiltonian. 3

Let us start studying the fermionised version of the ordered Ising model quantum-mapped

dynamics.

1.1.4 Diagonalization of Hamiltonian in the ordered case

In the ordered case, all Jj = J , and it is useful to consider spin-PBC so that translational

invariance is not broken by the boundaries. When written in terms of JW-fermions, the quantum

heat-bath Hamiltonian in Eq. (1.28) is:

Ĥ = −Γ(0)

2

L∑
j=1

(2n̂j − 1)− Γ(2)

2

L∑
j=1

(
ĉ†j+1ĉj−1 + ĉ†j−1ĉ

†
j+1 + H .c.

)

−Γ(1)

2

L∑
j=1

(
ĉ†j+1ĉj + ĉ†j ĉ

†
j+1 + H .c.

)
+ C , (1.37)

where the first line originates from kinetic energy term, while the second line from the potential

one. So, in the PBC case, if the number of fermions NF is odd, then all couplings are the

same, and it is possible (and convenient) to retain PBC for the fermions as well, i.e., indeed

take ĉL+1 = ĉ1 and ĉ0 = ĉL. If, on the contrary, NF is even, then the boundary bonds have an

opposite sign with respect to the remaining ones: translational invariance can then be exploited

only if antiperiodic boundary conditions (ABC) are enforced on the fermions, taking ĉL+1 = −ĉ1
and ĉ0 = −ĉL. Since the Hamiltonian conserves the fermion parity, both the even and the odd

sector of the fermionic Hilbert space have to be considered when diagonalizing the model, i.e.,

Ĥ = Ĥe + Ĥo, where Ĥe/o denote the even/odd subspace restrictions. However, the fact that

the Hamiltonian conserves the fermion parity also guarantees that if we start from a state with

NF -even (requiring ABC) we will always remain in that subsector in the subsequent dynamics,

which is quite useful.

In order to diagonalize the Hamiltonian we introduce the fermion operators in k-space, ĉk

and ĉ†k, in terms of which: 
ĉj =

eiφ√
L

∑
k

e+ikj ĉk

ĉk =
e−iφ√
L

∑
j

e−ikj ĉj

,

where we have included an overall phase eiφ which is irrelevant for the canonical anti-commutation

relationships, but will turn out useful in eliminating an imaginary unit i from the final k-space

3 An equivalent way of appreciating this fact comes from Γ
(2)
L = sinh(βJL−1) sinh(βJL)/(2DL) = 0, which

follows from sinh(0) = 0.
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k0 π−π

Figure 1.3: k-points for NF -even (cross) and NF -odd (circle) sectors with L = 6. The choice of k-points
automatically enforces periodic and anti-periodic boundary conditions. Notice the unpaired
points at k = 0 and k = π in the NF -odd sector.

Hamiltonian. If NF is odd we should take PBC for the fermions, ĉL+1 ≡ ĉ1 and ĉ0 ≡ ĉL: this

in turn implies for the k’s the usual choice k = 2πn
L , with n = −L2 + 1, · · · , L2 (assuming L even,

for definiteness) (Fig. 1.3):

NF odd ⇐⇒ PBC =⇒ k =
2πn

L
with n = −L

2
+ 1, · · · , L

2
. (1.38)

If NF is even, then we have to take ABC for the fermions, ĉL+1 ≡ −ĉ1 and ĉ0 ≡ −ĉL, if we

want to exploit translational invariance. This in turn requires a different choice for the k’s:

k = ±π(2n+1)
L with n = 0, · · · , L2 − 1:

NF even ⇐⇒ ABC =⇒ k = ±π(2n+ 1)

L
with n = 0, · · · , L

2
− 1 . (1.39)

In terms of ĉk and ĉ†k, Ĥe/o becomes (with the appropriate choice of the k-vectors):

Ĥe/o = −Γ(0)

2

∑
k

(2ĉ†k ĉk − 1)− Γ(2)

2

∑
k

[
2 cos 2k ĉ†k ĉk + (e2ike−2iφĉ†k ĉ

†
−k + H .c.)

]
−Γ(1)

2

∑
k

[
2 cos k ĉ†k ĉk + (eike−2iφĉ†k ĉ

†
−k + H .c.)

]
+ C , (1.40)

Notice the coupling of −k with k in the anomalous term, with the exceptions of k = 0 and

k = π for the PBC-case, which do not have a separate −k partner. By grouping together terms

with k and −k, the Hamiltonian is decoupled into a sum of independent terms acting in the

4-dimensional Hilbert spaces generated by k and −k:

Ĥe =

ABC∑
k>0

Ĥk + C and Ĥo =

PBC∑
k>0

Ĥk + Ĥk=0 + Ĥk=π + C , (1.41)

where we have singled-out Ĥk=0 and Ĥk=π for the NF -odd (PBC) case:

Ĥk = ak
(
ĉ†k ĉk − ĉ−k ĉ

†
−k
)

+ bk
(
− ie−2iφĉ†k ĉ

†
−k + ie2iφĉ−k ĉk

)
, (1.42)

Ĥk=0 = −
(

Γ(0) + Γ(1) + Γ(2)
)
ĉ†k=0 ĉk=0 +

Γ(0)

2
, (1.43)

Ĥk=π =
(
−Γ(0) + Γ(1) − Γ(2)

)
ĉ†k=π ĉk=π +

Γ(0)

2
, (1.44)

where we have defined the shorthand:

ak = −
(
Γ(0) + Γ(1) cos k + Γ(2) cos 2k

)
(1.45)

bk = Γ(1) sin k + Γ(2) sin 2k . (1.46)
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Notice the transformation of the −k cosine-term, where we used
∑
k>0 cos k = 0, whose usefulness

will be appreciated in a moment. Notice also that

(2ĉ†k ĉk − 1) + (2ĉ†−k ĉ−k − 1) = 2(ĉ†k ĉk − ĉ−k ĉ
†
−k) .

We see that a critical point occurs for T → 0 and k → π. In fact at zero temperature the

parameters entering the Hamiltonian assume the values Γ(0) = 1/2, Γ(1) = 1 and Γ(2) = 1/2

(Eq. 1.29), yielding to vanishing ak and bk coefficients.

We can still make use of the freedom we have in choosing the overall phase φ to eliminate the

i appearing in Ĥk and choosing the sign of the anomalous BCS-like terms. In particular, with

the choice φ = −π/4 we end up writing:

Ĥk = ak
(
ĉ†k ĉk − ĉ−k ĉ

†
−k
)

+ bk
(
ĉ†k ĉ
†
−k + ĉ−k ĉk

)
. (1.47)

With the Nambu formalism, we define the fermionic two-component spinor

Ψ̂k =

(
ĉk
ĉ†−k

)
, Ψ̂†k = (ĉ†k ĉ−k) (1.48)

with commutation relations (α = 1, 2 stands for the two components of Ψ̂)

{Ψ̂kα, Ψ̂
†
k′α′} = δα,α′δk,k′ . (1.49)

We can then rewrite each Ĥk as:

Ĥk = Ψ̂†kH
(k)Ψ̂k =

∑
α,β

Ψ̂†kαH
(k)
αβ Ψ̂kβ = (ĉ†k ĉ−k)

(
ak bk
bk −ak

)(
ĉk
ĉ†−k

)
. (1.50)

In short, we could write H(k) = akτ
z+bkτ

x, with τz,x standard Pauli matrices (in Nambu space).

By solving the 2× 2 eigenvalue problem for H(k) we find the eigenvalues

εk± = ±εk with εk =
√
a2
k + b2k (1.51)

with corresponding eigenvectors (uk± vk±)T . For the positive energy eigenvector, we have:(
uk+

vk+

)
≡
(
uk
vk

)
=

1√
2εk(εk + ak)

(
εk + ak
bk

)
, (1.52)

where we have introduced the shorthands uk = uk+ and vk = vk+, both real. Note, in passing,

that u−k = uk, while v−k = −vk, since bk is odd. The negative-energy eigenvector (uk− vk−)T

is: (
uk−
vk−

)
=

(
−vk
uk

)
=

1√
2εk(εk + ak)

(
−bk

εk + ak

)
. (1.53)

The (real) unitary matrix Uk having the two previous eigenvectors as columns:

Uk =

(
uk −vk
vk uk

)
, (1.54)
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diagonalizes H(k):

U†k H(k) Uk = diag(εk,−εk) =

(
εk 0
0 −εk

)
. (1.55)

So, we define new fermion Nambu operators Φk through

Φ̂k = U†kΨ̂k =

(
uk ĉk + vk ĉ

†
−k

−vk ĉk + uk ĉ
†
−k

)
=

(
γ̂k
γ̂†−k

)
, (1.56)

where, in the second term, we have made use of the fact that u−k = uk and v−k = −vk. It is

straightforward to verify that γ̂k is indeed a fermionic operator, i.e.

{γ̂k, γ̂
†
k} = {uk ĉk + vk ĉ

†
−k, uk ĉ

†
k + vk ĉ−k}

= u2
k{ĉk, ĉ

†
k}+ v2

k{ĉ
†
−k, ĉ−k} = u2

k + v2
k = 1 , (1.57)

the last equality following from the normalisation condition for the eigenvectors. In terms of

Φ̂k = (γ̂k γ̂
†
−k)T and Φ̂†k = Ψ̂†kUk = (γ̂†k γ̂−k), we have:

Ĥk = Ψ̂†k Uk U
†
k H

(k) Uk U
†
kΨ̂k = Φ̂†k

(
εk 0
0 −εk

)
Φ̂k

= εk

(
γ̂†kγ̂k − γ̂−kγ̂

†
−k

)
= εk

(
γ̂†kγ̂k + γ̂†−kγ̂−k − 1

)
. (1.58)

The total Hamiltonians in the ABC and PBC sectors then reads:

Ĥe =

ABC∑
k

εkγ̂
†
kγ̂k −

ABC∑
k>0

εk + C , (1.59)

Ĥo =

PBC∑
k

εkγ̂
†
kγ̂k −

PBC∑
k>0

εk + Γ(0) + C , (1.60)

where we have transformed the first term using ε−k = εk.

1.1.5 Ground state and lowest excited states of the Ising model

Having obtained a quadratic Hamiltonian in the new fermion operators γ̂k, the next step is to

identify the ground state and the excited states. The expression (1.58) allows to immediately

conclude that the ground state of the Hamiltonian must be the state |∅〉γ which annihilates the

γ̂k for all k — the so-called Bogoliubov vacuum:

γ̂k |∅〉γ = 0 ∀k . (1.61)

In principle, one can define two such states, one in the NF -even (ABC) sector, and one in the

NF -odd (PBC). However, comparing Eqs. 1.59 and 1.60 it turns out that the actual global ground

state is the one in the NF -even sector, with an energy

EABC
0 = −

ABC∑
k>0

εk + C . (1.62)
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The ground state can be obtained explicitly as:

|∅〉ABC
γ ∝

∏
k>0

γ̂−kγ̂k|0〉 (1.63)

where |0〉 is the vacuum for the original fermions, ĉk|0〉 = 0. So∏
k>0

γ̂−kγ̂k|0〉 =
∏
k>0

(
uk ĉ−k − vk ĉ

†
k

)(
uk ĉk + vk ĉ

†
−k

)
|0〉

=
∏
k>0

vk

(
uk − vk ĉ†k ĉ

†
−k

)
|0〉 , (1.64)

and by normalizing the state, we arrive at a standard BCS expression:

|∅〉ABC
γ =

ABC∏
k>0

(
uk − vk ĉ†k ĉ

†
−k

)
|0〉 = N e−

∑ABC
k>0 λk ĉ

†
k ĉ
†
−k |0〉 , (1.65)

where λk = vk/uk and the normalisation constant is

N =

ABC∏
k>0

[
1 + λ2

k

]− 1
2 . (1.66)

The PBC-sector ground state must contain an odd number of particles. Since a BCS-paired

state is always fermion-even, the unpaired Hamiltonian terms Ĥk=0 + Ĥk=π must have exactly

an odd number of fermions in the ground state.

Regarding the excited states, the situation is simple enough within the NF -even (ABC) sector.

Here excited states are obtained by applying an even number of γ̂†k to |∅〉ABC, each γ̂†k costing

an energy εk:

|ψ{nk}〉 =

ABC∏
k

[γ̂†k]nk |∅〉ABC
γ with nk = 0, 1 and

ABC∑
k

nk = even

E{nk} =

ABC∑
k

nkεk + EABC
0 . (1.67)

In the NF -odd (PBC) sector, the situation is a bit more tricky. One could apply an even

number of γ†k to the ground state |∅〉PBC, or, alternatively, change by one the fermion occupation

of the unpaired states at k = 0 and k = π, and apply only an odd number of γ†k’s.

1.2 Simulated and quantum annealing for ordered case

1.2.1 Simulated annealing

We want now to study the imaginary time dynamics which “simulates” the correct classical

ME dynamics. For generality, assume that we anneal the system by driving the temperature as
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a function of time, T (t). This in general requires further terms in the quantum Hamiltonian,

but in all cases the resulting quantum Hamiltonian is quadratic in the fermions. If the system

is ordered, we essentially have an Hamiltonian as the one studied in the previous subsection,

except that in general we can allow the Hamiltonian to depend on time, through its parameters

and T (t). Let us write a general BCS state for the ordered system as:

|ψ(t)〉 = N (t) e−
∑ABC
k>0 λk(t)ĉ†k ĉ

†
−k |0〉 , (1.68)

where λk(t) depends on time and N (t) is an overall factor. One important aspect of the

imaginary-time dynamics is that the normalisation of a state is not conserved: therefore, even if

at t = 0 we take an initial state which is normalised, i.e., such that N (0) =
∏
k>0[1 +λ2

k(0)]−1/2,

the resulting dynamics will make in general N (t) not simply related to the λk(t). In principle, we

will be able to write an equation governing N (t) but the actual value of N (t) is not important:

what we have to do is to calculate averages with a correctly normalised state, i.e., effectively

using N (t) =
∏
k>0[1 + λ2

k(t)]−1/2.

The imaginary time Scrödinger equation we want to solve is:

− ∂

∂t
|ψ(t)〉 = Ĥ(t)|ψ(t)〉 , (1.69)

where Ĥ(t) is a quadratic fermion Hamiltonian which can be parameterized with the usual ak(t)

and bk(t). First of all, we notice that:

− ∂

∂t
|ψ(t)〉 = −

[
−

ABC∑
k>0

λ̇k ĉ
†
k ĉ
†
−k +

Ṅ
N

]
|ψ(t)〉 . (1.70)

Regarding the right-hand side, all constant terms in Ĥ are trivial to account for: let us disregard

them for a while. Consider therefore the general ordered form we have previously used:

Ĥ(t) =

ABC∑
k>0

[
ak(t)(ĉ†k ĉk − ĉ−k ĉ

†
−k) + bk(t)(ĉ†k ĉ

†
−k + ĉ−k ĉk)

]
, (1.71)

where both ak(t) and bk(t) can in general depend on time through the dependence of T (t). The

k-th term of Ĥ, Ĥk, will act on the k-th component of |ψ(t)〉, essentially e−λk(t)ĉ†k ĉ
†
−k |0〉, ignoring

all other k′ 6= k components. When Ĥk acts on e−λk(t)ĉ†k ĉ
†
−k |0〉 we obtain:

Ĥke−λk ĉ
†
k ĉ
†
−k |0〉 =

[
(−2λkak + bk − λ2

kbk)ĉ†k ĉ
†
−k + (−ak − bkλk)

]
e−λk ĉ

†
k ĉ
†
−k |0〉 . (1.72)

Recalling that the other components with k′ 6= k are present, but not acted upon, we can then

write:

Ĥ(t)|ψ(t)〉 =

ABC∑
k>0

[
(−2λkak + bk − λ2

kbk)ĉ†k ĉ
†
−k + (−ak − bkλk)

]
|ψ(t)〉 . (1.73)
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By equating term-by-term the left and right-hand side of the imaginary time Schrödinger equation

we finally obtain an equation of λk in the form:

λ̇k = −2λkak + bk − λ2
kbk . (1.74)

Concerning the rather unimportant equation for N (t), we have:

Ṅ
N

=
d

dt
logN =

ABC∑
k>0

(ak + bkλk)− Constants , (1.75)

where we have reinserted all the possible constant terms appearing in the Hamiltonian. It is

interesting to notice that all the Hamiltonian constants enter the (irrelevant) equation for N (t),

but they do not influence at all the important equation for λk(t).

At this point one can study two types of problems: 1) the relaxation towards equilibrium after

a sudden quench of the temperature from T0 to T , or 2) a slow annealing of the temperature.

In the case of a sudden quench, the final Ĥ governing the dynamics is time-independent, and

appropriate to describe the classical dynamics at Tf , but the initial state |ψ0〉 is the ground state

of a different Hamiltonian, Ĥ0, appropriate to describe the dynamics at T0. In the second case,

we have a genuinely time-dependent Ĥ(t).

The first case is quite simple to analyze: the coefficients ak and bk are time-independent, and

one readily shows that the non-linear equation λ̇k = −2λkak + bk − λ2
kbk has two fixed points at

the values of λk which satisfy −2λkak + bk − λ2
kbk = 0:

λk,± =
−ak ±

√
a2
k + b2k

bk
.

Simple algebra shows that the fixed point λk,+ = λgs
k = vgs

k /u
gs
k is attractive, and corresponds to

the ground state solution of Ĥ, while λk,− is unstable and not relevant to our discussion.

1.2.2 Quantum annealing

We move now to the quantum annealing for ordered Ising chains. Here the temperature is

replaced by an external transverse magnetic field Γ(t) that allows for quantum fluctuations

(Fig. 1.4).

The Hamiltonian governing a quantum annealing process is the following:

ĤQ(t) = −J
∑
j

σ̂zj σ̂
z
j+1 − Γ(t)

∑
j

σ̂xj . (1.76)

The diagonalization of the Hamiltonian follows the same calculations as in the simulated an-

nealing case: we first perform a Jordan-Wigner transformation on the exchanged spins σ̂x ↔ σ̂z,

followed by a Fourier transform with the usual rules on the determination of k-points according
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Figure 1.4: Sketch of the transverse field ferromagnetic Ising model.

to periodic and anti-periodic boundary conditions. In this section we will assume an even number

of fermions, so we deal with ABC. The Hamiltonian is then rewritten as:

Ĥk(t) = ak(t)
(
ĉ†k ĉk − ĉ−k ĉ

†
−k

)
+ bk

(
ĉ†k ĉ
†
−k + ĉ−k ĉk

)
, (1.77)

where the coefficients ak(t) and bk are redefined as:

ak(t) = −2 (Γ(t) + J cos k) , (1.78)

bk = 2J sin k , (1.79)

with k =
π

L
,

3π

L
, . . . ,

π(L− 1)

L
. From Eqs. 1.78 and 1.79 it is easy to see that a quantum critical

point occurs at Γ(t) = J in the limit k → π (for infinite chain length L). This translates into

zero-energy cost for excitations leading to a non-adiabatic dynamics. For a finite system, the

minimum energy gap occurs at k = kmax ≡ π(L− 1)/L and Γ(t) = −J cos(kmax):

∆kmax
=
√
a2
kmax

+ b2kmax
= 2J sin(kmax) . (1.80)

The dynamics of the system can be studied in both real and imaginary time. The imaginary-

time QA-IT dynamics is governed by the same non-linear differential equation as in the SA

(Eq. 1.74):

λ̇k = −2λkak(t) + bk − λ2
kbk , (1.81)

while for the real-time QA-RT evolution the differential equation takes the form:

−iλ̇k = −2λkak(t) + bk − λ2
kbk . (1.82)

In our study we considered a linear decreasing of annealing time τ :

Γ(t) = Γ0

(
1− t

τ

)
. (1.83)

This particular choice allows us to make predictions on the annealing time τ at which the QA-

RT dynamics has a transition between non-adiabatic and adiabatic evolutions. In fact, the
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Hamiltonian can be rewritten in terms of a Landau-Zener process, on which we can evaluate the

correspondent excitation probability.

As detailed in Appendix A, the Landau-Zener model is a two-state quantum problem governed

by a time-dependent Hamiltonian and described by the following Schrödinger equation:

i~
∂

∂t

(
c1(t)
c2(t)

)
=

[
at b
b∗ −at

](
c1(t)
c2(t)

)
, (1.84)

where c1 and c2 are the probability amplitudes of the eigenstates at t → ∞. Starting in the

ground state at t→ −∞, the probability to have a transition at the end of the evolution is given

by the Landau-Zener formula:

Pex(t→ +∞) = e−π|b|
2/~a . (1.85)

Let us study the quantum annealing in terms of Landau-Zener process. First we write the

Hamiltonian Ĥk(t) in matrix form as in Eq. 1.50:

Ĥk = (ĉ†k ĉ−k)

(
−2 (Γ(t) + J cos k) 2J sin k

2J sin k 2 (Γ(t) + J cos k)

)(
ĉk
ĉ†−k

)
. (1.86)

At this point we can manipulate the matrix to make it in LZ standard form:(
−2 (Γ(t) + J cos k) 2J sin k

2J sin k 2 (Γ(t) + J cos k)

)
=

(
2Γ0

τ

(
t− t̃

)
2J sin k

2J sin k 2Γ0

τ (t− t̃)

)
, (1.87)

where we have defined the time t̃ = τ + Jτ cos k/Γ0. The form of the matrix is now suitable for

applying Eq. 1.85 for LZ excitation:

P ex
k = e−2πJ2τ sin2 k/Γ0 = e−τ/τ

∗
k , (1.88)

where the time-scale τ∗k = Γ0/2πJ
2 sin2 k defines the annealing time at which excitation in k-state

can happen with a probability 1/e. Since we are interested in predicting the transition between

non-adiabatic and adiabatic dynamics, we need to consider the most probable excitation, hence

correspondent to minimal gap ∆kmax
. For sufficiently large L we can approximate sin(kmax) ≈

π/L, leading to a probability

P ex
kmax

= e−2π3J2τ/Γ0L
2

. (1.89)

Therefore τ∗ = Γ0L
2/2π3J2 defines the annealing time of “adiabaticity breaking”.

The same consideration can not be done in SA since the critical point occurs at the end

of evolution – at zero temperature – and it is never crossed during annealing. Moreover, the

gap decreases exponentially fast approaching T → 0. Let us see how. The parameters of SA

Hamiltonian take the form

Γ(0) = α
cosh2(βJ)

cosh(2βJ)
, Γ(1) = α tanh(2βJ) , Γ(2) = α

sinh2(βJ)

cosh(2βJ)
. (1.90)
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In the limit T → 0 we obtain the asymptotic behaviours:

Γ(0) =
α

2

[
1 + 2e−2βJ +O

(
e−4βJ

)]
, (1.91)

Γ(1) = α
[
1− 2e−4βJ +O

(
e−8βJ

)]
, (1.92)

Γ(2) =
α

2

[
1− 2e−2βJ +O

(
e−4βJ

)]
. (1.93)

The coefficients ak and bk close to the critical point behave as

ak ≈ −2αe−4βJ +
απ2

2L2

(
1− 4e−2βJ

)
+O

(
e−6βJ

)
, (1.94)

bk ≈
2απ

L
e−2βJ +O

(
e−4βJ

L

)
. (1.95)

From last equations we see that the gap decreases exponentially fast for t → 0, making the

problem different from standard LZ.

1.3 Results for the ordered case

In this section we show the results obtained for ordered Ising chains. The evolutions have been

simulated solving the following equation through a Runge-Kutta 4th-order method:

ξλ̇k = −2λk ak(t) + bk(t)− λ2
k bk(t) , (1.96)

with ξ = 1 for SA and QA-IT, while ξ = −i for QA-RT.

The coefficients ak and bk are the following:

SA:


ak(t) = −α

(
cosh2(β(t)J)

cosh(2β(t)J)
+ tanh(2β(t)J) cos k +

sinh2(β(t)J)

cosh(2β(t)J)
cos 2k

)
bk(t) = α

(
tanh(2β(t)J) sin k +

sinh2(β(t)J)

cosh(2β(t)J)
sin 2k

) , (1.97)

QA:

{
ak(t) = −2 (Γ(t) + J cos k)

bk = 2J sin k
. (1.98)

The evolutions start in the ground state at reasonably high temperature for SA and transverse

field for QA, and then they are decreased linearly to zero in an annealing time τ :

SA: T (t) = T0

(
1− t

τ

)
, QA: Γ(t) = Γ0

(
1− t

τ

)
, (1.99)

with T0 = 10 J/kB and Γ0 = 10 J .

The variables λk = vk/uk are initialized to the ground state condition (Eq. 1.52):

λk(t = 0) =
bk(0)

ak(0) + εk(0)
. (1.100)
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The interesting observable is the density of defects ρdef at the end of the annealing. This

measure is an indicator of the adiabaticity/non-adiabaticity level of the evolution, since it counts

the number of excitations and therefore the “distance” from the true ground state at the end of

the dynamics. The defect density operator is defined as:

ρ̂def =
1

L

∑
j

1− σ̂zj σ̂zj+1

2
. (1.101)

Its average can be computed in terms of λk coefficients with the following formula (see Ap-

pendix B.1 for derivation):

ρdef(t) =
2

L

∑
k>0

|λk(t) sin (k/2)− cos (k/2)|2

1 + |λk(t)|2
. (1.102)

Another important observable is the residual energy εres, defined as the extra energy with

respect to the ground state level. In the ordered case it does not give us additional information

since it is proportional to ρdef:

εres ≡ −J
∑
j

σ̂zj σ̂
z
j+1 + JL = 2Jρdef . (1.103)

In figure 1.5 we show the results of the final density of defects ρdef(t = τ) for the three

dynamics.

The behavior of ρdef for real-time QA follows the Kibble-Zurek power-law ρQA−RT

def (τ) ∼ 1/
√
τ

associated to crossing the Ising critical point [31, 32]. As predicted from LZ theory, finite-size

deviations are revealed by an exponential drop of ρdef(τ), occurring for annealing times larger

than τ∗L ≈ Γ0L
2/2π3J2 due to a LZ probability of excitation across a small gap ∆k = 2J sin k ≈

π/L close to the critical wave-vector kc = π, Pex = e−2π3J2τ/Γ0L
2

. We note that, for any finite

L, the exponential drop of ρQA−RT

def (τ) eventually turns into a 1/τ2, due to finite-time corrections

to LZ [41,42].

The QA-IT case is very different from QA-RT for L → ∞. We find ρQA−IT

def (τ) ∼ a/τ2 +

O(e−bτ ), with a ≈ 0.784, where the first term is due to non-critical modes, while the exponentially

decreasing term (see Fig. 1.6) is due to critical modes with k = π − q at small q: their LZ

dynamics, see Fig. 1.7, shows that IT follows a standard LZ up to the critical point, but then

filters the ground state (GS) exponentially fast as the gap resurrects after the critical point.

That IT evolution gives different results from RT for L→∞ is not obvious. From the study of

toy problems [43], it was conjectured that QA-IT might have the same asymptotic behavior as

QA-RT, as later shown more generally [44] from adiabatic perturbation theory estimates. That

is what happens in our Ising case too for finite L and τ →∞, with a common 1/τ2 asymptotic.

Moreover, IT gives the same critical exponents as RT for QA ending at the critical point [45].

The deviation of QA-IT from QA-RT for Ising chains in the thermodynamic limit L→∞ is due

to the non-perturbative LZ nature when the annealing proceeds beyond the critical point.
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Figure 1.5: Density of defects after the annealing, ρdef(τ), versus the annealing time τ for the ordered
Ising chain. Results for simulated annealing (SA) and for quantum annealing (QA) in real
time (QA-RT) and in imaginary time (QA-IT).

The SA result, Fig. 1.5, is marginally worse than QA-RT due to logarithmic corrections,

ρSA

def(τ) ∼ (ln τ)ν/
√
τ , where we find ν ≈ 3/4. As discussed in the previous section, two aspects

make the SA dynamics different from the standard LZ dynamics behind QA-RT, and are at

the origin of the logarithmic corrections: first, the critical point occurs at T = 0 (for k = π)

and is never crossed during the annealing; second, the coefficients ak and bk, which behave as

ak ≈ −2αe−4βJ + απ2

2L2

(
1− 4e−2βJ

)
+ O

(
e−6βJ

)
and bk ≈ 2απ

L e−2βJ + O
(

e−4βJ

L

)
close to the

critical point, lead to an energy gap which decreases exponentially fast for T → 0.
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1.4 Simulated and quantum annealing for disordered case

The general disordered case can be tackled along similar lines as we did for ordered case. The

heat-bath quantum Hamiltonian will be in the end quadratic in the JW-fermions. Apart from

constants, we can always rewrite it in the general Nambu form:

Ĥ(t) = Ψ̂† ·H(t) · Ψ̂ =
(

ĉ† ĉ
)( A(t) B(t)
−B∗(t) −A∗(t)

)(
ĉ
ĉ†

)
. (1.104)

For a general quadratic fermionic Hamiltonian the 2L × 2L matrix H should be Hermitean,

and its L× L blocks A and B should be, respectively, Hermitean (A = A†) and antisymmetric

(B = −BT ). In the Ising case we are considering, where all couplings are real, H is a 2L×2L real

symmetric matrix, A is real and symmetric (A = A∗ = AT ), and B is real and anti-symmetric

(B = B∗ = −BT ) hence we can write:

H(t) =

(
A(t) B(t)
−B(t) −A(t)

)
. (1.105)

The structure of the two blocks A and B is given, in SA case (omitting any t-dependence), by:
Aj,j = −Γ

(0)
j

Aj,j+1 = Aj+1,j = −
Γ

(1)
j

2

Aj,j+2 = Aj+2,j = −
Γ

(2)
j+1

2


Bj,j = 0

Bj,j+1 = −Bj+1,j = −
Γ

(1)
j

2

Bj,j+2 = −Bj+2,j = −
Γ

(2)
j+1

2

, (1.106)

while in the QA case:{
Aj,j = −Γ

Aj,j+1 = Aj+1,j = −Jj
2

{
Bj,j = 0

Bj,j+1 = −Bj+1,j = −Jj
2

. (1.107)

In the PBC-spin case, we have additional matrix elements in both A and B connecting neighbors

across the boundary, with an overall extra factor −(−1)NF depending on the fermion parity:

(−1)NF = +1 for the ABC-fermion case (ĉL+1 = −ĉ1, corresponding to even NF ) and (−1)NF =

−1 for the PBC-fermion case (ĉL+1 = ĉ1, corresponding to odd NF ). In SA:
AL,1 = A1,L = (−1)NF

Γ
(1)
L

2

AL−1,1 = A1,L−1 = (−1)NF
Γ

(2)
L

2

AL,2 = A2,L = (−1)NF
Γ

(2)
1

2


BL,1 = −B1,L = (−1)NF

Γ
(1)
L

2

BL−1,1 = −B1,L−1 = (−1)NF
Γ

(2)
L

2

BL,2 = −B2,L = (−1)NF
Γ

(2)
1

2
.

, (1.108)

and QA:

AL,1 = A1,L = (−1)NF
JL
2

BL,1 = −B1,L = (−1)NF
JL
2

, (1.109)
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As detailed in Appendix C, the most general BCS-paired state one can write will have the

Gaussian form:

|ψ(t)〉 = N (t) eZ(t) |0〉 = N (t) e
1
2 (ĉ†)T ·Z(t)·(ĉ†) |0〉 = N (t) exp

(1

2

∑
j1j2

Zj1j2(t)ĉ†j1 ĉ
†
j2

)
|0〉 ,

(1.110)

where Z(t) will be our shorthand notation for the quadratic fermion form we exponentiate.

Clearly, since ĉ†j1 ĉ
†
j2

= −ĉ†j2 ĉ
†
j1

we can take the matrix Z to be antisymmetric (complex, in

general, but real for the problem we are considering, since imaginary-time dynamics does not

bring in any imaginary numbers): any symmetric part of Z would give 0 contribution. The

time-derivative of such a state will be simply:

∂

∂t
|ψ(t)〉 =

[(1

2

∑
j1j2

Żj1j2(t)ĉ†j1 ĉ
†
j2

)
+
Ṅ
N

]
|ψ(t)〉 . (1.111)

Using Eq. (C.5) we immediately derive that:

ĉje
Z |0〉 =

∑
j′

Zjj′ ĉ
†
j′e
Z |0〉 . (1.112)

which immediately implies that the normal terms of the Hamiltonian bring:∑
j1j2

ĉ†j1Aj1j2 ĉj2eZ |0〉 =
∑
j1j2

ĉ†j1(A · Z)j1j2 ĉ
†
j2

eZ |0〉 . (1.113)

With similar manipulations, we can deal with all terms of Ĥ, obtaining:

Ĥ(t)|ψ(t)〉 =
[∑
j1j2

ĉ†j1

(
A ·Z + Z ·A + B + Z ·B ·Z

)
j1j2

ĉ†j2 −Tr A−Tr(B ·Z)
]
|ψ(t)〉 . (1.114)

Equating term-by-term left and right-hand side of the Scrödinger equation, and omitting the

time-dependence of all quantities, we finally get:

ξŻ = −2
(
A · Z + Z ·A + B + Z ·B · Z

)
, (1.115)

with ξ = 1 for SA and QA-IT, and ξ = −i for QA-RT. Notice that the right-hand side is

manifestly antisymmetric. In principle we can write an equation for N (t) as well, although not

particularly useful here:

ξ
Ṅ
N

=
d

dt
logN = Tr A + Tr(B · Z)− Constants , (1.116)

where “Constants” denotes all possible constant terms appearing in the Hamiltonian, omitted

from the Nambu quadratic form.

As already mentioned, all we really need to do is to properly normalize the state in calculating

the averages. All the information regarding the normalization is contained in the antisymmetric

matrix Z(t).
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1.5 Results for the disordered case

We now discuss the results for disordered Ising chains with open BC, and couplings Jj chosen

from a flat distribution, Jj ∈ [0, 1]. First we focus on the minimal gap distributions for SA and

QA. In the second subsection we present the results on SA, QA-RT and QA-IT dynamics.

1.5.1 Minimal gap distributions

The smallest instantaneous gap that occurs during the total evolution of the annealing is the

key element for the dynamics, since it directly affects the adiabaticity (or non-adiabaticity) of

the process. For QA, given a random realization of energy interactions Jj , there is not a unique

critical value of the transverse field Γ at which the minimal gap occurs. Indeed, the transverse

field random Ising model is known to possess an infinite randomness critical point whose average

is given by the known relation ln Γc = 〈ln Ji〉 [46]. In our case:

〈ln Ji〉 =

∫ 1

0

dJi P(Ji) lnJi =

∫ 1

0

dJi ln Ji = −1 =⇒ Γc = 1/e . (1.117)

In Figure 1.8 we show the lowest instantaneous gaps for a particular realization of the chain,

with a minimal gap slightly shifted from Γc.

At the critical point the distribution of the equilibrium gaps ∆ becomes a universal function

[47] of g = −(ln ∆)/
√
L, as we can see in Figure 1.9, where g-distributions for different chain

length L collapse into a single curve.

The SA Hamiltonian ĤSA shows different physics: the smallest typical equilibrium gaps are

seen at the end of the annealing, T → 0, where they vanish Arrhenius-like, ∆typ(T ) ∼ e−B/T

with B/J ∼ 2 (Fig. 1.10 and 1.11). We expect that B/J = 2 is a finite size effect, turning into

B/J = 4 in the thermodynamic limit, as suggested from the ordered case (Eqs. 1.94 and 1.95).

In fact, in ordered case, the leading term bk ∼ e−2βJ/L is replaced by −2αe−4βJ for L→ +∞.

1.5.2 Annealing results

Turning to dynamics, we calculate ρdef(τ) and εres(τ) by integrating numerically the equation

for Z:

ξŻ = −2
(
A · Z + Z ·A + B + Z ·B · Z

)
(1.118)

with ξ = 1 for SA and QA-IT, while ξ = −i for QA-RT. This is feasible for L up to O(1000).

Given the need for a good statistics, we will present data up to L = 128. The A and B matrices

take the values as in Eqs. 1.106 and 1.107 with open BC. The annealing schedule is the same as

in the ordered case:

SA: T (t) = T0

(
1− t

τ

)
, QA: Γ(t) = Γ0

(
1− t

τ

)
, (1.119)
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with T0 = 5J/kB and Γ0 = 5J . The system is initialized in its ground state, correspondent to

Z(t = 0) = −(U†)−1 ·V†. For any given τ , we considered many disorder realizations, obtaining

distributions for ρdef(τ) and εres(τ). The observables can be computed in terms of Z matrix

through the following relations (see Appendix B.2):

ρdef =
1

2
− 1

2 (L− 1)

L−1∑
j=1

(Gj+1,j + Fj,j+1 + c. c.) , (1.120)

Eres =

L−1∑
j=1

Jj [1− (Gj+1,j + Fj,j+1 + c. c.)] . (1.121)

where matrices F and G are expressed in terms of Z (see Appendix D for derivation):

F = (1 + ZZ†)−1Z , (1.122)

G = (1 + ZZ†)−1ZZ† . (1.123)

For SA these distributions are approximately log-normal (Fig. 1.12), as previously found for

QA-RT [34], with a width decreasing as 1/
√
L, implying that the average [ρdef ]av approaches the

typical value [ρdef ]typ = e[ln ρdef ]av for large L, and similarly for εres.

QA-IT behaves differently: the distributions of both ρdef(τ) and εres(τ) show marked de-

viations from log-normal, see Fig. 1.13, hence typical and average values are rather different.

Fig. 1.14 shows [ρdef(τ)]typ/av (a) and [εres(τ)]typ/av (b) for the three annealings performed.

The SA results are nearly size-independent, with a clear logarithmic behaviour [48] for large

τ :

[ρdef ]
SA ∼ log−1(γSAτ) ,

[εres]
SA ∼ log−2(γSAτ) , (1.124)

with γSA ≈ 6.5. Notice that a residual energy of the form εres ∼ log−ζSA(γSAτ) with ζSA = 2

saturates the bound ζSA ≤ 2 for thermal annealing in glassy systems [49]. Concerning the QA-RT

case, results are well established from Ref. [34] where larger systems were tackled by the linear

BdG equations:

[ρdef ]
QA−RT ∼ log−2(γτ) ,

[εres]
QA−RT ∼ log−ζ(γτ) , (1.125)

with γ ≈ 0.13, and ζ ≈ 3.4. Finally, we again find QA-IT very different from QA-RT, with

a faster, power-law, decrease of ρdef and εres. The size-dependence of the data is revealing:

the “typical” data move upwards with increasing L, but, luckily, the “average” data show the

opposite tendency — they move towards lower values, with an increasing slope vs τ . It is fair to
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Figure 1.12: (a) Probability distribution for the logarithm of the density of defects x = − ln ρdef and
(b) residual energy y = − ln εres for a SA evolution with annealing time τ = 50 for L = 32
and 64.
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conclude that our data support a power-law for both ρdef and εres:

[ρdef ]
QA−IT

typ/av ∼ τ−µρ ,

[εres]
QA−IT

typ/av ∼ τ−µε , (1.126)

where we estimate µρ ∼ 1÷ 2 and µε ∼ 1.5÷ 2.
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1.6 Conclusions

We have presented a non-trivial example of a quantum speedup of real-time Schrödinger QA over

master-equation SA on an equal-footing single-flip deterministic dynamics. Our second important

result is that a “fictitious” imaginary-time QA behaves very differently from the “physical” real-

time QA, providing a much faster annealing, with an asymptotic behavior compatible with τ−µ,

with µ ≈ 1 ÷ 2, i.e., an exponential speedup. Hence, provocatively, “quantum inspired” is here

better than “quantum”, a point that deserves further studies. Results on the fully-connected

Ising ferromagnet confirm that this IT-speedup is not specific to the present 1d problem [50].

The specific problem we addressed — a random ferromagnetic Ising chain — is “easy” in many

respects: i) it does not possess frustration, the ingredient that makes optimization problems

generally hard [18], ii) it can be reduced to a quadratic fermionic problem, and iii) is also a

case where SA does not encounter any phase transition for T → 0, while the QA dynamics

goes through a critical point at Γc > 0. This, as discussed in Ref. [19] for the spin-glass case,

might in principle give an unfair advantage to SA over QA: but, remarkably, it doesn’t, in the

present case. Our study provides a useful benchmark for many possible developments, like the

role of thermal effects, or the comparison with QA simulated by path-integral MC [51]. Our

QA-IT results suggest also to pursue the application of diffusion quantum MC to simulate the

imaginary-time Schrödinger QA, likely a very good “quantum-inspired” classical optimization

algorithm [52].





Chapter 2

Quantum lubricity

In this chapter we deal with a different out-of-equilibrium quantum problem. We present a

nanofriction model – a quantum version of the classical Prandtl-Tomlinson model – that aims to

describe quantum effects in the sliding problem. In the classical model, a particle is pulled by

a harmonic spring over a one-dimensional sinusoidal potential. The dissipation is introduced by

adding a viscous term, proportional to the particle velocity, and a random force, that provides

thermal equilibrium with the environment. The dynamics is then solved for a single stochas-

tic evolution through a Langevin equation, and then averaged over many realizations. In the

quantum version, the dissipation is provided by introducing an interaction with a bosonic bath,

composed of a large number of harmonic oscillators. Given the huge complexity in dealing with

a large number of degrees of freedom in quantum mechanics, the problem is tackled by solving a

quantum master equation on the reduced matrix, where the bath degrees of freedom are traced

out. A comparison between classical and quantum results shows a huge difference in the aver-

age dissipated energy per period, with a much higher amount of heat generated by the classical

evolution. This can be explained in terms of LZ theory, that predicts a resonant tunneling to

a nearby excited state, responsible for a significative drop of frictional force – a phenomenon

which we may call quantum lubricity. This phenomenon is responsible also for the discontinuous

particle transfer to the next well, happening in correspondence of avoided crossings of energy

levels. Moreover, the theory predicts an adiabatic regime of low velocities where the frictional

force drops to zero non-analytically in the particle velocity with a e−v
∗/v behavior.

In Section 2.1 We present the quantum model and the method for solving its dynamics.

In Section 2.2 we derive the classical equations of motion from the Hamiltonian used for the

quantum case. In Section 2.3 we present the results comparing classical and quantum dynamics

using the same physical parameters, and finally in Section 2.4 we draw some conclusions.

37
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k

~vM
U0

Figure 2.1: Pictorial sketch of the nanofriction model. A particle is pulled by a moving spring over a
sinusoidal potential.

2.1 Quantum model

Our model consists of a single quantum particle of mass M in the one-dimensional periodic

potential created, for instance, by an optical lattice, of strength U0 and lattice spacing a. The

particle is set in motion by the action of a harmonic spring k, representing for instance an optical

tweezer, which moves with constant velocity v (Fig. 2.1):

ĤQ(t) =
p̂2

2M
+ U0 sin2

(π
a
x̂
)

+
k

2
(x̂− vt)2

. (2.1)

The forced motion gives the particle an energy that, in a frictional steady state, is removed by

dissipation in a thermostat. As pioneered by Feynman and Vernon [53], such a dissipation can

be introduced by means of a harmonic bath [54]

Ĥint =
∑
i

[
p̂2
i

2mi
+

1

2
miω

2
i

(
x̂i −

ci
miω2

i

X̂
)2
]
, (2.2)

where each oscillator x̂i couples, through an interaction coefficient ci, to the “periodic position”

of the particle X̂ = sin
(

2π
a x̂
)
. The coefficients ci determine the coupling strength of the bath,

through the spectral function J(ω) = ~
∑
i

c2i
2miωi

δ(ω − ωi), which we choose of the standard

Caldeira-Leggett ohmic form J(ω) = 2α~2ωe−ω/ωc , where ωc sets the high-energy cutoff.

2.1.1 Wannier functions basis

In order to simulate the problem we need, first of all, to restrict the space to few wells of

the lattice potential and set periodic boundary conditions. This is straightforward for periodic

function sin2 (πx/a), while parabolic potential needs to be manipulated a bit:

k

2
(x̂− vt)2

=⇒ k

2

[
mod

(
x̂− vt− L

2
, L

)
− L

2

]2

, (2.3)

with L the length of lattice. Our choice is to set the number of wells equal four (N = 4), taking

care to have reasonable high parabolic potential at the boundary with almost zero probability

for the particle to cross it. A sketch of the new total potential is represented in Figure 2.2.

The second step is to set a wavefunctions basis. This is done by considering the time-

independent part of the Hamiltonian constituted by the solely lattice potential, ĤV = p̂2

2M +
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−2a −a 0 a 2a

Figure 2.2: Total periodic potential as sum of lattice and parabolic contributions.

U0 sin2
(
π
a x̂
)
. The correspondent Schrödinger equation can be cast into a Mathieu equation1

after a rescaling of the position ζ ≡ π
ax:

− ~2

2M

d2

dx2
ψ(x) + U0 sin2

(π
a
x̂
)
ψ(x) = Eψ(x) (2.5)

⇓
d2

dζ2
ψm (ζ) + [am − 2qm cos (2ζ)ψm (ζ)] = 0 , (2.6)

with adimensional parameters

am =
2Ma2

π2~2
E − Ma2

π2~2
U0 =

E

ER
− U0

2ER
, (2.7)

qm = − Ma2

2π2~2
U0 = − U0

4ER
, (2.8)

where we have introduced the recoil energy ER = π2~2/2Ma2.

Mathieu functions (Fig 2.3) are solutions of Eq. 2.6, and therefore they are eigenfunctions of

ĤV:

ĤV ψ
(l,n)
m (x) = El,n ψ

(l,n)
m (x) , (2.9)

where n is the energy band and l spans from 1 to N . Notice that the functions are two-fold

degenerate, except for l = 1 and l = N . Mathieu functions are real functions and form an

1 Mathieu equation takes the general form:

d2y(x)

dx2
+ [am − 2qm cos (2x)] y(x) = 0 . (2.4)
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Figure 2.3: Mathieu functions for the first band. Notice that the two degenerate functions (l = 2 and
l = 3) differ just by a shift.

orthonormal basis:

∫ L/2

−L/2
ψ(l,n)

m (x)ψ(l′,n′)
m (x) = δl,l′ δn,n′ . (2.10)

They are related to Bloch functions ψ
(k,n)
b (x) = eikxuk,n(x) by linear combinations:

ψ
(k=0, n)
b (x) = ψ(l=1, n)

m (x) (2.11)

ψ
(k=±2π(l−1)/Na, n)
b (x) =

1√
2

(
ψ(l,n)

m (x)± i ψ(l+1, n)
m (x)

)
with l 6= 1, N (2.12)

ψ
(k=π/a, n)
b (x) = ψ(l=N,n)

m (x) , (2.13)

with correspondent eigenenergies Ek,n shown in Figure 2.4, for parameter U0 = 38.5ER. Notice

that Bloch functions correspondent to k = 0 and k = π/a are real. The (delocalized) Bloch

waves can be transformed into localized states called Wannier states (Fig. 2.5):

Wj,n(x) =
1√
N

BZ∑
k

e−ikajψ
(k,n)
b (x) , (2.14)
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Figure 2.4: Energy spectrum of the first six bands for the infinite lattice potential. Dots are the energies
for the reduced system L = 4. U0 = 38.5ER is the height of lattice potential.

where BZ indicates sum over all the Brillouin zone. From this definition it follows that2

Wj,n(x+ma) = Wj−m,n(x) . (2.15)

Moreover, they form an orthonormal basis:

∫ L/2

−L/2
dxW ∗j,n(x)Wj′,n′(x) = δj,j′ δn,n′ . (2.16)

Our choice is to set Wannier states as wavefunctions basis for our problem, since they are

localized and therefore more physically intuitive than delocalized states.

The ĤV matrix elements are readily computed:

〈Wj,n| ĤV |Wj′,n′〉 =
1

N

∑
k,k′

eia(kj−k′j′)
〈
ψ

(k,n)
b

∣∣∣ ĤV

∣∣∣ψ(k′,n′)
b

〉
=

1

N
δn,n′

∑
k

Ek,n eika(j−j′) .

(2.17)

2 From Bloch functions property ψ
(k,n)
b (x+ma) = eikma ψ

(k,n)
b (x) we have:

Wj,n(x+ma) =
1
√
N

BZ∑
k

e−ikaj ψ
(k,n)
b (x+ma)

=
1
√
N

BZ∑
k

e−ika(j−m) ψ
(k,n)
b (x)

= Wj−m,n(x) .
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Figure 2.5: First four Wannier states for central well j = 0 of the lattice potential with the correspondent
onsite energy εn.

From Eq. 2.17 we see that [ĤV]j,n;j′,n′ is a block matrix. For N = 4 it takes the form:

[ĤV]j,n;j′,n′ =



ε0 t1,0 t2,0 t1,0
t1,0 ε0 t1,0 t2,0
t2,0 t1,0 ε0 t1,0
t1,0 t2,0 t1,0 ε0

ε1 t1,1 t2,1 t1,1
t1,1 ε1 t1,1 t2,1
t2,1 t1,1 ε1 t1,1
t1,1 t2,1 t1,1 ε1

. . .


, (2.18)

with onsite energies:

εn =
1

N

∑
k

Ek,n , (2.19)

and hopping terms:

tr,n =
1

N

Ek=0,n + (−1)rEk=π/a,n +

k 6=π/a∑
k>0

2 cos (kar)

 , (2.20)

with r = j − j′.
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Figure 2.6: The four lowest instantaneous eigenvalues of a particle that is adiabatically driven by the
harmonic trap from a periodic potential minimum to the nearest one. Note the avoided-
crossing gaps associated with tunnelling events encountered during the dynamics at times
t1, t2 and t3. At time ts a classical particle would be pushed to the next well after the
disappearance of the rising local minimum.

2.1.2 Dynamics

Having set the Wannier basis, we introduce the time-dependent harmonic potential (k/2) (x̂− vt)2
.

The coherent part of dynamics is governed by

ĤQ(t) =
p̂2

2M
+ U0 sin2

(π
a
x̂
)

+
k

2
(x̂− vt)2

, (2.21)

whose matrix elements are given by:

〈Wj,n| ĤQ |Wj′,n′〉 = 〈Wj,n| ĤV |Wj′,n′〉+

∫ L/2

−L/2
dxW ∗j,n(x) (x− vt)2

Wj′,n′(x) . (2.22)

We can understand the basic mechanism leading to quantum frictional dissipation by con-

sidering the instantaneous eigenstates of ĤQ(t), shown in Fig. 2.6 for a reduced Hilbert space

with 4 states per well. Denote by T = a/v the time period in which the driving spring moves

by one lattice spacing: at t = 0, when the harmonic potential is centered at x = 0, the lowest

eigenstate is essentially coincident with the lowest Wannier state in the x = 0 potential well, that

we call “0A”. As the harmonic spring moves forward, at t = t1 = T/2, the particle negotiates

the perfect double-well state between x = 0 and x = a (“0B”), where all pairs of left and right
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levels anticross. The LZ “diabatic” transition rate (population of the excited state after the

anticrossing) between levels En(t) and En′(t) is given by LZ formula A.5:

Pn→n′ = e
−

π∆2
nn′

2~vα
nn′ = e−

v
n→n′
v , (2.23)

where αnn′ is the relative slope of the two eigenvalues involved, En and En′ , ∆nn′ their anti-

crossing gap, and v is the speed.

At the anticrossing at t1 = T/2 between ground states at x = 0 and x = a, due to the large

barrier the states are very localized and the gap, here ∆01, is exceedingly small. For very small

velocity, nonetheless,

v � v0→1 =
π∆2

01

2~∂x |E1 − E0|
, (2.24)

the LZ transition rate P0→1 (2.23), which as we shall see is proportional to the frictional dissi-

pation, is negligible. In that low velocity case, a quantum particle is transmitted adiabatically

without friction. This is therefore a regime, which one might designate of quantum superlubricity,

where friction vanishes non analytically as in Eq. (2.23) in the limit of zero speed – totally unlike

the classical case, where friction vanishes linearly with v (viscous friction). Quantum superlu-

bricity should be realized at sufficiently low temperature, to be thermally destroyed in favor of

viscous lubricity as soon as temperature T is large enough to upset the LZ physics behind the

mechanism. This, however, is not expected to occur until T becomes considerably larger than

the tunnelling gap ∆01, as a recent study on the dissipative LZ problem has confirmed [55].

Moving on to larger speeds v � v0→1, the particle, unable to negotiate tunnelling adiabati-

cally, remains diabatically trapped with large probability P0→1 in the lowest 0A Wannier state

even for t > T/2. Only at a later time, t = t
(0)
2 , the rising level becomes resonant with the first

excited state 1B of the x = a well (Fig. 2.7). As this second gap ∆12 is now much larger, the

LZ diabatic rate drops and the particle transfers with large adiabatic probability from the A to

the B well for driving speeds v0→1 � v � v1→2. Once the first excited 1B state in the x = a

well is occupied, the bath exponentially sucks out the excess energy and thermalizes the particle

to lowest 0B level. That amounts to dissipation which is paid for by frictional work done by

the external force. The 0A → 1B quantum slip between neighboring wells preempts by far the

classical slip, which would take place when the rising classical minimum disappears, at

ts =
πU0

kva

√
1−

(
ka2

2π2U0

)2

+
a

2πv
cos−1

(
− ka2

2π2U0

)
> t2 . (2.25)

2.1.3 Quantum master equation

To calculate the frictional dissipation rate, we describe the particle motion by means of a weak

coupling Born-Markov quantum master equation (QME), based on a time-evolving density ma-

trix (DM) ρ̂Q(t) [55,56], whose equation of motion is (see Appendix E for details on derivation)
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Figure 2.7: A pictorial sketch of the tunnelling event in which a particle in the ground level of the left
well (A) resonantly tunnels into the first excited level of the right well (B). This process
occurs in correspondence of the avoided crossing energy levels at t = t2.

d

dt
ρ̂Q(t) =

1

i~

[
ĤX(t), ρ̂Q(t)

]
−
([
X̂, Ŝ(t)ρ̂Q(t)

]
+ H.c.

)
, (2.26)

where

ĤX(t) = ĤQ(t) + 2~αωcX̂2 . (2.27)

The operator X̂ = sin (2πx̂/a) mediates the dissipation by connecting Wannier states with differ-

ent parity within the same well. In this way, the dissipative process takes place by de-excitation

of a Wannier state into the lower one in the same well. In Fig. 2.8 we show a graphical represen-

tation of X̂ matrix elements, where we can appreciate the main contribution to dissipation given

by the de-excitations between consecutive Wannier energy levels. The counterterm 2~αωcX̂2 is

needed in order to compensate a renormalization of the potential which is caused by the bath

interaction. Nevertheless, its contribution is very small, since it is proportional to the coupling

constant α of the interaction. The operator Ŝ(t) is a bath-convoluted X̂ given by [56]

Ŝ(t) =
1

~2

∫ t

0

dτ C(τ) ÛX(t, t− τ) X̂ Û†X(t, t− τ) , (2.28)
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Figure 2.8: Graphical representation of matrix 〈Wj,n| X̂ |Wj′,n′〉. The color intensity is proportional

to the absolute value of matrix elements. The operator X̂, “mediator” of the dissipation
process, connects Wannier states with different parity within the same well.

with C(τ) the bath correlator:

C(τ) =
∑
ij

cicj〈x̂i(τ)x̂j(0)〉eq

=
∑
i

~ c2i
2miωi

〈
bi(τ)b†i (0) + b†i (τ)bi(0)

〉
=

∫ +∞

0

dω J(ω)
[
eiωτfB(ω) + e−iωτ [fB(ω) + 1]

]
, (2.29)

and ÛX(t, t− τ) the time evolution operator:

ÛX(t, t− τ) = T
{

e−
i
~
∫ t
t−τ dt

′ ĤX(t′)
}
. (2.30)

The operators bi and b†i are annihilation and creation operators of the i-th harmonic oscillator

of the bath, while fB(ω) = 1/(eβ~ω − 1) is the Bose-Einstein distribution function. Since the

time-scale of the bath decorrelation is much smaller than the time-scale of the dynamics of the

system, the contribution to the integral of Ŝ(t) is given by small values of τ for which ĤX(t)

remains approximately constant. We can then write:

ÛX(t, t− τ)|τ�a/v ≈ e−
i
~ ĤX(t)τ . (2.31)
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At this point, Ŝ(t) takes the form:

Ŝ(t) ≈
∫ t

0

dτ C(τ) e−
i
~ ĤX(t)τ X̂ e

i
~ ĤX(t)τ . (2.32)

In order to evaluate the term e−
i
~ ĤX(t)τ X̂ e

i
~ ĤX(t)τ we insert the identity expressed in the basis

of instantaneous eigenstates:

e−
i
~ ĤX(t)τ X̂ e

i
~ ĤX(t)τ =

∑
k,k′

e−
i
~ ĤX(t)τ |ψk(t)〉 〈ψk(t)| X̂ |ψk′(t)〉 〈ψk′(t)| e

i
~ ĤX(t)τ

=
∑
k,k′

e−
i
~ [Ek(t)−Ek′ (t)]τ 〈ψk(t)| X̂ |ψk′(t)〉 |ψk(t)〉 〈ψk′(t)| , (2.33)

with ĤX(t) |ψk(t)〉 = Ek(t) |ψk(t)〉. Hence we can rewrite Ŝ(t) as:

Ŝ(t) ≈
∑
k,k′

〈ψk(t)| X̂ |ψk′(t)〉 |ψk(t)〉 〈ψk′(t)|
∫ t

0

dτ C(τ) e
i
~ [Ek′ (t)−Ek(t)]τ . (2.34)

We can further simplify the integral letting t tend to infinity (Markov approximation), since C(τ)

is assumed to rapidly decrease after a (small) time-scale τB :∫ t

0

dτ C(τ) e
i
~ [Ek′ (t)−Ek(t)]τ →

∫ +∞

0

dτ C(τ) e
i
~ [Ek′ (t)−Ek(t)]τ ≡ Γ(Ek′(t)− Ek(t)) . (2.35)

Finally, Ŝ(t) can be approximated, in the basis of the instantaneous eigenstates |ψk(t)〉 of the

system Hamiltonian ĤX(t), as

Ŝ(t) =
∑
k,k′

Sk,k′(t) |ψk(t)〉 〈ψk′(t)| , (2.36)

with

Sk,k′(t) ≈
1

~2
〈ψk(t)| X̂ |ψk′(t)〉 Γ [Ek′(t)− Ek(t)] , (2.37)

where

Γ(E+) ≡
∫ +∞

0

dτ C(τ) ei(E+i0+)τ/~ (2.38)

is the rate for a bath-induced transition at energy E, and Ek(t) is the instantaneous eigenvalue

associated to |ψk(t)〉. Recent work on the dissipative LZ problem [55] has shown that this

approximation is perfectly safe, when the coupling to the bath is weak, in an extended regime

of driving velocities v. The QME is then solved in the basis of the Wannier orbitals of the

unperturbed particle in the periodic potential.

We focus now on the integral

Γ(ω+) =
1

2
γ(ω) + iσ(ω) , (2.39)
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where we have separated the real and imaginary components. The real part takes a simple form:

γ(ω) =

{
2πJ(|ω|)fB(|ω|) for ω < 0

2πJ(ω)(fB(ω) + 1) for ω > 0 ,
(2.40)

while the imaginary part involves a principal value integral:

σ(ω) = −
∫ +∞

0

dω′ J(ω′)

[
fB(ω′)

ω + ω′
+
fB(ω′) + 1

ω − ω′

]
. (2.41)

For an ohmic spectral function J(ω) ∼ ω e−ω/ωc the two quantities take simple forms in the

limit ω → 0:

γ(ω → 0) =
4π

β
, (2.42)

σ(ω → 0) = −2ωc . (2.43)

2.2 Classical model

The same problem can be simulated with a classical approach – the well-known Prandtl-Tomlinson

model –, where the bath interaction contribution is introduced by a dissipative term proportional

to particle velocity, plus a thermostat that provides thermalization through random forces act-

ing on the particle. The equation of motion, known as Langevin equation, can be derived from

the Hamiltonian used in the quantum model. Let us proceed with its derivation. The classical

Hamiltonian is:

H(t) =
p2

2M
+ V [x(t), t] +

∑
i

[
p2
i

2mi
+

1

2
miω

2
i

(
xi −

ci
miω2

i

X

)2
]
, (2.44)

where

V [x(t), t] = U0 sin2
(π
a
x
)

+
k

2
(x− vt)2

, (2.45)

X(x) = sin

(
2π

a
x

)
. (2.46)

The subscript i refers to the degrees of freedom of the bath. As in quantum model, the energy

exchange with the environment is provided by the interaction with an infinite set of harmonic

oscillators, classical in this case. From the Hamilton equations we obtain the equations of motion:Mẍ+
∂

∂x
V [x(t), t] +

∑
i

c2i
miω2

i

X(x)X ′(x) =
∑
i

cixiX
′(x)

miẍi +miω
2
i xi = ciX(x)

, (2.47)
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where X ′(x) ≡ ∂
∂xX(x). The dynamical equation for x(t) alone is found to read [54]:

Mẍ(t) +X ′[x(t)]

∫ t

0

dt′
∑
i

c2i
miω2

i

cos[ωi(t− t′)]X ′[x(t′)]ẋ(t′) +
∂

∂x
V [x(t), t] =

−X ′[x(t)]
∑
i

c2i
miω2

i

cos[ωit]X[x(0)] +X ′[x(t)]
∑
i

ci

[
x

(0)
i cos(ωit) +

p
(0)
i

miωi
sin(ωit)

]
, (2.48)

where x
(0)
i and p

(0)
i are the initial positions and momenta. The first term in Eq. (2.48) is the total

force acting on the particle, the second term is a viscous term since it involves the velocity of the

particle, the third term is the deterministic force due to the potential and finally we interpret the

last two terms as the random force due to the bath interaction. We rename the last two terms

as ξ:

ξ(t) = −X ′[x(t)]
∑
i

c2i
miω2

i

cos[ωit]X[x(0)] +X ′[x(t)]
∑
i

ci

[
x

(0)
i cos(ωit) +

p
(0)
i

miωi
sin(ωit)

]
.

(2.49)

Let us now check if our interpretation is correct by evaluating the average 〈ξ(t)〉 and correlation

〈ξ(t)ξ(t′)〉. This requires to take the averages of x
(0)
i and p

(0)
i with respect to the shifted canonical

equilibrium distribution of the reservoir:

ρR = Z−1 exp

−β
∑
i

(
p

(0)
i

)2

2mi
+
miω

2
i

2

(
x

(0)
i −

ci
miω2

i

X[x(0)]

)2

 . (2.50)

The shift ciX[x(0)]/miω
2
i is the new equilibrium position for the i-th bath oscillator after the

renormalization of the potential due to the coupling of the bath with the system. We have:

〈ξ(t)〉 =

〈
−X ′[x(t)]

∑
i

c2i
miω2

i

cos[ωit]X[x(0)] +X ′[x(t)]
∑
i

ci

[
x

(0)
i cos(ωit) +

p
(0)
i

miωi
sin(ωit)

]〉
,

(2.51)

〈ξ(t)ξ(t′)〉 =

〈{
−X ′[x(t)]

∑
i

c2i
miω2

i

cos[ωit]X[x(0)] +X ′[x(t)]
∑
i

ci

[
x

(0)
i cos(ωit) +

p
(0)
i

miωi
sin(ωit)

]}

·

{
−X ′[x(t′)]

∑
i

c2i
miω2

i

cos[ωit]X[x(0)] +X ′[x(t′)]
∑
i

ci

[
x

(0)
i cos(ωit

′) +
p

(0)
i

miωi
sin(ωit

′)

]}〉
.

(2.52)

The important quantities to compute are:〈
x

(0)
i

〉
=

ci
miω2

i

X[x(0)] , (2.53)〈
p

(0)
i

〉
= 0 , (2.54)〈

x
(0)
i x

(0)
j

〉
=

cicj
mimjω2

i ω
2
j

[X[x(0)]]
2

+ δij

(
kBT

miω2
i

)
, (2.55)〈

p
(0)
i p

(0)
j

〉
= δij kBT mi . (2.56)
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Using these relations we obtain:

〈ξ(t)〉 = 0 , (2.57)

〈ξ(t)ξ(t′)〉 = X ′[x(t)]X ′[x(t′)]
∑
i

c2i kBT

miω2
i

cos[ωi(t− t′)] . (2.58)

We see that Eqs. (2.57) and (2.58) describe a multiplicative colored noise3. Let us check the

limit of delta-correlated noise for the spectral function:∑
i

c2i
miω2

δ(ω − ωi) = c0 , (2.59)

with c0 constant4. Hence we obtain:

〈ξ(t)ξ(t′)〉 = X ′[x(t)]X ′[x(t′)]
∑
i

c2i kBT

miω2
i

cos[ωi(t− t′)]

= X ′[x(t)]X ′[x(t′)]

∫ +∞

0

dω
∑
i

c2i kBT

miω2
δ(ω − ωi) cos[ω(t− t′)]

= X ′[x(t)]X ′[x(t′)] c0 kBT

∫ +∞

0

dω cos[ω(t− t′)]

= πc0 kBT (X ′[x(t)])
2
δ(t− t′) . (2.60)

If we instead set an exponential decay:∑
i

c2i
miω2

δ(ω − ωi) = c0 e−ω/ωc , (2.61)

we obtain the case of ohmic bath5 , and the force correlation reads:

〈ξ(t)ξ(t′)〉 = X ′[x(t)]X ′[x(t′)] c0 kBT

∫ +∞

0

dω e−ω/ωc cos[ω(t− t′)]

= X ′[x(t)]X ′[x(t′)]
c0 kBT ωc

1 + ω2
c (t− t′)2

. (2.62)

This time the 2-point correlation function takes the form of a Lorentzian, that still approximates

a delta-function in case of very large cutoff frequency ωc � 1/τS , with τS referring to the time

scale of the system:

〈ξ(t)ξ(t′)〉 = πc0 kBT (X ′[x(t)])
2
δ(t− t′) . (2.63)

We now focus on the second term of Eq. (2.48):

X ′[x(t)]

∫ t

0

dt′
∑
i

c2i
miω2

i

cos[ωi(t− t′)]X ′[x(t′)]ẋ(t′) . (2.64)

3 A multiplicative noise is a space-dependent noise, while colored means that its correlation at different times
does not vanish.

4The dimensions of c0 are [M ]
[
L2
] [
T−1

]
= [E] [T ].

5This corresponds to a spectral function J(ω) ∼ ω e−ω/ωc .
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We interpreted this term as the viscous part of the Langevin equation. Let us choose an ohmic

spectral function (2.61):

X ′[x(t)]

∫ t

0

dt′
∑
i

c2i
miω2

i

cos[ωi(t− t′)]X ′[x(t′)]ẋ(t′)

= X ′[x(t)]

∫ t

0

dt′
∫ +∞

0

dω c0 e−ω/ωc cos[ω(t− t′)]X ′[x(t′)]ẋ(t′)

= X ′[x(t)]

∫ t

0

dt′
c0 ωc

1 + ω2
c (t− t′)2

X ′[x(t′)]ẋ(t′) . (2.65)

Making the assumption ωc � 1/τS we obtain:

πc0
2

(X ′[x(t)])
2
ẋ(t) . (2.66)

Finally the dynamical equation (Eq. 2.48) can be simplified into the standard form of Langevin

equation:

Mẍ(t) = −γ ẋ(t)− ∂

∂x
V [x(t), t] + ξ[x(t), t] , (2.67)

where we have defined:

γ ≡ πc0
2

(X ′[x(t)])
2
. (2.68)

The fluctuation-dissipation theorem is satisfied:〈
ξ2[x(t), t]

〉
= 2 kBTγ[x(t)] . (2.69)

Let us now evaluate the damping factor γ using the power spectrum chosen in the quantum

model:

J(ω) =
∑
i

~c2i
2miωi

δ(ω − ωi) = 2~2αωe−ω/ωc . (2.70)

This corresponds to set the parameter c0 = 4~α . Hence we have:

γ = 2π~α (X ′[x(t)])
2

=
(2π)3~α
a2

(
cos

[
2π

a
x(t)

])2

. (2.71)

Now we have all elements to simulate a classical dynamics with the same physical parameters

used in quantum model, useful to compare both evolutions results.

2.2.1 Numerical integration

Langevin equation is simulated by the Euler-Maruyama method as follows:
x(t+ ∆t) = x(t) +

p(t)

M
∆t

p(t+ ∆t) = p(t) + F [x(t)]∆t− γ[x(t)]
p(t)

M
∆t+ ∆W [x(t), t]

, (2.72)
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where F [x(t)] is the force acting on the particle due to the potential:

F [x(t)] ≡ −∂V [x(t), t]

∂x
, (2.73)

and ∆W [x(t), t] is a Wiener process drawn by:

P (∆W ) =
e
− (∆W )2

4γ[x(t)]kBT∆t

2
√
πγ[x(t)]kBT∆t

. (2.74)

The computation of physical observables requires to perform integrations over stochastic

variables (∆W [x(t), t]). This introduces issues related to the arbitrariness in partitioning the

integration interval. In fact, for stochastic differentials, the integral value depends on the choice

of the intermediate points of the interval. There exists two important integration methods, called

Itô integration: ∫
f(t) dW (t) = lim

∆t→0

∑
i

f(ti) [W (ti + ∆t)−W (ti)] (2.75)

and Stratonovich integration:∫
f(t) ◦ dW (t) = lim

∆t→0

∑
i

f(ti) + f(ti + ∆t)

2
[W (ti + ∆t)−W (ti)] , (2.76)

where we use the notation “◦” to denote Stratonovich integral.

In the evaluation of dissipated work (heat) we follow the derivation suggested by Seki-

moto [57]. The heat differential d̄Q is computed as a Stratonovich product, leading to the

first law of thermodynamics:

d̄Q =

(
−γ[x(t)]

dx(t)

dt
+ ξ[x(t), t]

)
◦ dx

=

(
dp

dt
+
∂V [x(t), t]

∂x

)
◦ dx

=
dp

dt
◦ dx+ dV − ∂V [x(t), t]

∂t
dt

=
dp

dt

p

m
dt+ dV − ∂V [x(t), t]

∂t
dt

= d

(
p2

2m

)
+ dV − ∂V [x(t), t]

∂t
dt

= dE − d̄W . (2.77)

The cumulative work done on the system by the external deterministic force is:

W(t) =

∫ t

0

dt
∂V [x(t), t]

∂t
. (2.78)
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The heat instead is evaluated in the following way:

d̄Q =

(
−γ[x(t)]

dx(t)

dt
+ ξ(t)

)
◦ dx

d̄Qdt = −γ[x(t)]
p(t)

m
dt ◦ dx+ dW (t) ◦ dx

d̄Q = −γ[x(t)]

(
p(t)

m

)2

dt+
p(t)

m
◦ dW (t) . (2.79)

We have now to take care in calculating the second term p(t)
m ◦dW (t). According to Stratonovich

integration, the discrete case it would be:

p(t)

m
◦ dW (t) =

p(ti) + p(ti + ∆t)

2m
[W (ti + ∆t)−W (ti)]

=
p(ti) + p(ti) + F (ti)∆t− γ[x(t)]p(t)m + ∆W (ti)

2m
∆W (ti) (2.80)

In the latest expression, almost all terms average to zero because of uncorrelation, except ∆W (ti)
2

2m .

Hence we obtain:

d̄Q = −γ[x(t)]

[
p(t)

m

]2

dt+
[∆W (t)]

2

2m
, (2.81)

Q =

∫ t

0

dt

(
−γ[x(t)]

[
p(t)

m

]2
)

+
1

2m

∫ t

0

(dW (t))
2

=

∫ t

0

dt

(
−γ[x(t)]

[
p(t)

m

]2

+
γ[x(t)]kBT

m

)

=

∫ t

0

dt
γ[x(t)]

m

(
− [p(t)]

2

m
+ kBT

)
, (2.82)

where we can appreciate the fact that at equilibrium, when
〈mv2〉

2 = kBT
2 , the net transferred

heat vanishes.

2.3 Results

The quantum simulation has been performed through a quantum master equation (Eq. 2.26),

while the Langevin equation (Eq. 2.67) was used for the classical simulation.

The parameters used in our simulations assume a particle with the mass M of 171Yb, and

a lattice spacing a = 500 nm. The lattice potential is taken to be U0 = 38.5ER, in terms of

the recoil energy ER = π2~2/(2Ma2). The corrugation parameter η = (ωl/ω0)2, defined [62]

as the confinement ratio of the lattice intra-well vibrational frequency ωl = 2
√
U0ER/~ to the

harmonic trap (the optical tweezer pulling spring) vibrational frequency ω0 = a
√

2kER/π~, is

set equal to η = 4, so that the overall potential energy has just two minima. This automatically
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Figure 2.9: Time-dependent population of instantaneous eigenstates. Lines of decreasing thickness are
used for higher eigenstates. Notice the cuts in time axis.

sets the value of the optical tweezer spring constant at k = 190ER/a
2. Finally, the assumption

of weakly coupled Ohmic environment, with α = 0.002 and ωc = 12ER/~, necessary for a

consistent perturbative theory, can be realized by a judicious choice of cooling strengths. The

values adopted for α and ωc correspond to a cooling rate γc ≈ 0.018ER/~. In order to make the

bath effective during the dynamics, the condition on the optical tweezer velocity v < γc a must

be satisfied, leading to a time-scale of the optical tweezer motion much larger than the period of

vibrations in the lattice well: v/a� ωl.

Figure 2.9 shows the time-dependent population probability of the first three instantaneous

eigenstates, Pk(t) = 〈ψk(t)|ρ̂Q|ψk(t)〉, over one period of forced particle motion in the v0→1 �
v � v1→2 regime. As qualitatively sketched, despite the slow motion the probability of the

0A → 0B adiabatic transition to the right well ground state at t1 = T/2 is already very small,

and LZ dominates this first level crossing keeping diabatically the particle in the left A well.

At the second 1 → 2 crossing where the gap ∆12 is much larger, P1→2 is suppressed, and the

1st excited level of the right well (1B) becomes strongly populated. Following that, the bath

exponentially relaxes Pk(t) down to the right well ground state.

The mechanism just described predicts an advancement of the average position of the parti-

cle, as well as a corresponding onset of dissipated power, very different from those of ordinary

Langevin frictional dynamics [54], which, with all parameters except ~ the same as in the quan-
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Figure 2.10: Average position of the particle versus time, in the quantum and classical cases. Most
of the “slip” of the quantum particle goes through the excited-state resonant tunnelling,
taking place at t2 beyond the symmetric moment t1 = T/2 between the two potential wells.
The dashed line shows the position of the classical “spinodal” moment ts, where the x = 0
local potential minimum disappears and the particle is forced to slip.

tum case, describes the classical forced sliding of the same particle. Figure 2.10 compares the

average particle position versus time in the quantum and classical cases. The “quantum slips”

occur rather suddenly, reflecting the abruptness of level crossing events and connected barrier

passage. In particular, the main quantum slip occurs, for the parameters used in Fig. 2.10, pre-

cisely when the instantaneous Wannier ground level the left well is resonantly aligned with the

first excited Wannier level in the neighboring well.

Because it occurs at a lower spring loading, the resonant barrier permeation strongly reduces

the overall mechanical friction work exerted by the pulling spring. Figure 2.11 shows the amount

of energy absorbed by the bath (friction) at the end of each period as a function of velocity.

In the classical case the dissipated work (more precisely what we called heat Q in Section 2.2)

grows logarithmically with speed, due to thermally activated slip, as is well known for stick-slip

at finite temperature [58–61]

Wcl = a+ b ln2/3 (c v) . (2.83)

with constants a = 42.5ER, b = 6.11ER and c = 5.92 · 103 ~/ERa providing the best fit in our

case.

The dissipated work in the quantum case (obtained by taking the difference between the work
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Figure 2.11: Frictional dissipated work for classical and quantum sliding vs driving velocity. Note the
large reduction of dissipation induced by the resonant quantum tunneling: quantum lu-
bricity.

made by the spring and the total energy) is by comparison smaller by a factor ∼ 3. It is well

approximated through the Landau-Zener probabilities Eq. (2.23) of transition from the nth to

the (n+ 1)th eigenstate:

Wq(v) ≈ P0→1(v) [(1− P1→2(v)) (E1 − E0) +

P1→2(v) (1− P2→3(v)) (E2 − E1)] , (2.84)

with ∆01 = 5.19 · 10−2ER, ∆12 = 3.03 · 10−1ER, ∆23 = 8.83 · 10−1ER; α01 = 1.43 · 102ER/a,

α12 = 1.38·102ER/a, α23 = 1.46·102ER/a; v0→1 = 2.96·10−5ERa/~, v1→2 = 1.05·10−3ERa/~,

v2→3 = 8.40·10−3ERa/~. Dissipation requires in fact, to start with, that the system does not LZ

tunnel, so that P0→1 > 0. The amount of power absorbed by the bath equals the probability to

populate the first and higher excited states times their energy difference with the ground state.

Eq. (2.84) is approximate first of all because it does not include higher excited states. Moreover,

it is only valid when velocity is low enough that the cooling rate γc � v/a, and the particle

loses all its kinetic energy before encountering the subsequent slip, which is not satisfied for the

larger velocities. It is clear that, unless temperature is too high, quantum tunnelling through

the barrier always preempts classical negotiation of the barrier, causing friction to be necessarily

smaller than classical friction. In this sense we can speak of quantum lubricity. Despite its
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conceptual simplicity, this form of quantum lubricity has not been addressed experimentally but

should be well within experimental reach for cold atoms/ions in optical lattices.

2.4 Conclusions

In summary, comparison of classical and quantum stick-slip friction for a particle sliding in a

periodic potential reveals major differences. A classical particle slides from a potential well to

the next by overcoming the full potential barrier. A quantum particle can permeate the barrier

by resonant tunnelling to an excited state, a process suddenly and narrowly available at a well

defined position of the harmonic trap, leading to discontinuous transfer to the next well, as shown

in Fig. 2.10. This quantum slip preempts the classical slip, giving rise to quantum lubricity. The

potential energy accumulated by the particle during sticking, and frictionally dissipated at the

quantum slip, is just the amount sufficient to reach the resonant condition with the excited state

in the next well. Conversely, the classical potential energy increases necessary for classical slip

is close to the top of the barrier, with a correspondingly larger amount of dissipated energy

during and after the slip. In addition to this quantum lubricity effect, a regime of quantum

superlubricity is in principle expected at sufficiently low temperatures, where the friction growth

with velocity should begin non-analytically, with all derivatives vanishing. The natural extension

of these predictions to many-particle system will be of interest in the future.





Chapter 3

Conclusions and perspectives

In this thesis we presented two different out-of-equilibrium quantum problems whose dynam-

ics is based on Landau-Zener processes. The first problem, concerning a closed system, is the

annealing of an Ising chain for ordered and disordered realizations in both classical and quan-

tum versions. An equal-footing comparison of the dynamics, based on deterministic evolutions,

shows a quadratic speedup of the quantum dynamics over the classical one in both ordered and

disordered cases. The technique used to diagonalize the problem allows us to perform quantum

annealing also in imaginary-time, revealing an exponential speedup, that could inspire new opti-

mization algorithms. The important question regarding the crossover between adiabaticity and

non-adiabaticity regimes can be predicted by Landau-Zener theory, from the knowledge of the

minimal gap that separates the ground state from the first excited state. For simulated annealing

it is not possible to make the same considerations since the critical point occurs at the end of the

dynamics, with an exponentially fast decreasing of the gap with temperature. This makes the

classical dynamics close to the critical point different from the standard Landau-Zener process.

The second problem is an open system that models the quantum effects of nanofriction. It is

a quantum version of the classical Prandtl-Tomlinson, where the dissipation is introduced by the

interaction of the particle with a large number of harmonic oscillators forming a bosonic bath.

Landau-Zener theory can predict a drop in frictional force due to resonant tunneling between

adjacent wells, that we called quantum lubricity. Moreover, a regime of superlubricity is obtained

for very low velocities of the dragging spring, when the evolution is adiabatic and the frictional

force vanishes non-analytically in the velocity. The quantum nature of the sliding process affects

also the position, leading to a discontinuous transfer of the particle to the next well.

In both of the studied problems we provide useful benchmarks for possible future develop-

ments: in quantum annealing, the possibility to determine the role of thermal effects, or the

comparison with QA simulated by path-integral. Regarding the quantum nanofriction model,

we provide useful physical parameters for experiments that aim at chasing quantum effects in

sliding physics. One possible extension of the present study is to use Floquet techniques to di-
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rectly approach the periodic steady states attained after a transient. A second extension might

be to pursue effects due to the interaction in cold trapped ion systems with more than one

particle.



Appendix A

Landau-Zener problem

In this appendix we revise the Landau-Zener problem. Since LZ is the basic mechanism in the

dynamics of quantum annealing and quantum nanofriction, this discussion is useful to have a

clearer picture of the two problems we deal.

The model is presented in the first section, where we show the Hamiltonian and its analytical

solution. The second section presents a simple alternative derivation for the asymptotic solution.

Finally, in the third section, we discuss numerical solutions of the problem.

A.1 The model

The Landau-Zener problem [1,2] is a coherently driven two-state quantum problem described by

the following Schrödinger equation:

i~
∂

∂t

(
c1(t)
c2(t)

)
=

[
at b
b∗ −at

](
c1(t)
c2(t)

)
, (A.1)

where c1(t) and c2(t) are the probability amplitudes of the diabatic states |ψ1〉 and |ψ2〉, defined

as the eigenstates at t→∞, while a and b are constants1. Approaching t = 0, the instantaneous

eigenstates, that we call adiabatic states, become a linear combination of |ψ1〉 and |ψ2〉. Fig. A.1

shows the energy levels for both diabatic and adiabatic bases. The minimum energy gap between

the two adiabatic states at t = 0 is ∆ = 2 |b|.

The Schrödinger equation A.1 translates into a system of two coupled first order differential

equations: {
i~ ċ1(t) = at c1(t) + b c2(t)

i~ ċ2(t) = b∗ c1(t)− at c2(t)
(A.2)

1The dimensions of a and b are: [a] = [Energy]/[Time], [b] = [Energy].
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t
0

∆ = 2 |b|

|ψ1〉

|ψ1〉

|ψ2〉

|ψ2〉

Figure A.1: Adiabatic (solid line) and diabatic (dashed) energies.

Solving Eq. A.2 for c1(t) leads to the following second order differential equation:

c̈1 +

[
|b|2

~2
+
ia

~
+
a2t2

~2

]
c1(t) = 0 (A.3)

Solutions of Eq. A.3 are given in terms of parabolic cylinder functions Dν(z) [63]. Starting from

t → −∞ in the ground state |ψ1〉, correspondent to c1 = 1, the probability of remaining in the

state |ψ1〉 , called diabatic transition, at an arbitrary time t is given by |c1(t)|2:

P|ψ1〉(t) = 1− |b|
2

2~a
e−π|b|

2/4~a

∣∣∣∣∣D−1+ i|b|2/2~a

(√
2a

~
e3iπ/4 t

)∣∣∣∣∣
2

. (A.4)

Eq. A.4 takes a simpler expression for probability at t→ +∞, known as Landau-Zener formula:

P|ψ1〉(t→ +∞) = e−π|b|
2/~a . (A.5)

Since |ψ1〉 coincides with the excited state at t→ +∞, this corresponds to the probability of

finding the system in the excited state at the end of the evolution. For P|ψ1〉 ≈ 0 the evolution

is called adiabatic.

A.2 Derivation of Landau-Zener formula

Now we derive the LZ formula in a simple and elegant way suggested by Curt Wittig [64], without

solving directly the usual second-order differential equation.

First rewrite the coefficient c1(t) separating the out-of-diagonal contribution, embedded in

g(t), from the pure rotating phase given by diagonal elements:

c1(t) = g(t) e
− i

~
∫ t
t0
dt′ at′

. (A.6)
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Notice that g(t) is constant during the evolution if we set b = 0. We are interested in finding the

probability of having the system in the excited state at the end of the evolution, that corresponds

to |c1(t→ +∞)|2. It is clear from Eq. A.6 that |g(t)|2 = |c1(t)|2. We substitute c1(t) with g(t)

in Eq. A.3 and we get:

g̈(t)− 2iat

~
ġ(t) +

|b|2

~2
g(t) = 0 . (A.7)

Zener manipulated Eq. A.7 into the form of the Weber equation [1], whose asymptotic solution

yields gf ≡ g(t → +∞) for an initial condition g = 1. This procedure implies to deal with

parabolic cylinder functions involving tricky steps. Here instead we show that Eq. A.7 yields gf

in just a few steps that involve contour integrations, obviating the need to solve the second-order

differential equation directly.

Let us consider first the limit t→ +∞: the terms g̈ and ġ must vanish since the two energy

levels separate indefinitely and the interaction ceases, while g tends to a constant value gf . In

order to balance the equation, the second term must be finite, leading to ġ(t) ∼ 1/t. Hence the

second order derivative can be neglected:

2iat ġ(t) =
|b|2

~
g(t) . (A.8)

Integration of Eq. A.8 yields

g(t) = g(t0) e−
i|b|2
2a~ ln t

t0 , (A.9)

where t0 is an arbitrary beginning of t but restricted to the large time regime. Differentiation of

Eq. A.9 shows the 1/t and 1/t2 behaviors of ġ and g̈:

ġ(t) =
−i |b|2 g(t0)

2a~ t
e−

i|b|2
2a~ ln t

t0 , (A.10)

g̈(t) =

(
i− |b|

2

2a~

)
|b|2 g(t0)

2a~ t2
e−

i|b|2
2a~ ln t

t0 . (A.11)

The asymptotic behavior of g̈(t)/g(t) will be useful later to show that an integral vanishes:

g̈(t)

g(t)
=

(
i− |b|

2

2a~

)
|b|2

2a~ t2
. (A.12)

At t = 0 instead Eq. A.7 takes the simple form

g̈(0)

g(0)
= −|b|

2

~2
. (A.13)

Eqs. A.13 will be used shortly to carry out the contour integration.

Dividing Eq. A.7 by g yields an equation that is well behaved with respect to g. In general,

g is complex, and its magnitude does not go to zero as a function of t in the complex t-plane. It
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only approaches zero as the result of one (or more) of the parameters of the model being assigned

an extreme value that is unrealistic within the context of the model, e.g., |b| → +∞.

Multiplying then Eq. A.7 by dt/t and taking the principal value integral from t = −∞ to

+∞ we get:

−
∫ ∞
−∞

dt
g̈(t)

t g(t)
− 2ia

~
−
∫ ∞
−∞

dt
ġ(t)

g(t)
+
|b|2

~2
−
∫ ∞
−∞

dt

t
= 0 . (A.14)

The first and second integrals are straightforward:

−
∫ ∞
−∞

dt
ġ(t)

g(t)
= ln gf , (A.15)

−
∫ ∞
−∞

dt

t
= 0 , (A.16)

where we used the initial condition g(t→ −∞) = 1, yielding

ln gf = − i~
2a
−
∫ ∞
−∞

dt
g̈(t)

t g(t)
. (A.17)

By closing a contour in the complex t-plane, the integral in Eq. A.17 can be expressed in terms

of the t = 0 residue. It is assumed that g̈(t)/g(t) (Eq. A.12), which is well-behaved on the real

axis, is analytic in the complex plane, enabling the residue theorem to be applied. The fact

that g̈(t)/g(t) has no exponential dependence enables us to analytically continue this function

into the complex plane without dealing with exponential growth when t becomes complex and

|t| → +∞. The integration contour Γ is chosen as follows (Fig. A.2):

i) from −R to −ε ;

ii) semicircle of radius ε above the real axis ;

iii) from ε to R ;

iv) semicircle of radius R above the real axis .

Taking the limits ε→ 0+ and R→ +∞, the contour integral is∮
Γ

dt
g̈(t)

t g(t)
= −
∫ ∞
−∞

dt
g̈(t)

t g(t)
+

∫
ε→0+

dt
g̈(t)

t g(t)
+

∫
R→+∞

dt
g̈(t)

t g(t)
. (A.18)

Since the contour Γ does not contain any singularity, its integral vanishes. Integral on the R

semicircle vanishes as well, since the integrand decays as 1/t3. Finally the integral on ε semicircle

is computed through the residue at t = 0;∫
ε→0+

dt
g̈(t)

t g(t)
= −iπRes

(
g̈(t)

t g(t)
, t = 0

)
=
iπ |b|2

~2
, (A.19)
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Figure A.2: Integration contour Γ.

where we used Eq. A.13 to compute the residue. Eq. A.18 reduces to

−
∫ ∞
−∞

dt
g̈(t)

t g(t)
= − iπ |b|

2

~2
. (A.20)

Substituting this result in Eq. A.17 we obtain the value of gf :

gf = e−π|b|
2/2~a . (A.21)

Finally we recover the Landau-Zener formula:

P|ψ1〉(t→ +∞) = |gf |2 = e−π|b|
2/~a . (A.22)

A.3 Numerical solutions

In this last section we show the possible difficulties in simulating a LZ process. Numerical

integration of Schrödinger Eq. A.1 is not a trivial problem, particularly when high accuracy is

required, since the detuning term (at) is linear in time and changes very slowly. The standard

way to compute the LZ probability is to start at a large negative time ti and propagate the

solution to positive times. However, due to finite time ti, spurious oscillations with amplitude

proportional to
√
~a/(a2t2i + |b|2) [65, 66] appear and it is necessary to start at earlier time ti

in order to achieve a good accuracy, which is computationally very expensive. These deviations

from the exact solution are visible in Fig. A.3(a) for starting time ti = −10 ~/ |b|. Anticipating

the starting time at ti = −40 ~/ |b| the deviations reduce, as shown in Fig. A.3(b).

An alternative and much more efficient solution to this problem has been proposed by Vitanov

and Garraway [65, 66]: after a rescaling of physical quantities τ = t
√
a/~ and ω = |b| /

√
~a, the

transition probability is derived from the equation for the population inversion u(τ) ≡ 2P|ψ1〉(τ)−
1 (derived from the optical Bloch equations [67]):

τu′′′ − u′′ + 4τ
(
ω2 + τ2

)
u′ − 4ω2u = 0 . (A.23)



66 Landau-Zener problem

The integration starts at τ = 0 and the solution is propagated towards the desired – positive or

negative – time. The initial conditions are found by identifying the terms in the Taylor expansion

of P|ψ1〉(τ) around τ = 0.
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Figure A.3: Diabatic transition probability P|ψ1〉 for parameter choice a = |b|2 /~, computed by Runge-
Kutta method (red thick line) and compared with the analytical solution (blue thin line).
The dashed lines represent the asymptotic value of the transition probability (Eq. A.5). The
integration in (a) starts at t = −10 ~/ |b|, while in (b) it starts at t = −40 ~/ |b|. Notice the
increased spurious oscillations at negative time and shifted asymptotic limit in (a).





Appendix B

Computation of observables

In this appendix we derive the expressions of the average density of defects ρdef and average

residual energy εres in terms of the variables λk.

B.1 Ordered case

The density of defects is defined as the number of adjacent spin pairs that are antiparallel per

unit of length:

ρ̂def =
1

L

∑
j

1− σ̂zj σ̂zj+1

2
. (B.1)

The term −1

2

∑
j

σ̂zj σ̂
z
j+1 coincides with the term multiplied by Γ(1) in the heat-bath Hamiltonian

(Eq. 1.28), hence we can immediately write:

ρ̂def =
1

2
+

1

L

ABC∑
k>0

[
sin k

(
ĉ†k ĉ
†
−k + ĉ−k ĉk

)
− cos k

(
ĉ†k ĉk − ĉ−k ĉ

†
−k

)]
. (B.2)

The average defects density is, by definition:

〈ρ̂def〉 =
〈ψ(t)|ρ̂def|ψ(t)〉
〈ψ(t)|ψ(t)〉

=
1

2
+

1

L

ABC∑
k>0

[
sin k

(
〈ĉ†k ĉ

†
−k〉+ 〈ĉ−k ĉk〉

)
− cos k

(
〈ĉ†k ĉk〉 − 〈ĉ−k ĉ

†
−k〉
)]

.

(B.3)

Let us start from the evaluation of 〈ĉ†k ĉk〉. The operator ĉ†k ĉk affects only the k-subspace,

hence we can write:

〈ψ(t)|ĉ†k ĉk|ψ(t)〉 = 〈ψk(t)|ĉ†k ĉk|ψk(t)〉

=
1

1 + |λk|2
〈0|
(

1− λ∗k ĉ−k ĉk
)
ĉ†k ĉk

(
1− λk ĉ†k ĉ

†
−k

)
|0〉

=
|λk|2

1 + |λk|2
, (B.4)
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where the time dependence is embedded in λk. Similar calculations lead to the following relations:

〈ψk(t)|ĉ−k ĉ
†
−k|ψk(t)〉 =

1

1 + |λk|2
, (B.5)

〈ψk(t)|ĉ†k ĉ
†
−k|ψk(t)〉 =

−Re (λk)

1 + |λk|2
, (B.6)

〈ψk(t)|ĉ−k ĉk|ψk(t)〉 =
−Re (λk)

1 + |λk|2
. (B.7)

Collecting the different terms we obtain:

〈ρ̂def〉 =
1

2
− 2

L

ABC∑
k>0

1

1 + |λk|2
(
|λk|2 cos k + Re (λk) sin k

)
=

2

L

ABC∑
k>0

∣∣λk sin
(
k
2

)
− cos

(
k
2

)∣∣2
1 + |λk|2

. (B.8)

The residual energy is given by:

εres ≡ −J
∑
j

σ̂zj σ̂
z
j+1 + JL

= 2JL

1

2
−
∑
j

σ̂zj σ̂
z
j+1

2L


= 2JL 〈ρ̂def〉 . (B.9)

B.2 Disordered case

In the general disordered case with open boundary conditions, the density of defects operator is:

ρ̂def =
1

2 (L− 1)

L−1∑
j=1

(
1− σ̂zj σ̂zj+1

)
, (B.10)

and the corresponding expectation value takes the form:

ρdef = 〈ψ(t)|ρ̂def|ψ(t)〉

=
1

2 (L− 1)

L−1∑
j=1

[
1−

(
〈ĉ†j ĉj+1〉+ 〈ĉj+1ĉj〉+ c. c.

)]
, (B.11)

where c. c. stands for complex conjugate. Writing in terms of G and F we have:

ρdef =
1

2 (L− 1)

L−1∑
j=1

[1− (Gj+1,j + Fj,j+1 + c. c.)]

=
1

2
− 1

2 (L− 1)

L−1∑
j=1

(Gj+1,j + Fj,j+1 + c. c.) . (B.12)
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Regarding the residual energy, we obtain:

Eres = −
L−1∑
j=1

Jj〈ψ(t)|σ̂zj σ̂zj+1|ψ(t)〉+

L−1∑
j=1

Jj

= −
L−1∑
j=1

Jj

(
〈ĉ†j ĉj+1〉+ 〈ĉj+1ĉj〉+ c. c.

)
+

L−1∑
j=1

Jj

=

L−1∑
j=1

Jj [1− (Gj+1,j + Fj,j+1 + c. c.)] . (B.13)

In case of closed boundary conditions (anti-periodic, since we are dealing with an even number

of fermions) the density of defects and residual energy are modified into:

ρdef =
1

2
− 1

2L

L−1∑
j=1

Gj+1, j + Fj, j+1

−G1, L − FL, 1 + c. c.

 , (B.14)

Eres =

L−1∑
j=1

Jj [1− (Gj+1,j + Fj,j+1 + c. c.)]

+ JL [1 + (G1, L + FL, 1 + c. c.)] . (B.15)





Appendix C

The BCS-form of the ground
state.

The problem we would like to solve is how to write the Bogoliubov vacuum |∅〉γ in terms of the

ĉ†j in the general non-homogeneous case, in a way that generalizes the simple BCS form we have

in k-space:

|∅〉ABC
γ =

ABC∏
k>0

(
uk + vk ĉ

†
k ĉ
†
−k

)
|0〉 . (C.1)

For that purpose, let us make the Ansatz that |∅〉γ can be written as a Gaussian state of the

form:

|∅〉γ = N eZ |0〉 = N e
1
2 (ĉ†)T ·Z·(ĉ†) |0〉 = N exp

(1

2

∑
j1j2

Zj1j2 ĉ
†
j1
ĉ†j2

)
|0〉 , (C.2)

where Z will be our shorthand notation for the quadratic fermion form we exponentiate. Clearly,

since ĉ†j1 ĉ
†
j2

= −ĉ†j2 ĉ
†
j1

we can take the matrix Z to be antisymmetric (but complex, in general):

any symmetric part of Z would give 0 contribution. The conditions that Z has to satisfy should

be inferred from the fact that we pretend that, ∀µ, we must have γ̂µ|∅〉γ = 0, which read:

N
L∑
j=1

(
U∗jµĉj + V ∗jµĉ

†
j

)
eZ |0〉 = 0 ∀µ . (C.3)

Since Z is made of pairs of ĉ†s, it commutes with ĉ†j , hence, ĉ†je
Z |0〉 = eZ ĉ†j |0〉. The first term,

containing ĉje
Z |0〉, is more problematic. We would like to commute ĉj through eZ to bring it

towards the |0〉, where it annihilates. To do so, let us start calculating:

[
ĉj ,Z

]
=

1

2

ĉj ,∑
j1j2

Zj1j2 ĉ
†
j1
ĉ†j2

 =
∑
j′

Zjj′ ĉ
†
j′ , (C.4)

73



74 The BCS-form of the ground state.

where we have used the antisymmetry of Z. We see, therefore, that [ĉj ,Z], being a combination

of ĉ†j′ commutes with Z and with any function of Z. It takes then little algebra 1 to show that:[
ĉj , e

Z
]

=
[
ĉj ,Z

]
eZ = eZ

[
ĉj ,Z

]
⇒ ĉje

Z = eZ
(
ĉj + [ĉj ,Z]

)
. (C.5)

The conditions in Eq. (C.3) therefore read:

N eZ
L∑
j=1

[
U∗jµ

(
ĉj + [ĉj ,Z]

)
+ V ∗jµĉ

†
j

]
|0〉 = 0 ∀µ . (C.6)

Noticing that ĉj |0〉 = 0, substituting Eq. (C.4), and omitting irrelevant prefactors we therefore

have: [∑
jj′

U∗j′µZj′j ĉ
†
j +

∑
j

V ∗jµĉ
†
j

]
|0〉 = 0 ∀µ , (C.7)

where we have exchanged the dummy indices j and j′ in the first term. Next, we collect the two

terms by writing:∑
j

[
(U† · Z)µj + (V†)µj

]
ĉ†j |0〉 = 0 ⇒ Z = −(U†)−1 ·V† . (C.8)

This is the condition that Z has to verify in order for the state |∅〉γ to be annihilated by all γ̂µ.

This is the so-called Thouless formula. Observe that such a form of Z is antisymmetric:

ZT = −(V†)T ·
[
(U†)−1

]T
= −V∗ ·

[
(U†)T

]−1
= −V∗ · (U∗)−1

. (C.9)

1Simply expand the exponential in the usual way, realize that

[ĉj ,Z
n] = n [ĉj ,Z]Zn−1 ,

because [ĉj ,Z] commutes with all powers of Z, and reconstruct the exponential to get the result.



Appendix D

Derivation of the Green’s
functions

The physics of a system described by a BCS state is totally encoded in the antisymmetric matrix

Z. We now show how to calculate the observables of the system from Z. First we note that

any antisymmetric matrix can always be reduced to a standard “canonical block form” [68] by

applying a unitary matrix D as follows:

Z = DΛDT (D.1)

with Λ =


0 λ1 0 0 · · ·
−λ1 0 0 0 · · ·

0 0 0 λ2 · · ·
0 0 −λ2 0 · · ·
...

...
...

...
...


L×L

. (D.2)

The λp are in general complex, but it is always possible to reabsorb their phase-factor by a

“canonical transformation”, i.e., we can deliver the phase to the unitary matrix D. If L is even,

there are L
2 blocks 2×2 with some λp, while if L is odd, Λ has an extra row/column of zeroes. The

matrix D allows us to define combinations of the fermions c†j which form natural “BCS-paired”

orbitals,

d̂†p =
∑
j

[DT ]pj ĉ
†
j =

∑
j

Djpĉ
†
j . (D.3)

Labelling the consecutive columns of D as 1, 1, 2, 2, · · · , p, p, · · · , with p up to L/2, one can

readily check that in terms of the d†s the BCS state reads:

|ψ〉 = N exp
(1

2

L∑
pp′

Λpp′ d̂
†
pd̂
†
p′

)
|0〉 = N exp

( L/2∑
p=1

λpd̂
†
pd̂
†
p

)
|0〉 = N

L/2∏
p=1

(
1 + λpd̂

†
pd̂
†
p

)
|0〉 .

(D.4)
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The requirement of a normalized state |ψ〉 defines the value of N :

1 = 〈ψ|ψ〉 = |N |2 〈0|
L/2∏
p=1

(
1 + λ∗pd̂pd̂p

) (
1 + λpd̂

†
pd̂
†
p

)
|0〉 = |N |2

L/2∏
p=1

(
1 + |λp|2

)
(D.5)

⇒ |N| =
[ L/2∏
p=1

(
1 + |λp|2

)]−1/2

. (D.6)

The calculation of the observables of the system reduces to the evaluation of the following Green’s

functions:

[G(t)]j′j = Gj′j(t) ≡ 〈ψ(t)|ĉ†j ĉj′ |ψ(t)〉 (D.7)

[F(t)]j′j = Fj′j(t) ≡ 〈ψ(t)|ĉj ĉj′ |ψ(t)〉 . (D.8)

We can express ĉj and ĉ†j in terms of the new fermionic operators d̂j and d̂†j :

ĉ†j =
∑
p

D∗jpd̂
†
p and ĉj =

∑
p

Djpd̂p ,

leading to

Gj′j(t) =
∑
p,p′

[D]j′p′ [D
∗]jp〈ψ(t)|d̂†pd̂p′ |ψ(t)〉 (D.9)

Fj′j(t) =
∑
p,p′

[D]j′p′ [D]jp〈ψ(t)|d̂pd̂p′ |ψ(t)〉 . (D.10)

The relevant expectation values take the form:

〈ψ(t)|d̂†pd̂p′ |ψ(t)〉 =
(

[1 + ΛΛ†]−1
)
p′p′

[ΛΛ†]p′p , (D.11)

〈ψ(t)|d̂pd̂p′ |ψ(t)〉 =
(

[1 + ΛΛ†]−1
)
p′p′

[Λ]p′p . (D.12)

The Green’s function rewritten in terms of D and Λ are

Gj′j(t) =
[
D(1 + ΛΛ†)−1ΛΛ†D†

]
j′j

(D.13)

Fj′j(t) =
[
D(1 + ΛΛ†)−1ΛDT

]
j′j

. (D.14)

The last step is to rewrite G and F in terms of Z. In order to do this, note that if f(·) is any

operator function that can be Taylor expanded, then f(ZZ†) = Df(ΛΛ†)D†. From this we can

finally express G and F in terms of Z:

G = D(1 + ΛΛ†)−1D†DΛΛ†D† = (1 + ZZ†)−1ZZ† , (D.15)

F = D(1 + ΛΛ†)−1D†DΛDT = (1 + ZZ†)−1Z . (D.16)



Appendix E

Quantum master equation

Here we present a derivation of the quantum Master equation (QME), closely following the

treatment of Gaspard and Nagaoka [69], except for a generalization to the time-dependent case.

Imagine that our system, A, governed by a quantum Hamiltonian ĤA(t) and with associated

Hilbert space HA is in contact with a thermal bath B, whose Hamiltonian is ĤB and the cor-

responding Hilbert space HB . For later use, we denote by {|Φb〉} an orthonormal basis of HB
— which we take to be the basis of the eigenstates of ĤB with eigenvalues Eb —, while {|φa〉}
is an orthonormal basis set of HA, which we need not to specify further. Notice that b typically

runs over the very large set of quantum numbers of the bath, while a might run over a (small)

finite-dimensional Hilbert space. The Hamiltonian of the combined system plus bath is written

as:

Ĥ(t) = ĤA(t) + ĤB + V̂ , (E.1)

where V̂ describes the interation between the system and the bath, which we can imagine to be

of the general form

V̂ = λ
∑
ν

ÂνB̂ν ,

Âν and B̂ν being suitable system and bath operators, which can be taken to be Hermitean, 1 and

λ a coupling constant that will help in keeping track of the order of the perturbative expansion

in later developments. A few comments: we have considered a general situation in which ĤA(t)

1If they are not, simply define the four Hermitean combinations

Â′ν =
1
√

2

(
Âν + Â†ν

)
and Â′′ν = +

i
√

2

(
Âν − Â†ν

)
B̂′ν =

1
√

2

(
B̂ν + B̂†ν

)
and B̂′′ν = −

i
√

2

(
B̂ν − B̂†ν

)
and the interaction term will simply read:

V̂ = λ
∑
ν

(
ÂνB̂ν + Â†νB̂

†
ν

)
= λ

∑
ν

(
Â′νB̂

′
ν + Â′′ν B̂

′′
ν

)
.
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depends on time, because we have in mind situations in which the system A is driven by some

external perturbation. Obviously, nowhere else we have described the Hamiltonian that produces

such external driving field. Next, we will always assume that the B̂ν have vanishing diagonal

matrix element on every bath state |Φb〉, i.e.,

〈Φb|B̂ν |Φb〉 = 0 . (E.2)

This is certainly appropriate when the B̂ν operators are “position operators” of the bath harmonic

oscillator, but might otherwise seem a loss of generality: in the end is not really so, but these

terms certainly are at the origin of shifts of the system energy levels; for instance, the well known

Lamb shift of atomic physics between 2p and 2s hydrogen levels is, in the end, due to such effects.

The interaction representation is defined in terms of the “non-interacting” Hamiltonian

Ĥ0(t) = ĤA(t) + ĤB . The corresponding evolution operator is

Û0(t, 0) = Texp

(
− i
~

∫ t

0

dt′ Ĥ0(t′)

)
= Û0A(t, 0)⊗ Û0B(t, 0) ,

since bath and system operators commute. A density matrix ρ̂(t) =
∑
µ pµ|Ψµ(t)〉〈Ψµ(t)| of the

whole system obeys the full Liouville-van Neumann equation

d

dt
ρ̂(t) =

1

i~

[
Ĥ(t), ρ̂(t)

]
= L̂(t) ◦ ρ̂(t) (E.3)

where L̂(t) denotes the so-called Liouvillian super-operator: super-operator means that it is an

operator that acts on operators, like ρ̂(t), rather then on states of the Hilbert space; in this case

by simply taking the commutator with the Hamiltonian: L̂(t) ◦ Ô def
= 1

i~

[
Ĥ(t), Ô

]
. We observe

that when Ĥ does not depend on time, then L̂ also does not depend on time and we can write, at

least formally, a solution of the Liouville-van Neumann equation in the form: ρ̂(t) = eL̂t ◦ ρ̂(0).

In the time-dependent case, we do not even write the equivalent form, although in principle

possible.

As it is often the case, it is useful to switch to the interaction representation for ρ̂(t) by

defining:

ρ̂I(t) = Û†0 (t, 0)ρ̂(t)Û0(t, 0) ,

which obeys a Liouville-van Neumann equation of the form:

d

dt
ρ̂I(t) =

1

i~

[
V̂I(t), ρ̂I(t)

]
, (E.4)

where V̂I(t) = Û†0 V̂ Û0 is the system-bath Hamiltonian in interaction representation:

V̂I(t) = λ
∑
ν

ÂνI(t)B̂νI(t) .

Integrating Eq. (E.4) in the interval (t, t+ ∆t) we have:

ρ̂I(t+ ∆t) = ρ̂I(t) +
1

i~

∫ t+∆t

t

dt1

[
V̂I(t1), ρ̂I(t1)

]
.
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Iterating, we get:

ρ̂I(t+ ∆t) = ρ̂I(t) +
1

i~

∫ t+∆t

t

dt1

[
V̂I(t1), ρ̂I(t)

]
+

1

(i~)2

∫ t+∆t

t

dt1

∫ t1

t

dt2

[
V̂I(t1),

[
V̂I(t2), ρ̂I(t2)

] ]
. (E.5)

So far, everything is exact. To proceed further we have to make approximations, motivated by

some assumptions regarding the bath and the initial conditions, which we now discuss.

E.0.1 Assumptions regarding the Bath

Consider the bath density matrix, obtained by partial trace over the system A Hilbert-space:

ρ̂B = TrA ρ̂. A crucial assumption is that the system perturbs very little the bath, which we

imagine to be very large, as a thermostat should be, so that the density matrix of the bath is

simply the one we would have in absence of ĤA, i.e.,

ρ̂BI(t) = TrA ρ̂I(t) ≈ ρ̂B =
∑
b

pb|Φb〉〈Φb| ,

where pb = e−Eb/kBT /Z is the Boltzmann factor, while Eb and |Φb〉 are eigenvalues and eigen-

states of ĤB . We assume that the first-order effect of B̂ is zero:

TrB [ρ̂BB̂νI(t)] = 0 . (E.6)

This assumption is not crucial at all, and we might even relax it. But we notice that there is no

real loss of generality in doing so, as we have discussed before, because such terms amount to

rather innocuous shifts of the unperturbed energy levels.

Concerning the initial condition, it is reasonable to assume that the system and bath come

into contact at t = 0 so that the initial density matrix is factorized at t = 0:

ρ̂(0) = ρ̂A(0)⊗ ρ̂B . (E.7)

The final ingredients we will need are the bath correlation functions:

Cνν′(t, t
′) = TrB [ρBB̂νI(t)B̂ν′I(t

′)] = Cνν′(t− t′) = Cνν′(τ) , (E.8)

where τ = t − t′ and we have used time-translation invariance for the bath. The evaluation of

Cνν′(τ) requires in principle:

Cνν′(τ) = TrB [ρ̂BB̂νI(τ)B̂ν′I(0)] =
∑
bb′

pb(B̂ν)bb′(B̂ν′)b′be
iωbb′τ , (E.9)

where (B̂ν)bb′ = 〈Ψb|B̂ν |Φb′〉 and ~ωbb′ = (Eb − Eb′). Notice that C∗νν′(τ) = Cν′ν(−τ) if the

bath operators are Hermitean, B̂ν = B̂†ν , as we have assumed. An explicit calculation can be
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carried out if some assumptions concerning the bath Hamiltonian ĤB and the explicit form of

the operators B̂ν are made: for instance, one often assumes that ĤB is a collection of harmonic

oscillators,

ĤB =
∑
ν

∑
k

ωkν

(
b̂†kν b̂kν +

1

2

)
, (E.10)

(perfectly legitimate to describe, for instance, the electromagnetic radiation field), and that B̂ν

is essentially an appropriate linear combination of the “position operators” of the ν-th Harmonic

bath b̂kν + b̂†kν :

B̂ν =
∑
k

λkν

(
b̂kν + b̂†kν

)
(E.11)

We will further assume that Cνν′(τ) tends rapidly to 0 for τ >> τB , where τB is a character-

istic small time-scale of the fluctuations of the bath. Notice that, strictly speaking, the harmonic

bath case fails this test, as the correlation functions decay only as power laws for large τ .

E.0.2 A perturbative derivation of the quantum Master equation.

We now proceed with the perturbative derivation of the QME, following Ref. [69]. We first write

a perturbative expansion in λ, by writing Eq. (E.5) in the interval (0, t) (i.e., taking t = 0 and

∆t→ t), but approximating ρ̂I(t2)→ ρ̂I(0) in the second term:

ρ̂I(t) = ρ̂I(0) +
1

i~

∫ t

0

dt1

[
V̂I(t1), ρ̂I(0)

]
+

1

(i~)2

∫ t

0

dt1

∫ t1

0

dt2

[
V̂I(t1),

[
V̂I(t2), ρ̂I(0)

] ]
+O(λ3) . (E.12)

Starting from Eq. (E.12) we take a partial trace over the bath B to get an equation for the

system A only:

ρ̂AI(t) = ρ̂A(0)− 1

~2

∫ t

0

dt1

∫ t1

0

dt2 TrB

[
V̂I(t1),

[
V̂I(t2), ρ̂I(0)

] ]
+O(λ3) , (E.13)

where we have dropped the first-order term in view of Eq. (E.6). Taking the derivative with

respect to t and explicitly evaluating the trace over the bath we get:

d

dt
ρ̂AI(t) = − 1

~2

∫ t

0

dt2 TrB

[
V̂I(t),

[
V̂I(t2), ρ̂I(0)

] ]
+O(λ3)

= −λ
2

~2

∑
ν1

{[
Âν1I(t), Ŝν1I(t)ρ̂A(0)

]
+ H.c

}
+O(λ3) (E.14)

where we have defined the convoluted and integrated system operators:

Ŝν1I(t)
def
=
∑
ν2

∫ t

0

dt2 Cν1ν2
(t− t2) Âν2I(t2) . (E.15)
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Now switch to the Schrödinger representation, recalling that ρ̂A(t) = Û0(t, 0)ρ̂AI(t)Û
†
0 (t, 0). The

equation for ρ̂A(t) will read:

d

dt
ρ̂A(t) =

1

i~

[
ĤA(t), ρ̂A(t)

]
− λ2

~2

∑
ν1

{[
Âν1

, Ŝν1
(t)ρ̂0

A(t)
]

+ H.c
}

+O(λ3) (E.16)

where we have introduced the unperturbed propagation of the density matrix ρ̂0
A(t) = Û0(t, 0)ρ̂A(0)Û†0 (t, 0),

and the Schrödinger representation of the operator Ŝν1I(t):

Ŝν1(t)
def
= Û0(t, 0)Ŝν1I(t)Û

†
0 (t, 0) =

∑
ν2

∫ t

0

dt2 Cν1ν2(t− t2) Û0(t, t2)Âν2Û
†
0 (t, t2) . (E.17)

The first term describes the unperturbed evolution of ρ̂A(t): without the λ2 term, it would be

solved by ρ̂0
A(t) = Û0(t, 0)ρ̂A(0)Û†0 (t, 0). Hence, up to terms of order O(λ3) we can effectively

substitute ρ̂0
A(t)→ ρ̂A(t) in the second term, obtaining the final form:

d

dt
ρ̂A(t) =

1

i~

[
ĤA(t), ρ̂A(t)

]
− λ2

~2

∑
ν1

{[
Âν1 , Ŝν1(t)ρ̂A(t)

]
+ H.c

}
+O(λ3) . (E.18)
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