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#### Abstract

We present a new approach aimed at constraining the typical size and optical properties of carbon dust grains in circumstellar envelopes (CSEs) of carbon-rich stars (C-stars) in the Small Magellanic Cloud (SMC). To achieve this goal, we apply our recent dust growth description, coupled with a radiative transfer code to the CSEs of C-stars evolving along the thermally pulsing asymptotic giant branch, for which we compute spectra and colours. Then, we compare our modelled colours in the near- and mid-infrared (NIR and MIR) bands with the observed ones, testing different assumptions in our dust scheme and employing several data sets of optical constants for carbon dust available in the literature. Different assumptions adopted in our dust scheme change the typical size of the carbon grains produced. We constrain carbon dust properties by selecting the combination of grain size and optical constants which best reproduce several colours in the NIR and MIR at the same time. The different choices of optical properties and grain size lead to differences in the NIR and MIR colours greater than 2 mag in some cases. We conclude that the complete set of observed NIR and MIR colours are best reproduced by small grains, with sizes between $\sim 0.035$ and $\sim 0.12 \mu \mathrm{~m}$, rather than by large grains between $\sim 0.2$ and $0.7 \mu \mathrm{~m}$. The inability of large grains to reproduce NIR and MIR colours seems independent of the adopted optical data set. We also find a possible trend of the grain size with mass-loss and/or carbon excess in the CSEs of these stars.
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## 1 INTRODUCTION

Dust particles in the circumstellar envelopes (CSEs) of mass-losing thermally pulsing asymptotic giant branch (TP-AGB) stars are able to absorb and scatter the photospheric radiation, redistributing the absorbed energy at wavelengths longer than $\sim 1 \mu \mathrm{~m}$. Since these stars contribute a considerable fraction of the total light emitted by galaxies, the study of dust growth and reprocessing of stellar radiation in the CSEs of TP-AGB stars is essential in order to interpret observations of galaxies in near-infrared (NIR) and mid infrared (MIR) rest-frame passbands up to high redshifts.

In this respect, nearby galaxies represent a unique chance for detailed investigations of dusty TP-AGB stars in resolved stellar populations. Particularly important are the Magellanic Clouds (MCs), whose TP-AGB populations, comprising a few tens of thousands of stars, have been almost completely covered by a series of sur-

[^0]veys. Photometric data of the stars in the Small Magellanic Clouds (SMC) are now available in a wide range of wavelengths, including the NIR and MIR provided by Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006) in the $J, H, K_{\mathrm{s}}$ bands and between $3.6-70 \mu \mathrm{~m}$ by the Spitzer Survey of the Small Magellanic Cloud ( $\mathrm{S}^{3} \mathrm{MC}$; Bolatto et al. 2007). The Spitzer Space Telescope Legacy Program entitled 'Surveying the Agents of Galaxy Evolution in the tidally stripped, low metallicity Small Magellanic Cloud' (SAGE-SMC; Gordon et al. 2011) is the most complete and spatially uniform set of IR data $(3.6-160 \mu \mathrm{~m})$ of the evolved stars in the SMC. On the basis of the resulting catalogue, Boyer et al. (2011) identified and classified about 5800 TP-AGB stars in the SMC.

Studies of resolved stellar populations have been performed in the past by employing stellar isochrones which include an approximated treatment of dusty CSEs (Bressan, Granato \& Silva 1998; Marigo et al. 2008). Dust evolution along the TP-AGB phase has recently been revisited by Zhukovska, Gail \& Trieloff (2008), Ventura et al. (2012), Di Criscienzo et al. (2013) and by our group (Nanni et al. 2013, 2014), following the scheme first introduced by Gail \&

Sedlmayr (1999) and developed further by Ferrarotti \& Gail (2006). Our revised dust growth scheme, together with the new updated TPAGB tracks, has already been shown to successfully reproduce some important observed trends in solar-like environments, such as the expansion velocities as a function of the mass-loss rates, for both oxygen-rich (M-stars) and carbon-rich (C-stars) stars (Nanni et al. 2013).

The next step of our work is to compute stellar spectra and colours to be compared with observations of resolved stellar populations. This kind of comparisons also represents a good way to validate the results of dust growth scheme and of the underlying TP-AGB models.

Recent attempts to interpret the nature of dusty AGB stars in MCs have been performed by Ventura et al. (2014), Ventura et al. (2016), Dell'Agli et al. (2015a) and Dell'Agli et al. (2015b). These authors employed the results of their stellar evolutionary models including a self-consistent scheme for dust growth, but they limit their investigations to few colour-colour and colour-magnitude diagrams (CCDs and CMDs), missing a systematic study in which NIR and MIR colours are recovered at the same time. Moreover, their calculations refer to a particular set of assumed dust optical constants.
In addition to that, in the studies in which radiative transfer (RT) models are employed to fit the stellar spectral energy distributions (SEDs), the optical constants and grain size need to be assumed. These assumptions might lead to considerable differences in the results and large uncertainties (Groenewegen et al. 2009; Riebel et al. 2012; Srinivasan et al. 2016). This work provides some constraints.
In this paper, we aim at reproducing a large set of NIR and MIR colours simultaneously by employing our latest TP-AGB tracks (Marigo et al. 2013) together with the revised version of dust growth scheme (Nanni et al. 2013, 2014). As we will show, achieving a good agreement between observations and models in several colours at the same time is a complex task, since a specific dusty model can produce a good agreement in a certain CCD but might perform very poorly in another one.

We focus our investigation on C-stars which are particularly relevant for the interpretation of NIR and MIR colours of many galaxies, including the MCs, also as far as the reddest stars are concerned (Woods et al. 2011; Riebel et al. 2012). We anticipate that this approach sets constraints of the dust optical properties and typical grain size produced in the CSEs of C-stars in the SMC. In fact, in spite of the importance of C-stars, the nature of carbon dust in their CSEs is extremely uncertain as far as its chemical structure and typical grain size are concerned. A variety of optical data sets for carbon dust, very different one from each other, are available in the literature. Furthermore, the additional uncertainties in the determination of carbon dust grain sizes, render the modelling of dusty C -stars even more challenging. A detailed investigation on the dynamical effects produced by different choices of carbon optical data sets has been performed by Andersen, Loidl \& Höfner (1999). However, it is still missing a systematic study in which dusty models, consistently coupled to the complete TP-AGB phase, are employed to analyse the properties of carbon dust in evolving CSEs. This is the main purpose of this work.
This paper is organized as follows. In Section 2, we summarize the main characteristics of the dust condensation and RT models. In Section 3, we discuss how the emerging spectra change by varying different dust parameters. In Section 4, we apply our dust formation scheme and RT to models evolving along the TP-AGB tracks, using different assumptions. In Section 5, we use the results of the previous section to select the data sets and grain sizes that best reproduce
the observations of C-stars in the SMC. Finally, the results are summarized in Section 6.

## 2 MODEL OF DUST GROWTH AND RADIATIVE TRANSFER IN C-STARS

The dust formation scheme adopted in this work enables us to follow dust production along the TP-AGB phase. Our dust formation description is based on the revised version of the pioneering work of Ferrarotti \& Gail (2006), as thoroughly described in Nanni et al. (2013, 2014). Here, we just recall the basic ingredients and the most useful equations of our formalism.
Our dust formation scheme needs a set of input parameters given by the physical properties of the star, such as the effective temperature ( $T_{\text {eff }}$, luminosity $(L)$, actual stellar mass $(M)$, mass-loss rate $(\dot{M})$ and initial elemental abundances in the atmosphere (in particular the C/O ratio). Such input quantities are provided along the TP-AGB evolution by the stellar tracks computed by the PARsec code by Bressan et al. (2012), coupled with the colibri code (Marigo et al. 2013).
For each choice of the input quantities, the code integrates a set of differential equations which describes the dust growth coupled with a stationary, spherically symmetric, wind. The outcome of the calculation characterizes the dust produced in terms of chemistry, dust condensation fractions, grain sizes and condensation temperatures. The most relevant output concerning the outflow dynamics is the expansion velocity.

In our dust description, dust particles are accreted on pre-existing refractive particles known as 'seed nuclei'. The number of seed particles is often taken as free parameter (Gail \& Sedlmayr 1999; Ferrarotti \& Gail 2006; Ventura et al. 2012). Once the bulk of dust is formed, a dust-driven wind can be accelerated under certain favourable conditions. The occurrence of the outflow acceleration associated with dust formation, is determined by two competing processes: the radiation pressure of the photons on the dust grains and the gravitational pull of the star. In case the dust species formed in the CSE are abundant and opaque enough, the outflow is accelerated.

It is well known that around $1 \mu \mathrm{~m}$, which is roughly the peak of the stellar emission for a TP-AGB star, the most opaque dust species produced in CSEs of C-stars is amorphous carbon (amC). The contribution of SiC is negligible in filters which do not include its characteristic feature at $11.3 \mu \mathrm{~m}$, since the abundance of SiC is only few per cent in mass in the MCs (Groenewegen et al. 2007). Moreover, the slope of the absorption coefficient of the SiC is similar to the one of amC, thus, a part from the $11.3 \mu \mathrm{~m}$ feature, it will show a spectral behaviour not too different from amC (Groenewegen et al. 1998). Other dust species can be relevant in the MIR bands, as MgS , which produces a feature around $24 \mu \mathrm{~m}$. Finally, the presence of iron dust is still a matter of debate, since iron does not produce features in the spectra, but can contribute to the total extinction and emission. However, this dust species is produced in much smaller amount than carbon dust in our C-stars models. For these reasons, we decide to focus our analysis by only considering amC dust in our models. Other dust species can be easily added in our dust model, as explained in Nanni et al. $(2013,2014)$.

### 2.1 Underlying TP-AGB models

Stellar evolution is modelled from the pre-main sequence to the development of the first thermal pulse with the parsec code (Bressan et al. 2012), while the TP-AGB phase is computed by the colibri code (Marigo et al. 2013). The colibri code includes an accurate
on-the-fly computation of the abundances for atomic and $\simeq 500$ molecular species and opacities for the atoms and more than 20 molecules performed by the tool Æsopus (Marigo \& Aringer 2009). This feature allows a consistent coupling between the envelope structure and variations of metal abundances in the stellar atmosphere produced by dredge-up episodes and by hot bottom burning. A key quantity determining the stellar spectral type, opacity, molecular abundances and effective temperature, is the C/O ratio, the variations of which are followed by colibri. Different dust species are formed according to the $\mathrm{C} / \mathrm{O}$ ratio. The treatment for the mass-loss rate has been recently revised by Rosenfield et al. $(2014,2016)$ by using the TP-AGB star counts and luminosity functions in a sample of galaxies from the Hubble Space Telescope/Advanced Camera for Surveys Nearby Galaxy Survey Treasury.

### 2.2 Outflow structure

The dust-driven wind is described by the spherically symmetric, stationary wind momentum equation. Under these assumptions, the gas density profile of the outflow is given by the mass conservation equation:
$\rho(r)=\frac{\dot{M}}{4 \pi r^{2} v_{\text {exp }}}$,
where $v_{\text {exp }}$ is the expansion velocity and $r$ the distance from the centre of the star. As discussed in Marigo et al. (2016), the profile in equation (1) is a good approximation for the description of density in the outer regions of dust-driven outflows.

The velocity profile is determined by the differential equation:
$v \frac{\mathrm{~d} v}{\mathrm{~d} t}=-\frac{G M}{r^{2}}(1-\Gamma)$,
where,
$\Gamma=\frac{L}{4 \pi c G M} \kappa$,
is the ratio between the radiation pressure and the gravitational pull of the star. The quantity $\kappa$ is the mean opacity of the medium, given by the contribution of gas and amC dust:
$\kappa=\kappa_{\mathrm{gas}}+f_{\mathrm{C}} \times \kappa_{\mathrm{amC}}$,
as described in Nanni et al. (2013), $\kappa_{\text {amc }}$ is the opacity of amC dust computed for the maximum possible condensation of carbon dust. At each distance from the star, we assume dust to be formed by grains of the same size, which varies along the CSEs. We compute $\kappa$ consistently with this hypothesis. The quantity $f_{\mathrm{C}}$ is the condensation fraction, defined as the number of atoms of the key-species ${ }^{1}$ condensed into dust grains over the total initially available. In case of amC in C-stars, the key-element is carbon. The quantity $f_{\mathrm{C}}$ can be expressed as
$f_{\mathrm{C}}=\frac{4 \pi\left(a_{\mathrm{amC}}^{3}-a_{0}^{3}\right) \rho_{\mathrm{d}, \mathrm{amC}}}{3 m_{\mathrm{amC}} \epsilon_{\mathrm{C}}} \epsilon_{\mathrm{s}, \mathrm{C}}$,
where $m_{\text {amc }}$ is the mass of the dust monomer, $a_{\mathrm{amC}}$ the actual grain size at a certain distance from the star, $a_{0}=10^{-7} \mathrm{~cm}$ the initial grain size, $\rho_{\mathrm{d} \text {, amC }}$ is the dust density and $\epsilon_{\mathrm{C}}, \epsilon_{\mathrm{s}, \mathrm{C}}$ are the number densities of the total carbon and initial seed nuclei, normalized to the number density of hydrogen atoms.

[^1]The dust density profile is derived by equation (1):
$\bar{\rho}_{\text {amC }}(r)=\rho(r) \Psi_{\text {amC }}$,
where $\Psi_{\text {amc }}$ is the dust-to-gas ratio, computed as
$\Psi_{\mathrm{amC}}=\frac{X_{\mathrm{C}} f_{\mathrm{C}} m_{\mathrm{amC}}}{m_{\mathrm{C}}}$,
where $X_{\mathrm{C}}$ is the mass fraction of the carbon in the atmosphere.
The gas temperature profile, $T_{\text {gas }}$, is described by a grey and spherically symmetric extended atmosphere (Lucy 1971, 1976)
$T_{\mathrm{gas}}(r)^{4}=T_{\text {eff }}^{4}\left[W(r)+\frac{3}{4} \tau_{\mathrm{L}}\right]$,
where $W(r)$ is given by
$W(r)=\frac{1}{2}\left[1-\sqrt{1-\left(\frac{R_{*}}{r}\right)^{2}}\right]$,
and the optical depth $\tau_{\mathrm{L}}$ is provided by differential equation
$\frac{\mathrm{d} \tau_{L}}{\mathrm{~d} r}=-\rho \kappa \frac{R_{*}^{2}}{r^{2}}$,
with the boundary condition
$\lim _{r \rightarrow \infty} \tau_{L}=0$.
The dust temperature, $T_{\text {dust }}$, is computed from the energy balance between the absorbed and emitted radiation by dust grains, under the optically thin approximation:
$\sigma T_{\text {eff }}^{4} Q_{\text {abs }, \mathrm{P}}\left(a_{\mathrm{amC}}, T_{\text {eff }}\right) W(r)=\sigma T_{\text {dust }}^{4} Q_{\text {abs }, \mathrm{P}}\left(a_{\mathrm{amC}}, T_{\text {dust }}\right)$,
where $W(r)$ is the provided by equation (9).
The quantity $Q_{\mathrm{abs}, \mathrm{P}}$ is the absorption coefficient as a function of the grain size. In particular, the quantity $Q_{\mathrm{abs}, \mathrm{P}}\left(a_{\mathrm{amC}}, T_{\mathrm{eff}}\right)$ is weighted with the stellar spectrum at $T_{\text {eff }}$.

The spectrum is obtained by interpolating dust-free spectra of the comarcs grid (Aringer et al. 2009, 2016) in $T_{\text {eff }}$ and carbon excess. The quantity $Q_{\text {abs, } \mathrm{P}}\left(a_{\mathrm{amC}}, T_{\text {dust }}\right)$ is computed through the Planck average performed with a blackbody at the dust temperature, $T_{\text {dust }}$.

The quantities $Q_{\mathrm{abs}}\left(a_{\mathrm{amC}}, \lambda\right)$ and $Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, \lambda\right)$, from which $\kappa_{\mathrm{amC}}$ and $Q_{\mathrm{abs}, \mathrm{P}}$ are calculated, have been pre-computed for a grid of spherical grains of different sizes using the Mie code bнmie by Bohren, Huffman \& Kam (1983) starting from the $n, k$ optical constants.

### 2.3 Growth of carbon dust

Amorphous carbon dust is accreted by addition of $\mathrm{C}_{2} \mathrm{H}_{2}$ molecules in the gas phase on to the starting seed particles.

The dust growth is described by the balance between the growth and the decomposition rates for amC dust:
$\frac{\mathrm{d} a_{\mathrm{amC}}}{\mathrm{d} t}=J_{\mathrm{amC}}^{\mathrm{gr}}-J_{\mathrm{amC}}^{\mathrm{dec}}$.
The growth rate is computed by taking into account only the efficient collisions of the $\mathrm{C}_{2} \mathrm{H}_{2}$ molecules impinging on the grain surface:
$J_{\mathrm{amC}, \mathrm{C}_{2} \mathrm{H}_{2}}^{\mathrm{gr}}=2 \times \alpha n_{\mathrm{C}_{2} \mathrm{H}_{2}} v_{\mathrm{th}, \mathrm{C}_{2} \mathrm{H}_{2}}$,
where $\alpha$ is the sticking coefficient which equals 1 in this case, $n_{\mathrm{C}_{2} \mathrm{H}_{2}}$ is the number density of $\mathrm{C}_{2} \mathrm{H}_{2}$ in the gas phase, and $v_{\text {th, } \mathrm{C}_{2} \mathrm{H}_{2}}$ is their thermal velocity. The factor 2 in the equation takes into account that for each molecule of $\mathrm{C}_{2} \mathrm{H}_{2}$ sticking on the grain surface, two atoms of carbon dust are formed.

The destruction term $J_{a m C}^{\text {dec }}$ depends on the temperature and pressure conditions in the CSE, and it is in general provided by the superimposition of free evaporation of dust grains due to stellar heating and chemisputtering. This latter term is the destruction rate given by the inverse reaction between $\mathrm{H}_{2}$ molecules in the gas and the grain surface.
In C-stars, the chemisputtering term is assumed to be negligible and the scheme proposed by Cherchneff, Barker \& Tielens (1992) is usually followed (Ferrarotti \& Gail 2006; Ventura et al. 2012; Nanni et al. 2013, 2014). In such a framework, carbon dust can accrete only below a certain threshold gas temperature, $T_{\text {gas }}=1100 \mathrm{~K}$, where polycyclic aromatic hydrocarbons (PAHs) can efficiently start to grow, initiating the nucleation and accretion processes (Frenklach \& Feigelson 1989).

Below this threshold for the gas temperature, sublimation due to dust heating might still be at work. We compute the sublimation rate following the prescription by Kimura et al. (2002), Kobayashi et al. (2009) and Kobayashi et al. (2011):
$J_{\mathrm{amC}}^{\mathrm{dec}}=\alpha v_{\mathrm{th}, \mathrm{C}}\left(T_{\mathrm{dust}}\right) \frac{p\left(T_{\mathrm{dust}}\right)}{k_{B} T_{\mathrm{dust}}}$,
where $p\left(T_{\text {dust }}\right)$ is the saturated vapour pressure at the dust temperature $T_{\text {dust }}$ and $v_{\mathrm{th}, \mathrm{C}}$ is the thermal velocity of the species which evaporates from the dust grain, which is carbon in this case. In the models presented in the following sections, the sublimation process is usually not at work when $T_{\text {gas }}$ reaches the threshold temperature of 1100 K . Before to start growing grains, $T_{\text {dust }}$ is computed through equation (12) assuming a grain size of $a_{\mathrm{amC}}=a_{0}=10^{-7} \mathrm{~cm}$.

From equation (13), we define the condensation radius, $R_{\text {cond, amC }}$, as the distance from the star at which $J_{\mathrm{amC}}^{\mathrm{gr}}=J_{\mathrm{amC}}^{\mathrm{dec}}$.
The number of seeds is assumed to be proportional to the carbon excess, $\left(\epsilon_{\mathrm{C}}-\epsilon_{\mathrm{O}}\right)$. By doing so, we assume that nucleation in carbon rich environments is started by $\mathrm{C}_{2} \mathrm{H}_{2}$ molecules which form large PAHs (Cherchneff 2006; Mattsson, Wahlin \& Höfner 2010). We define $\epsilon_{\mathrm{s}, \mathrm{C}}$ as done in Nanni et al. (2013):
$\epsilon_{\mathrm{s}, \mathrm{C}}=\epsilon_{\mathrm{s}} \frac{\left(\epsilon_{\mathrm{C}}-\epsilon_{\mathrm{O}}\right)}{\left(\epsilon_{\mathrm{C}}-\epsilon_{\mathrm{O}}\right) \odot}$,
where the quantity $\epsilon_{\mathrm{s}}$ is an adjustable model parameter, which determines the final size of the dust grains, as we will discuss in the following.

### 2.4 Radiative transfer with MoD

The emerging spectra are provided by photospheric spectra reprocessed by dust.
We perform the RT calculations by means of the code More of dUSTY (MoD; Groenewegen 2012), based on DUSTY (Ivezic \& Elitzur 1997).

The input quantities needed by MoD are (a) the photospheric dust-free spectrum, (b) the optical depth at a given wavelength, $\lambda=1 \mu \mathrm{~m}$, that is situated close to the stellar emission peak $\left(\tau_{1}\right)$, (c) dust absorption and scattering coefficients, $Q_{\mathrm{abs}}\left(a_{\mathrm{amC}}, \lambda\right)$ and $Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, \lambda\right)$, which are a function of the final grain size, (d) the dust temperature at the boundary of the dust formation zone, $T_{\mathrm{inn}}$ and (e) the dust density profile.
The code MoD can be either used as an independent routine or be connected with the dust formation model described in the previous section. In the former case, the input quantities are specified by the user, while, in the latter, they are provided by the output of our dust models.

In case MoD is connected with our dust scheme, the input quantities are computed as follows.
(a) The photospheric spectra are interpolated in $T_{\text {eff }}$ and carbon excess inside the new grid of updated comarcs spectra (Aringer et al. 2016).
(b) The optical depth at $1 \mu \mathrm{~m}, \tau_{1}$, is calculated through the following relation:
$\tau_{1}=\int_{r_{\mathrm{c}}}^{\infty} \pi a_{\mathrm{amC}}^{3} \frac{Q_{\mathrm{ext}}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right)}{a_{\mathrm{amC}}} n_{\mathrm{s}, \mathrm{C}} \mathrm{d} r$,
where $n_{\mathrm{s}, \mathrm{C}}$ is the number density of the seed nuclei, computed through $\epsilon_{\mathrm{s}, \mathrm{C}}$ and,

$$
\begin{align*}
Q_{\mathrm{ext}}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right)= & Q_{\mathrm{abs}}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right) \\
& +(1-g) Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right) \tag{18}
\end{align*}
$$

where $g$ is defined as $g=\langle\cos \theta\rangle$ where $\theta$ is the scattering angle. The quantity $(1-g) Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, \lambda\right)$ provides the degree of forward scattering. From equation (17), it is possible to see that $\tau_{1}$ is proportional to the total volume of dust formed. Note that the quantities $Q_{\text {abs }}\left(a_{\text {amC }}, 1 \mu \mathrm{~m}\right)$ and $Q_{\text {sca }}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right)$ are self-consistently computed with the final grain size obtained through our dust formation code.

Since MoD only deals with a fixed grain size, we choose to compute the dust temperature for a fully grown grain. Since complete dust growth occurs typically within one stellar radius from $R_{\text {cond }}$ in our dust models, we compute $T_{\mathrm{inn}}$ through equation (12) at a distance $R_{\text {inn }}=R_{\text {cond }}+R_{\text {star }}$. However, we check that the calibration presented in this work remains valid if $T_{\text {inn }}$ is computed at a distance $R_{\text {cond }}$, assuming the grain to be fully grown.

The dust density profile is computed through equation (6).
The optical depth profile $\tau_{\lambda}$ is calculated once the quantities $\tau_{1}$, $Q_{\text {abs }}$ and $Q_{\text {sca }}$ are provided:
$\tau_{\lambda}=\tau_{1} \frac{Q_{\mathrm{ext}}\left(a_{\mathrm{amC}}, \lambda\right)}{Q_{\mathrm{ext}}\left(a_{\mathrm{amC}}, 1 \mu \mathrm{~m}\right)}$.
Note that a variation in $Q_{\text {ext }}$ produces a variation of $\tau_{\lambda}$, but the value of $\tau_{1}$ remains fixed in the treatment of MoD.

## 3 PRELIMINARY RT CALCULATIONS: DEPENDENCE OF THE EMERGING SPECTRA ON THE MAIN DUST PARAMETERS

We investigate the dependence of the emerging spectra on the main dust parameters, such as the grain size and the optical data set for amC, as a function of $\tau_{1}$. In these computations, we do not perform the calculations for the complete dust growth description, but we only employ the RT code described in Section 2.4, varying the input parameters $\tau_{1}$, the grain size and optical data set. Since the typical grain size derived from the best fit of the SEDs in different bands is around $0.1 \mu \mathrm{~m}$ for the C -stars in the MCs (Groenewegen et al. 2007), we select a grid of grains of $0.05 \leq a_{\mathrm{amC}} \leq 0.4 \mu \mathrm{~m}$, in order to include small to large grains. We assume that dust is formed by grains of the same size, rather than by a distribution of grains. We keep $T_{\mathrm{inn}}=1000 \mathrm{~K}$ fixed and we select an input spectrum with $T_{\text {eff }}=3000 \mathrm{~K}, \mathrm{C} / \mathrm{O} \sim 1.4$ and an initial set of metallicity typical of the SMC.
We perform two different tests.
(i) We study a set RT models for $10^{-8} \leq \tau_{1} \leq 10$ in a grid of grains of $0.05 \leq a_{\mathrm{amC}} \leq 0.4 \mu \mathrm{~m}$. The choice for the range of $\tau_{1}$ includes stars from almost dust-free $\left(\tau_{1}=10^{-8}\right)$ to heavily dust enshrouded

Table 1. Optical data sets for amC available in the literature. The different optical data sets are described in Section 3.2.

| Designation | $\rho_{\mathrm{d}, \mathrm{amC}}\left(\mathrm{g} \mathrm{cm}^{-3}\right)$ | Reference |
| :--- | :---: | :---: |
| Jaeger400 | 1.435 | Jager, Mutschke \& Henning (1998) |
| Jaeger600 | 1.670 | Jager et al. (1998) |
| Jaeger800 | 1.843 | Jager et al. (1998) |
| Jaeger1000 | 1.988 | Jager et al. (1998) |
| Zubko1 | 1.87 | Zubko et al. (1996) |
| Zubko2 | 1.87 | Zubko et al. (1996) |
| Zubko3 | 1.87 | Zubko et al. (1996) |
| Rouleau | 1.85 | Rouleau \& Martin (1991) |
| Hanner | 1.85 | Hanner (1988) |



Figure 1. $Q_{\mathrm{abs}}\left(a_{\mathrm{amC}}, \lambda\right)$ (thin lines) and $Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, \lambda\right)$ (thick lines) as a function of wavelength for different grain sizes, listed in the figure.
$\left(\tau_{1}=10\right)$. The optical data set assumed for this investigation is taken from Rouleau \& Martin (1991).
(ii) We compute a set of models for heavily dust-enshrouded CSEs ( $\tau_{1}=10$ ), adopting the most commonly used data sets for amC available in the literature, listed in Table 1. The data sets considered have also been discussed in Andersen et al. (1999). Also for this set of models, we perform the computations for a grid of grains of $0.05 \leq a_{\mathrm{amC}} \leq 0.4 \mu \mathrm{~m}$.

### 3.1 Effect of changing the grain size

We analyse the effect produced on spectra and colours by only changing the dust grain size. We start by analysing the optical properties as a function of the grain size, $Q_{\mathrm{abs}}\left(a_{\mathrm{amC}}, \lambda\right) / a$ and $Q_{\mathrm{sca}}\left(a_{\mathrm{amC}}, \lambda\right) / a$, as plotted in Fig. 1 .

The optical properties show a strikingly different behaviour between small grains, $a_{\mathrm{amC}} \leq 0.1 \mu \mathrm{~m}$ and large grains $a_{\mathrm{amC}} \geq 0.2 \mu \mathrm{~m}$. In particular, for the smaller grains considered ( $a_{\mathrm{amC}}=0.05,0.1 \mu \mathrm{~m}$ ) the scattering term is almost negligible for $\lambda \gtrsim 0.6 \mu \mathrm{~m}$ and the absorption always dominates the total extinction. For larger grains the scattering term is comparable with the absorption one around $\lambda=$ $1-2 \mu \mathrm{~m}$ - where the exact value depends on the specific grain size considered - and then it decreases for longer wavelengths. Around $\lambda \sim 2 \mu \mathrm{~m}$, corresponding to the $K_{\mathrm{s}}$ band, $Q_{\mathrm{abs}} / a$ and $Q_{\mathrm{sca}} / a$ increase with the grain size in the studied range.

We now study how the shape of the emerging spectra are modified with the grain size, keeping $\tau_{1}$ constant. We select two values of $\tau_{1}=5,10$ corresponding to dust-enshrouded CSEs. The choice of keeping $\tau_{1}$ constant means that the total extinction around the peak of the stellar radiation is the same for all the models considered. From equation (17), we see that changing the optical constants keeping $\tau_{1}$ constant, also implies that the total volume of dust produced changes. The results are shown in Fig. 2, where the extinction profiles, $\tau_{\lambda}$ (top panel) and the spectra for $\tau_{1}=5,10$ (middle and bottom panels) are shown for different choices of the grain size. For sake of clarity, we only plot the spectra obtained with $a=0.1$, $0.4 \mu \mathrm{~m}$, representative of the behaviour of small and large grains, respectively. For comparison, the dust-enshrouded spectra are plotted together with the corresponding dust-free spectrum.

From the top panel we clearly see that, by modifying the grain size, $\tau_{\lambda}$ changes according to equation (19), with $\tau_{1}$ fixed. Here we show the case $\tau_{1}=1$. The shape of $\tau_{\lambda}$, however, only depends on the optical properties, as expressed by equation (19). By changing the normalization of $\tau_{1}$, the curves are all shifted accordingly. The quantity $\tau_{\lambda}$ is much steeper for $a_{\mathrm{amC}} \leq 0.1 \mu \mathrm{~m}$ than for $a_{\mathrm{amC}} \geq$ $0.2 \mu \mathrm{~m}$. In particular, for larger grains, $\tau_{\lambda}$ shows a much flatter profile than for the smaller grains up to $\lambda \gtrsim 1-2 \mu \mathrm{~m}$.

The shape of $\tau_{\lambda}$ explains why, for $\lambda \lesssim 1 \mu \mathrm{~m}$ and $\tau_{1}=5$, the spectrum is more extincted for $a=0.1 \mu \mathrm{~m}$ than for $a_{\mathrm{amC}}=0.4 \mu \mathrm{~m}$. Moreover, due to the plateau in $\tau_{\lambda}$, only present for large grains, the spectrum is more uniformly extincted up to $\lambda \sim 2 \mu \mathrm{~m}$ for $a_{\mathrm{amC}}=0.4$ than for $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$. For the same reason, in the most dust-enshrouded model $\left(\tau_{1}=10\right)$ the spectrum produced by large grains is heavily extincted up to $\lambda \sim 2 \mu \mathrm{~m}$ in contrast to the smaller grain for which extinction is relevant only for $\lambda \lesssim 1 \mu \mathrm{~m}$.

The part of the spectrum affected by dust emission is influenced by the amount of absorbed stellar light and by dust emission properties. For the choices of $\tau_{1}$ presented, dust emission is relevant for $\lambda \gtrsim 3 \mu \mathrm{~m}$. For $\tau_{1}=5$, dust emission around $3 \lesssim \lambda \lesssim 5 \mu \mathrm{~m}$ is more efficient for $a=0.4 \mu \mathrm{~m}$ than for $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$. For the case with $\tau_{1}=10$ and $a_{\mathrm{amC}}=0.4 \mu \mathrm{~m}$ extinction is relevant in the $K_{\mathrm{s}}$ band, since $\tau_{\lambda}$ in this band is almost as relevant as in the $J$ band.

In the upper panel of Fig. 3, we show the behaviour of $\tau_{\mathrm{J}}, \tau_{K_{\mathrm{s}}}$ and $\tau_{3.6}$ as a function of the grain size. We select the case with $\tau_{1}=$ 1. The quantities $\tau_{\mathrm{J}}, \tau_{K_{\mathrm{s}}}$ and $\tau_{3.6}$ do not behave monotonically with the grain size for all the bands considered. The quantities $\tau_{K_{\mathrm{s}}}$ and $\tau_{3.6}$ show a minimum for $a_{\mathrm{amC}}=0.2 \mu \mathrm{~m}$, while for $\tau_{\mathrm{J}}$ the minimum is around $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$. For highly dust-enshrouded CSEs, i.e. $\tau_{1}=10$, the extinction can be relevant also around $\lambda=3.6 \mu \mathrm{~m}$, since in this case $\tau_{3.6} \sim 5$ for some combination of grain sizes.

In the lower panel of Fig. 3, we show the relative extinction in the $K_{\mathrm{s}}$ and $J$ bands, $\tau_{K_{\mathrm{s}}} / \tau_{\mathrm{J}}$. Such a ratio only depends on the optical properties of grains and do not change with $\tau_{1}$ (equation 19). This figure shows that $\tau_{K_{\mathrm{s}}}$ becomes comparable to $\tau_{\mathrm{J}}$ for large grain sizes. This behaviour can be understood by looking at the change in the optical properties with the grain size shown in Fig. 1.

In Fig. 4, we plot $J-K_{\mathrm{S}}$ (upper panel) and [3.6] - [8.0] (lower panel) colours as a function of the grain size, for different choices of $\tau_{1}$. The $J-K_{\mathrm{s}}$ and [3.6] - [8.0] colours show a weaker trend as a function of the grain size for smaller values of $\tau_{1}$. The $J-K_{\mathrm{s}}$ colour is produced by the combination of extinction of the stellar spectrum and emission properties of grains. The results are dependent on the choice of $\tau_{1}$. As expected, for a fixed value of the grain size, the $J-$ $K_{\mathrm{s}}$ increases for increasing values of $\tau_{1}$. However, for given value of $\tau_{1}$, this colour does not change monotonically as a function of the grain size. The trend of $J-K_{\mathrm{s}}$ reflects the dependence of $\tau_{K_{\mathrm{s}}} / \tau_{\mathrm{J}}$ on the grain size. In fact, for $0.05<a_{\mathrm{amC}}<0.25 \mu \mathrm{~m}$, the models


Figure 2. $\tau_{\lambda}$ profile (equation 19) for $\tau_{1}=1$ for the grain sizes listed in the top right (top panel). Dust-free spectrum (black line) superimposed with dusty spectra for $\tau_{1}=5,10$ (middle and lower panels, respectively) for different choices of the grain size. All the spectra are normalized for the integrated flux.


Figure 3. $\tau_{\mathrm{J}}, \tau_{K_{\mathrm{s}}}, \tau_{3.6}$ (upper panel) and $\tau_{K_{\mathrm{s}}} / \tau_{\mathrm{J}}$ (lower panel) as a function of the grain size.
become redder with increasing grain sizes, because the extinction in the $J$ band gets much larger than the one in the $K_{\mathrm{s}}$ band. For $a_{\mathrm{amC}} \geq 0.25 \mu \mathrm{~m}$, the extinctions in these two bands are comparable, and the models become less red for increasing values of the grain size. The variations produced only by changing the grain sizes can affect the $J-K_{\mathrm{s}}$ colour considerably, with differences that can be up to 2 mag in colour for the most dust-enshrouded CSEs.
We now analyse the trend of the [3.6] - [8.0] colour plotted in the lower panel of Fig. 4. As previously mentioned, the most dustenshrouded models $\left(\tau_{1}=5,10\right)$ are dominated in the MIR colours by dust emission. Furthermore, for large values of $\tau_{1}$, the extinction at $3.6 \mu \mathrm{~m}$, described by $\tau_{3.6}$, may become significant and reduce the total flux. As a consequence, the trend of the [3.6] - [8.0] colour reflects the trend of $\tau_{3.6}$. In particular, $\tau_{3.6}$ shows a minimum around $a_{\mathrm{amC}}=0.2 \mu \mathrm{~m}$, which corresponds to less red [3.6] - [8.0] colour. On the other hand, for larger values of $\tau_{3.6}$ at the two extremes of grain size range, redder [3.6] - [8.0] colour is produced. For less dust-enshrouded models $\left(\tau_{1} \leq 2.5\right)$, $\tau_{3.6}$ is not as large as in the previous cases and the emerging spectra are dependent on dust emission properties. The variations produced in the [3.6] - [8.0] colour by only changing the grain size can be up to 1 mag in the most extreme case.


Figure 4. $J-K_{\mathrm{S}}$ (upper panel) and [3.6] - [8.0] (lower panel) as a function of the grain size for different values of $\tau_{1}$, listed in top left. We adopt $T_{\text {inn }}=1000 \mathrm{~K}$, a spectrum for a C-star with $T_{\text {eff }}=3000 \mathrm{~K}$ and $\mathrm{C} / \mathrm{O} \sim 1.4$, and the optical data set by Rouleau \& Martin (1991).

We conclude that for the same value of $\tau_{1}$, variations in the grain size can produce a considerable change in the final colours presented. The differences among models computed with grain sizes are larger for more dust-enshrouded CSEs.

### 3.2 Amorphous carbon optical data sets

We explore the differences arising in the spectra produced by employing different optical constants for amC dust.

The optical constants have been measured in laboratory by means of different techniques. Each of the experimental substrate employed to calculate the optical data constants is characterized by a certain density of the material listed in Table 1. For an exhaustive analysis of these data sets, we refer to Andersen et al. (1999).

Amorphous carbon dust is present in different possible structures ranging from diamond-like ( $\mathrm{sp}^{3}$ hybridization) to graphite-like ( $\mathrm{sp}^{1}$, $\mathrm{sp}^{2}$ hybridization). Carbon dust closer to a diamond-like structure presents a lower $\mathrm{sp}^{2} / \mathrm{sp}^{3}$ ratio, while carbon dust closer to graphite shows a higher $\mathrm{sp}^{2} / \mathrm{sp}^{3}$ ratio. Each of the samples of carbon dust synthesized in laboratory is characterized by a different $\mathrm{sp}^{2} / \mathrm{sp}^{3}$ ratio and optical constants.

An example of this is shown in Jager et al. (1998). In this investigation, amC samples have been obtained by pyrolyzing cellulose material at different temperatures ( $400,600,800,1000^{\circ} \mathrm{C}$ ) and embedding the resulting material in an epoxy resin. Pyrolization at different temperatures results in different structures of amC dust grains embedded in the substrate. The samples pyrolized at the highest temperatures ( $\geq 800^{\circ} \mathrm{C}$ ) are characterized by more diamond-like structures than samples pyrolized at lower temperatures $\left(\leq 600^{\circ} \mathrm{C}\right)$. Therefore the value of $\mathrm{sp}^{2} / \mathrm{sp}^{3}$ increases from 1000 to $400^{\circ} \mathrm{C}$.

Besides pyrolization, Zubko et al. (1996) presented three samples of carbon dust, obtained with three different techniques: (a) burning benzene in air in normal conditions (BE sample, denoted by Zubko1 in the paper), (b) through arc discharge between amC electrodes in a controlled Ar atmosphere (ACAR sample, denoted by Zubko2) and (c) through the same technique and conditions as (a) but in an $\mathrm{H}_{2}$ gas (ACH2 sample, denoted by Zubko3). The same technique used for producing the BE sample of Zubko et al. (1996) was also employed to produce the sample studied by Rouleau \& Martin (1991).

Other optical constants largely employed in dust modelling along the TP-AGB phase (Nanni et al. 2013, 2014; Ventura et al. 2014; Dell'Agli et al. 2015a,b; Ventura et al. 2016) are the ones listed in Hanner (1988). The author of this work adopted the amC optical constants measured in laboratory by Edoh (1983) to interpret the IR observations of comets Halley and Wilson.

In the upper panel of Fig. 5, the quantity $Q_{\mathrm{abs}} / a$ of the optical data sets listed in Table 1, is shown for $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$. The emerging spectra for the different data sets, computed for $\tau_{1}=10$, are plotted in the lower panel of the same figure. Since the Jaeger 1000, Jaeger800, Zubko1, Zubko2 and Hanner opacity sets exhibit similar absorption coefficients, for the sake of clarity we show only the results for Jaeger 1000. Rouleau, Zubko3, Jaeger400 and Jaeger600 show very different absorption coefficients.

In Fig. 6, $J-K_{\mathrm{s}}$ (upper panel) and [3.6] - [8.0] (lower panel) colours are plotted as a function of the grain size for heavily dustenshrouded CSEs with $\tau_{1}=10$. It is impressive how much the colours vary by changing only the optical data set. In particular, the $J-K_{\mathrm{s}}$ colour, obtained for the largest grain sizes considered, changes by about 4 mag in colour. Furthermore, for the Jaeger 1000, the trend between $J-K_{\mathrm{s}}$ and grain size shows quite a different behaviour with respect to the other data sets.

The variations of the [3.6] - [8.0] colour can be up to 4 mag for the largest grain size considered. Similarly to the $J-K_{\mathrm{s}}$ colour, Jaeger1000 results in a different trend between [3.6] - [8.0] and the grain size.

From this analysis, we conclude that the variation of colours produced by changing only the optical data sets is remarkable. Therefore, the choice of the carbon dust optical constants heavily affects the final modelled colours of dust-enshrouded C-stars.

Since there is no way to choose the best set of carbon dust optical constants before comparing the results with observations, we conclude that there is a urgent need for a systematic calibration of the optical properties in order to be able to reproduce all the observed colours in the SMC at the same time. For this calibration, we employ some selected stellar tracks and we explore different optical data sets and model assumptions, as explained in the following section.

## 4 DUST GROWTH AND RADIATIVE TRANSFER ALONG THE TP-AGB TRACKS

In this Section, we investigate the dust growth and RT for selected TP-AGB tracks developing a carbon phase, following the scheme described in Section 2. In a complete simulation of dust growth, the


Figure 5. $Q_{\mathrm{abs}} / a$ for few selected data sets of amC listed in Table 1 for $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$ (upper panel), and the corresponding emerging spectra computed for $\tau_{1}=10$ (lower panel).
quantities $\tau_{1}, a_{\mathrm{amC}}, T_{\mathrm{inn}}$ and the input spectrum change accordingly to the TP-AGB evolution. The tracks and the model assumptions are listed in Table 2. The stellar masses at the beginning of the TP-AGB phase and initial metallicity values are the typical ones of carbon stars in the SMC (Marigo \& Girardi 2007). Since infrared CCDs are critically shaped by the dust optical constants and grain sizes, we expect our calibration to be only mildly dependent on the specific choice of the TP-AGB tracks (for reasonable model prescriptions), provided that large enough values of $\tau_{1}$ are reached in order to reproduce the reddest stars. For a given optical data set and typical grain size, the fulfilment of this condition depends on the values of the mass-loss rates and carbon excess reached during the TP-AGB evolution. The models along the TP-AGB tracks are sampled in such a way that the variations of the actual stellar mass, mass-loss rate, luminosity, effective temperature and abundances of $\mathrm{H}^{12} \mathrm{C}{ }^{16} \mathrm{O}$ are all below 0.5 per cent between two adjacent time-steps.
In the following, we show the results obtained from our dust growth description applied to the TP-AGB tracks as far as $\tau_{1}, a_{\mathrm{amC}}$, and $T_{\mathrm{inn}}$ are concerned.


Figure 6. $J-K_{\mathrm{s}}$ (upper panel) and [3.6] - [8.0] (lower panel) colours as a function of the grain size for selected data sets of amC listed in Table 1. The models are computed for $\tau_{1}=10$.

Table 2. TP-AGB tracks and model parameters adopted for the calibration. Models along the TPAGB tracks are sampled as explained in Section 4.

$$
\begin{aligned}
& \text { TP-AGB tracks } \\
& Z=0.002 ; M=1.4,1.6,2\left(\mathrm{M}_{\odot}\right) \\
& Z=0.004 ; M=2,2.4\left(\mathrm{M}_{\odot}\right) \\
& Z=0.006 ; M=3\left(\mathrm{M}_{\odot}\right) \\
& -15.4<\log \left(\epsilon_{s}\right)<-11
\end{aligned}
$$

Data sets of optical constants in Table 1

### 4.1 Typical grain sizes in TP-AGB models

In Fig. 7, we plot the normalized frequency of grain sizes obtained by applying our dust formation description to the TP-AGB tracks listed in Table 2 for different choices of the normalized number of available seeds, $\epsilon_{\mathrm{s}}$, in equation (16). The optical data set adopted is the one by Rouleau \& Martin (1991), but we check the results to be independent of the optical data set adopted. All our simulations


Figure 7. Normalized frequency of the grain size for different choices of the normalized number of seeds, $\epsilon_{\mathrm{s}}$, (equation 16), listed in the top right. Each symbol along the lines includes the contribution of all the models sampled in the tracks in Table 2.
show a tail of small grains formed in passively expanding envelopes which fail to produce a dust-driven wind. In these models, dust is formed in CSEs expanding with constant velocity $v_{\text {exp }}=4 \mathrm{~km} \mathrm{~s}^{-1}$. Such models are nearly dust-free envelopes.

In dust-enshrouded models, where the wind is accelerated, the typical grain size increases for decreasing value of $\epsilon_{\mathrm{s}}$, from very small grains $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}$ for $\log \left(\epsilon_{\mathrm{s}}\right)=-11$ to very large, $a_{\mathrm{amC}} \sim 0.7 \mu \mathrm{~m}$, for $\log \left(\epsilon_{\mathrm{s}}\right)=-15.4$. The distribution of grains shown in Fig. 7 is determined by our choice of $\epsilon_{\mathrm{s}}$ and by assuming the number of seeds to be proportional to the carbon excess.

The trend found - smaller grains for increasing values of $\epsilon_{\mathrm{s}}$ - can be understood from equations (5) and (16) from which the relation between the grain size and the number of seeds is
$a_{\mathrm{amC}} \propto\left[\frac{f_{\mathrm{C}}}{\epsilon_{\mathrm{s}}\left(\epsilon_{\mathrm{C}}-\epsilon_{\mathrm{O}}\right)}\right]^{1 / 3}$,
The maximum change of the final condensed fraction $f_{\mathrm{C}}$ obtained by changing the value of $\epsilon_{\mathrm{s}}$ is a factor of 4 for models producing a dust-driven wind, whereas we vary $\epsilon_{\mathrm{s}}$ by order of magnitudes in the tests we performed. As a consequence, for a given model with a certain carbon excess, the grain size is dominated by the choice of $\epsilon_{\mathrm{s}}$ rather than by the variation of the condensed fraction. The smaller $\epsilon_{\mathrm{s}}$ is, the larger we expect the grain size to be. In fact, by decreasing the number of the starting seeds, the molecules available in the gas phase accrete on a smaller number of particles, producing larger grains. For example, by decreasing $\epsilon_{\mathrm{s}}$ in equation (20), from $\log \epsilon_{\mathrm{s}}=-13$ to $\log \epsilon_{\mathrm{s}}=-15$, we expect the typical grain size to increase by a factor $100^{1 / 3} \sim 4.6$. According to Fig. 7, the trend recovered from our complete simulation and the simple estimate of equation (20) is in good agreement. Even if there are differences between the results obtained from the simple formula and the full calculation, the general trend is similar.

Since equation (5) shows that the fraction of carbon condensed into dust is proportional to $\epsilon_{\mathrm{s}}$, lower condensation fractions are obtained at the beginning of the condensation process, when the grains are still small, for lower values $\epsilon_{\mathrm{s}}$. As a consequence, from equations (2), (3) and (4), it follows that the models which fail to


Figure 8. Final grain size as a function of the carbon excess for a selected TP-AGB track with $M=2 \mathrm{M}_{\odot}$ and $Z=0.004$ computed with Rouleau data set and normalized number of seeds $\log \left(\epsilon_{s}\right)=-13$.
produce a dust-driven wind in C -stars are more numerous for low values of $\epsilon_{\mathrm{s}}$. Indeed, these models show a larger frequency of small grains in Fig. 7.

We now study the dependence of the final grain size on stellar parameters, especially on the carbon excess and mass-loss rate. As far as the dependence of the grain size on the carbon excess is concerned, two scenarios are possible, depending on the underlying assumptions of the dust growth scheme. If $\epsilon_{\mathrm{s}, \mathrm{C}}$ is not proportional to the carbon excess ( $\epsilon_{\mathrm{s}, \mathrm{C}}=\epsilon_{\mathrm{s}}=$ const), the typical size of carbon grains tends to be larger for larger values of the carbon excess, since more $\mathrm{C}_{2} \mathrm{H}_{2}$ molecules are available to form dust (Ventura et al. 2014; Dell'Agli et al. 2015a,b; Ventura et al. 2016). On the other hand, if $\epsilon_{\mathrm{s}, \mathrm{C}}$ is proportional to the carbon excess as assumed in our description (equation 16), the grain growth process for large carbon excess is counterbalanced by a larger number of seed particles. In Fig. 8, the final grain sizes as a function of the carbon excess taken from our dust formation models are shown for a selected TP-AGB track of $M=2 \mathrm{M}_{\odot}, Z=0.004$, with $\log \epsilon_{\mathrm{s}}=-13$ computed for the optical data set by Rouleau \& Martin (1991). As can be seen, there is some correlation between the grain size and carbon excess but the variation of the grain size is smaller than the one produced by changing the parameter $\epsilon_{\mathrm{s}}$.

In Fig. 9, the grain size as a function of the mass-loss rate is shown for different choices of $\epsilon_{\mathrm{s}}$. For a given choice of $\epsilon_{\mathrm{s}}$, there is not a clear trend between the grain size and the mass-loss rate. The lack of a clear trend is in good agreement with the findings by complete hydrodynamical calculations for models computed with different choices of the carbon excess by Mattsson et al. (2010). Such computations are based on Höfner et al. (2003) and include nucleation theory in its classical formulation. The small sensitivity of the final grain size to the mass-loss rate and carbon excess, for a given $\epsilon_{\mathrm{s}}$, is not found if a constant number of seeds is assumed (Ventura et al. 2014; Dell'Agli et al. 2015a,b; Ventura et al. 2016).

Therefore, in the framework of our dust formation scheme, the typical grain size obtained is essentially determined by the choice of $\epsilon_{\mathrm{s}}$ in equation (16), with a milder dependence on the variation of stellar parameters (see Figs 7-9).


Figure 9. Final grain size as a function of the mass-loss rate for a selected TP-AGB track with $M=2 \mathrm{M}_{\odot}$ and $Z=0.004$ computed with Rouleau data set and for different choices of the normalized number of seeds, $\epsilon_{\mathrm{s}}$, listed in the figure.

Table 3. Typical grain size obtained for different choices of $\epsilon_{\mathrm{S}}$ in our dust models (equation 16) for the TP-AGB tracks listed in Table 2.

| $\log \epsilon_{\mathrm{s}}$ | -11 | -12 | -13 | -14 | -14.4 | -15 | -15.4 |
| :--- | :---: | :---: | :---: | :---: | ---: | :---: | ---: |
| $a_{\mathrm{amC}}(\mu \mathrm{m})$ | 0.035 | 0.07 | 0.12 | 0.2 | 0.3 | 0.5 | 0.7 |



Figure 10. $T_{\mathrm{inn}}$ as a function of mass-loss rate for different optical data sets, listed in the figure. We show a TP-AGB track with $M=2 \mathrm{M}_{\odot}$ and $Z=0.004$.

Since the typical grain size is physically more meaningful than the number of seeds, we will, from now on, refer to the typical carbon grain size obtained in our models by employing the different values of $\epsilon_{\mathrm{s}}$, as listed in Table 3 .

### 4.2 Dust temperature at the inner boundary of the dusty zone along the TP-AGB phase

In Fig. 10, we show the evolution of $T_{\text {inn }}$ with the mass-loss rate for a track with $M=2 \mathrm{M}_{\odot}$ and $Z=0.004$. For all the optical data
sets considered, the quantity $T_{\text {inn }}$ clearly shows the same qualitative, decreasing trend with larger mass-loss rate. This means that more dust-enshrouded stars will typically be characterized by lower $T_{\text {inn }}$ with respect to stars with a smaller amount of dust in their CSEs. This trend is qualitatively in agreement with the one found by Groenewegen et al. (2009), who obtained a good SED fitting by employing lower $T_{\mathrm{inn}}$ for stars with larger mass-loss rates.

The differences in temperature between models with the same input parameters, except for different optical data sets, can be up to $\sim 300$ K. Furthermore, different ranges in temperature are covered by models with different optical data sets. The Rouleau data set ranges between $\sim 1200$ and $\sim 1600 \mathrm{~K}$, Jaeger 1000 between $\sim 1000$ and $\sim 1500 \mathrm{~K}$ and Jaeger 400 covers the range between $\sim 1200$ and $\sim 1800$ K. For different choices of the optical data set, the inner radius of dust zone and the final grain size remain approximately the same for a given choice of the stellar input parameters. Therefore, we can conclude that the differences in $T_{\text {inn }}$ computed for the same TP-AGB models are essentially determined by different choices of the optical data set.

### 4.3 Optical depth at $1 \mu \mathrm{~m}$

We explore how $\tau_{1}$ changes with the optical data set and typical final grain size.

In the upper panel of Fig. 11, we show the evolution of the massloss rate over the last six thermal pulse cycles experienced by the $M=2 \mathrm{M}_{\odot}, Z=0.004 \mathrm{TP}-\mathrm{AGB}$ model, in the carbon-rich phase. We see that typical superwind mass-loss rate, $\log \left(\dot{M}\left[\mathrm{M}_{\odot} \mathrm{yr}^{-1}\right]\right) \gtrsim-6$, are reached only during the last two thermal pulses, while earlier stages are characterized by much lower values. The corresponding temporal evolution of $\tau_{1}$ is displayed in the middle panel for three choices of the carbon dust grain size for the optical data set by Rouleau. The models shown are only the ones able to accelerate the wind. In all the cases, the trend of $\tau_{1}$ follows the one of the mass-loss but attaining different values for different $a_{\mathrm{amC}}$ and other stellar parameters. This can be better appreciated by looking at the lower panel of Fig. 11.

At a fixed grain size, $\tau_{1}$ increases with the mass-loss until it reaches a sort of plateau for $\log \left(\dot{M}\left[\mathrm{M}_{\odot} \mathrm{yr}^{-1}\right]\right) \gtrsim-5$. At a given value of the mass-loss rate, a significant dispersion of $\tau_{1}$ is predicted for different values of the grain size depending on the evolutionary stage of the pulse cycle. Such a dispersion tends to decrease for larger values of the mass-loss rate.

In Fig. 12, $\tau_{1}$ is plotted as a function of the mass-loss rate for different choices of the optical data set, but the same typical grain size $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$. For different choices of the optical data set, larger values of $\tau_{1}$ are produced in models with $-7<\log \left(\dot{M}\left[\mathrm{M}_{\odot} \mathrm{yr}^{-1}\right]\right)<-6$ for Jaeger1000, while models obtained with Rouleau and Jaeger 400 data sets produce approximately the same values of $\tau_{1}$, except for the largest mass-loss rate for which $\tau_{1} \sim 3.2$ for Rouleau, $\tau_{1} \sim 5$ for Jaeger 400 , and $\tau_{1} \sim 7.9$ for Jaeger1000. These differences may impact on the evolution of dust-enshrouded stars in the CCDs (see Section 3).

## 5 CALIBRATION OF CARBON DUST OPTICAL DATA SET AND TYPICAL GRAIN SIZE

### 5.1 Method

We employ our dust growth description and RT computed along the TP-AGB phase in order to constrain the combination of the most suitable opacity set and final typical grain size for carbon dust which


Figure 11. Mass-loss rate (top panel) and $\tau_{1}$ (middle panel) as a function of the time elapsed since the beginning of the TP-AGB phase. The quantity $\tau_{1}$ is computed for different grain sizes with the optical data set by Rouleau. In the lower panel, $\tau_{1}$ versus the mass-loss rate is shown. The models are plotted for one selected TP-AGB track in the carbon phase with $M=2 \mathrm{M}_{\odot}$, $Z=0.004$.


Figure 12. The same as the lower panel of Fig. 11 but for different optical data sets and $a_{\mathrm{amC}} \sim 0.1 \mu \mathrm{~m}$.
best reproduces the observed CCDs. We also quantify the deviation between our models and the observations. We perform this study employing several colours since they are independent of the intrinsic stellar luminosity and distance and they sample different parts of the SED of C-stars.

The observed sample of TP-AGB stars selected for the comparison with our models is taken from the catalogue of cool evolved stars in the SMC presented by Boyer et al. (2011). The photometric data used by Boyer et al. (2011) is a co-addition of two epochs of SAGE-SMC data, together with a third epoch from the $\mathrm{S}^{3} \mathrm{MC}$ where the coverage overlaps. The SAGE-SMC survey has uniformly imaged the SMC bar, wing and tail regions and the resulting catalogue includes optical to far-IR photometry: UBVI photometry from the Magellanic Cloud Photometric Survey (Zaritsky et al. 2002), JHKs photometry from 2MASS and the InfraRed Survey Facility (Kato et al. 2007), MIR photometry from Spitzer's Infrared Array Camera (IRAC) (Fazio et al. 2004) and far-IR photometry from multiband imaging photometer for Space Infrared Telescope Facility (Rieke et al. 2004).

According to a set of colour-magnitude cuts in NIR and MIR CMDs, Boyer et al. (2011) classified the sample of TP-AGB stars in C-stars, M-stars, anomalous oxygen-rich and extreme (x-) stars. The majority of x-stars is probably carbon-rich (van Loon et al. 1997, 2006, 2008; Matsuura et al. 2009). C-stars and M-stars are selected using colour-magnitude cuts in the $J-K_{\mathrm{s}}$ versus $K_{\mathrm{s}} \mathrm{CMD}$, following the same approach of Cioni et al. (2006a,b). Due to the dust extinction, the population of x -stars is identified through MIR colours. In particular, the sources classified as $x$-stars are brighter than the $3.6 \mu \mathrm{~m}$ tip of the red giant branch and redder than $J-$ [3.6] $=3.1$ mag. The most dust-enshrouded sources with no NIR detection are included in the sample of $x$-stars if they are brighter than the $3.6 \mu \mathrm{~m}$ tip of the red giant branch and their [3.6] - [8] colour is redder than 0.8 mag. We refer to Section 3 in Boyer et al. (2011) for a detailed description of the classification scheme and the criteria adopted to minimize the contamination from young stellar objects and unresolved background galaxies. For this study, we select C - and x -stars.

The selected colours for the calibration are $J-K_{\mathrm{s}}$, [3.6] [8.0], $J-$ [3.6], $J-$ [8.0], $K_{\mathrm{s}}-$ [3.6] and $K_{\mathrm{s}}-$ [8.0] in the entire
$J-K_{\mathrm{s}}$ range, plus [5.8] - [8.0] and [3.6] - [4.5] for stars with $J-K_{\mathrm{s}} \gtrsim 2.5$, dominated by dust emission. We select the observed stars for which the photometry is available in all these bands. We include the [5.8] - [8.0] and [3.6] - [4.5] colours only in the dustdominated cases because the spectra of less dust-rich stars are more affected by $\mathrm{C}_{3}$ absorption features between 4 and $6 \mu \mathrm{~m}$ (Sloan et al. 2015). These features are not reproduced by the available opacity data (see fig. 10 of Jørgensen, Hron \& Loidl 2000). A thorough study of C-stars spectra in the wavelength range between 4 and $6 \mu \mathrm{~m}$ will be the subject of an upcoming paper (Aringer et al., in preparation). We exclude colours of the $V$ band from the study, since this band experiences large variability during the pulsation cycle of the star and depends on the epoch of observation (Nowotny et al. 2011). We also exclude from the present investigation colours including the $24 \mu \mathrm{~m}$ flux since our calibration is only focused on carbon dust and does not take into account MgS dust which might be relevant at this wavelength (Hony, Waters \& Tielens 2002; Lombaert et al. 2012). The emission properties and colours at $24 \mu \mathrm{~m}$ will be analysed separately in a forthcoming paper (Nanni et al., in preparation). The NIR and MIR colours of our models are computed for the 2MASS and IRAC filters.

In order to compare the results of the simulations with the observations, we divide the observed sample of C - and x -stars into five bins according to their $J-K_{\mathrm{s}}$ colour, for which the average values are $\left(J-K_{\mathrm{s}}\right)_{\mathrm{av}} \sim 1.5,2.2,3.0,3.7,4.5$. The number of observed stars in the five bins are $N_{\text {obs, stars }}=1630,212,117,43,10$. Each observed star in a certain $J-K_{\mathrm{s}}$ colour bin, occupies a given position in the space of parameters defined by the colours considered. Therefore, for each bin in $J-K_{\mathrm{s}}$, we compute the average values of the other colours for the observed stars. In each $J-K_{\mathrm{s}}$ bin and for each colour, we therefore compute the deviation of the TP-AGB models from the average observed value, normalized by the dispersion of the observed data, $\sigma_{\mathrm{c}, \text { obs }}$ :
$\sigma_{\mathrm{c}}=\sqrt{\frac{\sum_{\text {model }} \frac{\left(x_{\text {model }}-x_{\mathrm{av}}\right)^{2}}{\sigma_{\mathrm{c} \text { obs }}}}{N_{\text {model }}}}$,
where the sampled models along the TP-AGB tracks are equally weighed in the calculation. The total deviation of the simulated points for all the colours will be
$\sigma=\frac{\sum_{c} \sigma_{\mathrm{c}}}{N_{\mathrm{c}}}$,
where $N_{\mathrm{c}}$ is the number of colours considered. This value will be shown in the Figs 13 and 14. Clearly, the best-performing models are the ones with low values of the normalized $\sigma$ and in any case they should not be far from $\sigma=1$.

### 5.2 Results

The deviations between observed data and models for some selected data sets are summarized in the tables of the Appendix. The data sets listed are Rouleau, Jaeger400, Jaeger600, Jaeger 1000 and Hanner with $0.035 \lesssim a_{\mathrm{amC}} \lesssim 0.7 \mu \mathrm{~m}$.

Larger values of $\sigma$ are usually obtained for $a_{\mathrm{amC}} \gtrsim 0.2 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$, especially for $J-K_{\mathrm{s}} \gtrsim 3$. In Fig. 13, the trend of $\sigma$ as a function of the grain size obtained for the TP-AGB tracks listed in Table 2 is shown for different optical data sets. As an example, the results are plotted for heavily dust-enshrouded CSEs ( $J-K_{\mathrm{s}} \sim 3$ ). The deviations between observed data and models


Figure 13. Deviation between observed data and models computed through equations (21) and (22) as a function of the typical grain size obtained for the TP-AGB models listed in Table 2 in the $J-K_{\mathrm{s}} \sim 3$ bin. The results are not plotted for Jaeger 1000 and Hanner with $a_{\text {amC }} \sim 0.7 \mu \mathrm{~m}$, because, for these combinations of the parameters, none of the TP-AGB models fall in the $J-K_{\mathrm{s}} \sim 3$ bin.
are usually large for Zubko3 optical data set, independently of the final grain size.
For all the data sets shown, the values of $\sigma$ are larger for $a_{\mathrm{amc}} \gtrsim$ $0.2 \mu \mathrm{~m}$ than for smaller grains. In general, the deviation between observations and models tends to be larger for increasing values of the grain size for any choice of the optical data set, except for Jaeger 400 . However, Jaeger 400 with $a_{\text {amc }} \sim 0.5,0.7 \mu \mathrm{~m}$ does not well reproduce the observations for stars with $J-K_{\mathrm{s}} \gtrsim 4$ (see also Figs 16-21 and Table A2 in the Appendix). Moreover, it performs worse than grains of $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$.
Now, we briefly discuss the performance of the individual optical data sets, referring to the tables in the Appendix.
For the Rouleau data set, the best agreement between observations and models is obtained for $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$, except for $J-K_{\mathrm{s}} \gtrsim 4$. For this large value of the $J-K_{\mathrm{s}}$, the best agreement between observations and models is obtained with grains of $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}(\sigma \sim 0.5)$. The typical value of the grain size reproducing the colours in almost the entire $J-K_{\mathrm{s}}$ range, $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$, is in good agreement with the one obtained in complete hydrodynamical simulations by Mattsson et al. (2010), in which the same optical data have been used.
For Jaeger 400, the best agreement is usually achieved for grains of $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$. For larger grain sizes the results are worse in the reddest bin, for which the best agreement is obtained with $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}$, with $\sigma \sim 1$.
For Jaeger600, the best performance is usually obtained for grains of $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}$, for all the value of $J-K_{\mathrm{s}}$, except for $J-K_{\mathrm{s}}$ $\sim 1.5$. However, for the reddest bin in $J-K_{\mathrm{s}}$ the Jaeger600 data set shows $\sigma \gtrsim 1.8$ for all the grain sizes.

For Jaeger 1000, the observations are well reproduced by $a_{\mathrm{amC}} \sim$ $0.06 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$. However, for $J-K_{\mathrm{s}} \gtrsim 4$, there are not large differences in the value of $\sigma$ computed with $0.035 \lesssim a_{\mathrm{amC}} \lesssim 0.12 \mu \mathrm{~m}$, but we obtain always that $\sigma>1$.
For the Hanner data set, a good agreement is obtained for grains of $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$.


Figure 14. Deviations between observed data and models computed through equations (21) and (22) as a function of $J-K_{\mathrm{s}}$. The value of $\sigma$ is computed for TP-AGB models listed in Table 2, selected along the TP-AGB tracks as described in Section 4. In the upper panel, some combinations of optical data sets and grain sizes which poorly reproduce the observations are shown, while in the lower panel some of the well-performing combinations are plotted.

From the above description, we can derive a few relevant trends. We confirm, as also anticipated in Section 3, that differences in the final grain size mostly affect the colours corresponding to the largest $J-K_{\mathrm{s}}$. The stars in the reddest bin $\left(J-K_{\mathrm{s}} \gtrsim 4\right)$ are reproduced well only by some combinations of optical data sets and grain sizes. Namely, Rouleau with $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}(\sigma \sim 0.5)$ and Hanner with $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}(\sigma \sim 0.7)$. We also note that the Rouleau data set with $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$ performs well for all the other values of $J-K_{\mathrm{s}}$.

In summary, we may draw the conclusion that the majority of carbon grains is likely to have a grains of $0.035 \lesssim a_{\mathrm{amC}} \lesssim 0.12 \mu \mathrm{~m}$, except for the reddest stars, for which the grains tend to be smaller ( $0.035 \lesssim a_{\text {amc }} \lesssim 0.06 \mu \mathrm{~m}$ ).

The colours of stars with $J-K_{\mathrm{s}} \lesssim 1.5$ are less sensitive to the size of the dust grains.

The results obtained with the Rouleau data set, for which the reddest stars form smaller grains, suggest the possible existence of


Figure 15. The same as in the lower panel of Fig. 14, but for the optical data sets similar to Jaeger 1000 and $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$.
a trend between the mass-loss rate and/or the carbon excess with the grain size. The dependence of the number of seeds on the massloss rate and/or the carbon excess might reflect the competition between nucleation and accretion on dust grains, for increasingly dense CSEs in which smaller and more numerous dust grains might be produced. We suggest that our adopted linear relation between the number of seeds and carbon excess, expressed by equation (16), might have to be revised introducing a power law of the carbon excess and/or including a dependence on the mass-loss rate.

The values of $\sigma$ as a function of $J-K_{\mathrm{s}}$ for some selected combinations of optical data sets and grain sizes are compared in the two panels of Fig. 14. The bad performing combinations are plotted in the upper panel, while the ones in good agreement with the observations are shown in the lower panel. For $J-K_{\mathrm{s}} \lesssim 2.2$, the performances of the data sets in the two panels are roughly comparable, except for Zubko3 with $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$ and Rouleau with $a_{\mathrm{amC}} \sim 0.5 \mu \mathrm{~m}$, for which $\sigma>1.5$ for all the values of $J-K_{\mathrm{s}}$. For the reddest bins ( $J-K_{\mathrm{s}} \gtrsim 3$ ), the values of $\sigma$ for the combinations in the upper panel are always larger than the ones obtained for the models in the lower panel for which $\sigma<1.5$ for all the $J-K_{\mathrm{s}}$.

In the lower panel of Fig. 14, Jaeger 400 data set, characterized by high $\mathrm{sp}^{2} / \mathrm{sp}^{3}$ ratio, always shows a better agreement with the observations than Jaeger 1000 for $J-K_{\mathrm{s}} \lesssim 2$. This trend suggests that carbon grains with more graphite-like structure might be preferred to diamond-like ones, for low values of mass-loss rate. In Fig. 15, we compare the optical data sets similar to Jaeger1000. Among these data sets, a good agreement between observations and models is obtained for Zubko1 and Zubko2 with $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$ for all the values of $J-K_{\mathrm{s}}$. However, also for these two data sets, the reddest stars show larger values of $\sigma(\sim 0.8)$ than for the Rouleau data set with $a_{\text {amc }} \sim 0.06 \mu \mathrm{~m}$.

The indication we derive in this investigation - smaller grains in more evolved and redder stars - is not in line with the results obtained in other works, in which the optical constants by Hanner (1988) are adopted a priori, without a calibration of the most suitable data set and grain size (Ventura et al. 2016, and references therein). In particular, their typical size of carbon grains is larger for more evolved, redder stars (up to $0.2 \mu \mathrm{~m}$ or $0.3 \mu \mathrm{~m}$, for heavily dustenshrouded C-stars in the SMC and Large MC, respectively). These differences are likely due to the different assumptions regarding the


Figure 16. $J-K_{\mathrm{s}}$ versus [3.6] - [8.0] CCDs for the observed sample of C- (red pentagons) and x -stars (open green circles) superimposed with the average value for models obtained with different optical data sets and grain size, listed in the top left. The computations have been performed by employing the TP-AGB tracks listed in Table 2. Full blue circles represent the average values of the observed stars. The combinations of optical data sets and grain sizes are the same of Fig. 14.
starting number of seeds, which does not scale with the carbon excess in Ventura's works, and to different prescriptions of the TP-AGB phase.

In Figs 16-21, we show some representative observed CCDs superimposed with the average values (arithmetic means) obtained for our sampled TP-AGB models in each bin in $J-K_{\mathrm{s}}$. Average values of the observed data in the different $J-K_{\mathrm{s}}$ bins are also shown (filled blue circles). We employ the same combinations of optical data sets and typical grain sizes as in Fig. 14, producing poor (upper panel) and good (lower panel) agreement with the observations.
Even if only some selected examples of CCDs are shown, the results obtained from the analysis of the $\sigma$ values are confirmed by all the CCDs included in our study. In fact, the methodology we described in the previous section reproduces the selected colours simultaneously.


Figure 17. The same as in Fig. 16 but for $J-K_{\mathrm{s}}$ versus $J-[3.6]$.

Some combinations of the optical data set and grain sizes show a good agreement with the observed data in some CCDs, but fail to reproduce the observations in others. For example, models computed with Hanner data set and with $a_{\mathrm{amC}} \sim 0.12,0.2 \mu \mathrm{~m}$ show a reasonably fair agreement with the observations in the $J-K_{\mathrm{s}}$ versus $J-$ [3.6] CCD (Fig. 17), but show a very poor agreement in the $J-K_{\mathrm{s}}$ versus[3.6] - [8.0] and $J-K_{\mathrm{s}}$ versus $J-$ [8.0] CCDs (Figs 16 and 18). Another example are the models computed with Zubko3 and $a \sim 0.12 \mu \mathrm{~m}$, which seem to very well reproduce the observed data in the [5.8]-[8.0] versus [3.6] - [4.5] CCD (Fig. 21), but perform very poorly in several other CCDs $\left(J-K_{\mathrm{s}}\right.$ versus[3.6] - [8.0], $J-K_{\mathrm{s}}$ versus $J-$ [8.0], $J-K_{\mathrm{s}}$ versus $K_{\mathrm{s}}-$ [8.0], in Figs 16, 18 and 20).
The examples reported, highlight again the importance of considering many colours to be reproduced simultaneously, without restricting the analysis to individual CCDs.
All the combinations with $a_{\mathrm{amC}} \gtrsim 0.2 \mu \mathrm{~m}$ (upper panels of the figures) show significant differences between synthetic and observed colours in at least one of the CCDs. Models computed for the Hanner and Rouleau data sets with $a_{\mathrm{amC}} \sim 0.2 \mu \mathrm{~m}$, show too low values of the [3.6] - [8.0], $J-[3.6], J-[8.0], K_{\mathrm{s}}-[3.6], K_{\mathrm{s}}-[8.0]$


Figure 18. The same as in Fig. 16 but for $J-K_{\mathrm{s}}$ versus $J-$ [8.0].
colours for all the values of $J-K_{\mathrm{s}}$ (Figs 16-20). On the other hand, the results for Zubko3 with $a_{\mathrm{amC}} \sim 0.5 \mu \mathrm{~m}$ show too red colours in these bands for a given value of $J-K_{\mathrm{s}}$. Jaeger 400 with $a_{\mathrm{amC}} \sim$ $0.5 \mu \mathrm{~m}$ performs reasonably well in some of the CCDs but it is not reproducing the bulk of data in the $J-K_{\mathrm{s}}$ versus $K_{\mathrm{s}}-$ [8.0] and $J-K_{\mathrm{s}}$ versus[3.6] - [8.0], for which it shows too low values of the [3.6] - [8.0] and $K_{\mathrm{s}}-[8.0]$ colours for a given $J-K_{\mathrm{S}}$ (Figs 16 and 20).

Conversely, in the lower panels of the figures, all the CCDs show a good agreement between the selected models and the observations. The $J-K_{\mathrm{s}}$ versus $J-$ [3.6] and $J-$ [8.0] CCDs in Figs 17 and 18 are characterized by a particularly tight correlation which is very nicely reproduced by the models shown.

For the models obtained by employing the Rouleau data set with $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}, J-K_{\mathrm{s}}$ versus [3.6] - [8.0] in Fig. 16 shows too small values of [3.6] - [8.0] colour for $J-K_{\mathrm{s}} \sim 4.5$, which is instead well reproduced by models with smaller grains and the same optical data set. The shift to larger values of the [3.6] - [8.0] colour obtained by decreasing the grain size for the Rouleau data set, can be qualitatively explained by referring to our initial investigation shown in Fig. 4. Considering a fixed value of $\tau_{1} \sim 5$ with


Figure 19. The same as in Fig. 16 but for $J-K_{\mathrm{s}}$ versus $K_{\mathrm{s}}-$ [3.6].
$J-K_{\mathrm{s}} \sim 4$, a variation in the grain size from $\sim 0.1$ to $0.05 \mu \mathrm{~m}$ produces a shift in the [3.6] - [8.0] colour of about 0.4 mag , which is required to better reproduce the observed trend in the $J-K_{\mathrm{s}}$ versus [3.6] - [8.0] CCD.

All the trends found in our calculations can be qualitatively understood through the analysis presented in Section 3.1. As an example, we focus on the $J-K_{\mathrm{s}}$ versus [3.6] - [8.0] CCDs in Fig. 16 for the reddest models, and we compare the results for two different data sets (Rouleau and Zubko3) with the same grain size $a_{\mathrm{amC}} \sim$ $0.12 \mu \mathrm{~m}$. In Fig. 6, for $a_{\mathrm{amC}}=0.1 \mu \mathrm{~m}$ and $\tau_{1}=10$, the $J-K_{\mathrm{s}}$ colour is redder for Rouleau than for Zubko3 data set, but the [3.6] - [8.0] colours are similar. As a consequence, for this grain size, we expect redder colours in the $J-K_{\mathrm{s}}$ for Rouleau than for Zubko3 for the same [3.6] - [8.0].

For Jaeger400 the [3.6] - [8.0] colour remains about the same for all the grain sizes shown in Fig. 6, while the $J-K_{\mathrm{s}}$ colour is larger for larger grains. This results in a corresponding shift of the models from $a_{\mathrm{amC}} \sim 0.5$ to $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$ to lower values of $J-K_{\mathrm{s}}$ for a given [3.6] - [8.0].

From Fig. 4, it is possible to understand the trend with the grain size for the Rouleau data set. For the reddest models $\left(\tau_{1}=10\right)$, from


Figure 20. The same as in Fig. 16 but for $J-K_{\mathrm{S}}$ versus $K_{\mathrm{S}}-$ [8.0].
$a_{\mathrm{amC}}=0.05$ to $0.2 \mu \mathrm{~m}$, the $J-K_{\mathrm{s}}$ colours remain approximately the same, while the models become less red in the [3.6] - [8.0] colour. As a consequence in Fig. 16, for a given value of the $J-K_{\mathrm{s}}$ colour, we find that the [3.6] - [8.0] colour becomes less red from $a_{\mathrm{amC}} \sim 0.06$ to $0.2 \mu \mathrm{~m}$. On the other hand, for $a_{\mathrm{amC}}=0.4 \mu \mathrm{~m}, J-$ $K_{\mathrm{s}}$ has about the same value as for $a_{\mathrm{amC}}=0.2 \mu \mathrm{~m}$, but the [3.6] [8.0] colour is almost 1 mag larger for $a_{\mathrm{amc}}=0.4 \mu \mathrm{~m}$. Therefore, in the upper panel of Fig. 16, for the same value of $J-K_{\mathrm{s}}$, the colours are shifted to redder [3.6] - [8.0] from $a_{\mathrm{amC}} \sim 0.2 \mu \mathrm{~m}$ to $0.5 \mu \mathrm{~m}$ for the Rouleau data set.

In Fig. 22, the deviations between models and observations averaged in all the bins, $\langle\sigma\rangle$, are shown for the different combinations of grain sizes and optical data sets. This figure summarizes which combinations best reproduce the selected colours simultaneously for all the values of $J-K_{\mathrm{s}}$. The combinations of optical data sets and grain size which do not produce models at least in one of the bins have not been plotted (see also the tables in the Appendix). The results plotted in Fig. 22 are in agreement with the conclusions we draw in the previous discussion. In particular, the overall agreement between observations and models for all the values of $J-K_{\mathrm{s}}$ is reached for some optical data sets with $a_{\mathrm{amC}} \lesssim 0.1 \mu \mathrm{~m}$,


Figure 21. The same as in Fig. 16 but for [5.8] - [8.0] versus
[3.6] - [4.5].


Figure 22. Deviations between models and observations for the different combinations of grain sizes and optical data sets. The value of $\langle\sigma\rangle$ is the average of $\sigma$ in all the bins.
while the discrepancy between observations and models tend to increase with the grain size for a given optical data set. Some of the optical data sets perform comparably well, i.e. Zubko2, Hanner, Jaeger 400 , Jaeger 1000 and Rouleau data sets with $a_{\mathrm{amC}} \lesssim 0.06 \mu \mathrm{~m}$. On the other hand, some of the data sets are never in good agreement with the observations (see for example Jaeger600).

To test the sensitivity of our results to the adopted bin sampling, we perform the same analysis dividing the $J-K_{\mathrm{s}}$ range in five logarithmic bins. The average values of $J-K_{\mathrm{s}}$ are $\left(J-K_{\mathrm{s}}\right)_{\mathrm{av}} \sim 1.3$, 1.7,2.4,3.1, 4.1 with $N_{\text {obs, stars }}=864,849,138,130,31$, respectively. Doing that, a larger number of observed stars populates now the reddest bins ( $J-K_{\mathrm{s}} \gtrsim 3$ ). Nevertheless, the previously described trends are recovered and no significant difference arises.

Our best-performing combinations of optical constants and grain sizes will be tested in future works by employing complete simulations of stellar populations rather than models selected along the TP-AGB tracks. By employing complete stellar populations syntheses, the quantity $\sigma$ will be correctly weighted for the number of TP-AGB stars in the different bins.

## 6 SUMMARY AND CONCLUSIONS

This paper is aimed at putting further astrophysical constraints on the sets of carbonaceous dust grain optical properties found in the literature. For this purpose, we couple our recent TP-AGB models (Bressan et al. 2012; Marigo et al. 2013; Rosenfield et al. 2014, 2016) with dust formation (Nanni et al. 2013, 2014) and a RT code (Groenewegen 2012). For the first time, we carry out a systematic analysis of the performance of different optical data sets and grain sizes compared with observations of C- and x -stars in the SMC (Boyer et al. 2011).

The main conclusions of our analysis of dusty CSEs are summarized as follows.
(i) For a fixed value of $\tau_{1}$, different grain sizes produce a considerable change in the final colours (up to two magnitudes), which are larger for more dust-enshrouded CSEs.
(ii) For a fixed value of $\tau_{1}$, the differences in the final colours obtained by selecting different optical data sets is remarkable (up to 4 mag in the most extreme case analysed), especially for the reddest stars.
(iii) The assumption underlying our dust formation scheme yields a typical grain size which is mostly determined by the choice of the initial number of available seeds, with a modest dependence on the variation of stellar parameters. This result is in agreement with hydrodynamical simulations by Mattsson et al. (2010).
(iv) The dust temperature at the boundary of the dust formation zone is strongly affected by the choice of the optical data set.
(v) The final value of $\tau_{1}$ is also affected by the final grain size and optical data set.

Using a least-squares minimization method, we derived the combinations of optical data sets and final grain sizes that best reproduce simultaneously the observed NIR and MIR colours of the models along the TP-AGB tracks. As expected, the performance of different optical grain properties is tightly coupled with their size. In particular, we conclude what follows.
(i) Some of the combinations of data sets and grain sizes performing well in a specific CCD can yield poor results in other diagrams.
(ii) The colours considered are best reproduced by small grains of $0.035 \lesssim a_{\mathrm{amC}} \lesssim 0.12 \mu \mathrm{~m}$ rather than by large ones $a_{\mathrm{amC}} \gtrsim 0.2 \mu \mathrm{~m}$.

Independently of the optical data set adopted, larger grains are never able to reproduce all the observed colours for all ranges considered, which makes our results robust.
(iii) Models computed by employing the optical data set by Rouleau \& Martin (1991) and with grain size $a_{\mathrm{amC}} \sim 0.12 \mu \mathrm{~m}$ reproduce the observed colours for almost all the ranges well, except for the reddest bin (with $J-K_{\mathrm{s}} \gtrsim 4$ ). For these heavily dust-enshrouded objects, the best agreement with data is achieved for a smaller grain size of $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$.

Also the other data sets tend to show a better agreement with the observed stars in the reddest bin if the grain size becomes smaller. This finding suggests a possible inverse trend between the carbon grain size and the mass-loss rate and/or the carbon excess.
(iv) Models computed with the optical data sets Jaeger400, Jaeger1000, Zubko1 and Zubko2 with $a_{\mathrm{amC}} \sim 0.06 \mu \mathrm{~m}$ are also in good agreement with observations in the entire colour ranges. However, for the reddest stars, they perform worse than models computed with Rouleau data set and with $a_{\text {amC }} \sim 0.06 \mu \mathrm{~m}$ and Hanner with $a_{\mathrm{amC}} \sim 0.035 \mu \mathrm{~m}$.
(v) The better agreement of the models computed with Jaeger 400 rather than Jaeger 1000 for $J-K_{\mathrm{s}} \lesssim 3$ suggests that carbon grains might be characterized by the presence of more graphite-like bounds in their structure in stars with low mass-loss.

In the future investigations, we will extend our analysis to other samples of stars in galaxies with different metallicity and to different spectral types, as M-stars (Nanni et al. in preparation).

Further comparisons between modelled and observed expansion velocities of TP-AGB stars will help in constraining the most suitable carbon data set and final grain size of amC produced in C -stars.

The revised dust formation model here presented will be an essential ingredient in complete stellar population simulations performed by the trilegal code (Girardi et al. 2005), and will soon be included in our theoretical isochrones (Marigo et al. submitted).
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## APPENDIX A

Table A1. Deviations between observations and models for the Rouleau data set and different grain sizes. The deviations are listed for the individual colours (equation 21) and for all the colours ( $\sigma$ in equation 22). Dashes are used when the colour is not taken into account for the calculation of the total $\sigma$. The acronym ' $\mathrm{ns}=$ no stars' is adopted when no models are in the range of $J-K_{\mathrm{s}}$ reported in the header of the table.

| Opacity set | Rouleau |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 1.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.1 \lesssim J-K_{\mathrm{s}} \lesssim 1.9$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=1630 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.1 | 1.5 | 1.5 | 1.6 | 1.5 | 1.3 | - | - | 1.4 |
| 0.06 | 1.0 | 1.3 | 1.3 | 1.4 | 1.4 | 1.4 | - | - | 1.3 |
| 0.12 | 0.94 | 0.91 | 1.1 | 1.1 | 1.4 | 1.5 | - | - | 1.1 |
| 0.2 | 1.1 | 0.86 | 1.2 | 1.0 | 1.5 | 1.7 | - | - | 1.2 |
| 0.3 | 1.2 | 1.1 | 1.3 | 1.1 | 1.5 | 1.7 | - | - | 1.3 |
| 0.5 | 1.5 | 1.7 | 1.5 | 1.5 | 1.3 | 1.4 | - | - | 1.5 |
| 0.7 | 1.4 | 3.9 | 3.8 | 5.4 | 4.3 | 2.9 | - | - | 3.6 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 2.2 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.9 \lesssim J-K_{\mathrm{s}} \lesssim 2.7$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=212 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 0.88 | 0.87 | 0.72 | 0.86 | 0.66 | 0.49 | - | - | 0.75 |
| 0.06 | 0.87 | 0.90 | 0.74 | 0.86 | 0.67 | 0.50 | - | - | 0.76 |
| 0.12 | 0.87 | 0.75 | 0.64 | 0.62 | 0.55 | 0.50 | - | - | 0.65 |
| 0.2 | 0.80 | 0.71 | 0.84 | 0.66 | 0.89 | 0.93 | - | - | 0.81 |
| 0.3 | 0.86 | 0.75 | 0.895 | 0.66 | 0.93 | 1.0 | - | - | 0.85 |
| 0.5 | 1.0 | 2.5 | 1.9 | 3.2 | 2.0 | 1.1 | - | - | 1.9 |
| 0.7 | 1.1 | 3.9 | 3.8 | 5.4 | 4.4 | 3.0 | - | - | 3.6 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.0 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $2.7 \lesssim \underset{\substack{ \\\sigma_{J-K_{\mathrm{s}}}}}{ } \lesssim K_{\mathrm{s}} \lesssim 3.4$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=117 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.3 | 1.0 | 1.3 | 0.83 | 1.2 | 0.62 | 0.61 | 0.69 | 0.94 |
| 0.06 | 1.4 | 1.4 | 1.8 | 1.1 | 1.7 | 0.88 | 0.98 | 0.93 | 1.3 |
| 0.12 | 1.6 | 0.90 | 0.97 | 0.46 | 0.67 | 0.44 | 0.51 | 0.33 | 0.73 |
| 0.2 | 1.2 | 0.96 | 1.9 | 0.95 | 2.2 | 1.7 | 1.1 | 1.2 | 1.4 |
| 0.3 | 1.2 | 0.98 | 2.1 | 0.96 | 2.4 | 1.9 | 1.3 | 1.3 | 1.5 |
| 0.5 | 1.3 | 2.5 | 2.7 | 3.2 | 3.4 | 0.94 | 0.63 | 1.5 | 2.0 |
| 0.7 | 1.1 | 3.2 | 5.2 | 4.2 | 6.8 | 3.5 | 1.2 | 4.6 | 3.7 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.7 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $3.4 \lesssim J-K_{\mathrm{s}} \lesssim 4.2$ | $\begin{gathered} N_{\text {obs, stars }}=43 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.3 | 1.2 | 1.7 | 1.0 | 1.6 | 1.4 | 1.2 | 1.0 | 1.3 |
| 0.06 | 1.7 | 1.1 | 1.5 | 0.70 | 1.2 | 1.1 | 0.99 | 0.88 | 1.1 |
| 0.12 | 1.2 | 0.70 | 1.1 | 0.51 | 1.2 | 1.3 | 0.76 | 0.74 | 0.93 |
| 0.2 | 0.98 | 1.0 | 2.0 | 1.2 | 2.5 | 2.5 | 1.4 | 1.7 | 1.7 |
| 0.3 | 1.0 | 0.87 | 1.8 | 0.93 | 2.3 | 2.6 | 1.5 | 1.7 | 1.6 |
| 0.5 | 0.97 | 2.8 | 3.1 | 3.4 | 3.8 | 1.4 | 0.50 | 2.0 | 2.2 |
| 0.7 | 1.0 | 1.7 | 3.1 | 2.5 | 4.3 | 3.7 | 1.3 | 3.4 | 2.6 |
| $J-K_{\text {sav }} \sim 4.5$ | $4.2 \lesssim J-K_{\mathrm{s}} \lesssim 5.0$ | $N_{\text {obs, stars }}=10$ |  |  |  |  |  |  |  |
| $a_{\text {amC }}(\mu \mathrm{m})$ | $\sigma_{J-K_{\mathrm{s}}}$ | $\sigma_{J-[3.6]}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{S}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.3 | 0.70 | 1.4 | 1.1 | 1.7 | 0.79 | 0.45 | 0.83 | 1.0 |
| 0.06 | 1.1 | 0.29 | 0.47 | 0.56 | 0.64 | 0.46 | 0.27 | 0.45 | 0.53 |
| 0.12 | 0.84 | 0.84 | 2.1 | 0.59 | 1.8 | 1.5 | 0.30 | 0.48 | 1.0 |
| 0.2 | 1.4 | 1.6 | 4.5 | 1.5 | 4.1 | 3.2 | 0.71 | 1.7 | 2.3 |
| 0.3 | 1.2 | 0.88 | 2.4 | 0.53 | 2.3 | 2.8 | 0.71 | 1.2 | 1.5 |
| 0.5 | 1.1 | 3.9 | 4.6 | 3.5 | 4.0 | 0.68 | 0.34 | 1.6 | 2.5 |
| 0.7 | ns |  |  |  |  |  |  |  |  |

Table A2. The same as in Table A1 but for the Jaeger 400 data set.

| Opacity set: | Jaeger400 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 1.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.1 \lesssim J-K_{\mathrm{s}} \lesssim 1.9$ | $\begin{gathered} N_{\text {obs, stars }}=1630 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-\text { [8.0] }}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.0 | 1.0 | 1.6 | 1.5 | 1.9 | 2.0 | - | - | 1.5 |
| 0.06 | 1.0 | 0.82 | 0.94 | 0.75 | 1.1 | 1.4 | - | - | 1.0 |
| 0.12 | 1.1 | 0.78 | 0.89 | 0.79 | 1.2 | 1.4 | - | - | 1.0 |
| 0.2 | 1.2 | 0.81 | 1.1 | 0.91 | 1.4 | 1.7 | - | - | 1.2 |
| 0.3 | 1.2 | 0.96 | 1.2 | 1.0 | 1.5 | 1.7 | - | - | 1.3 |
| 0.5 | 1.4 | 1.4 | 1.6 | 1.3 | 1.5 | 1.6 | - | - | 1.5 |
| 0.7 | 1.6 | 1.7 | 1.6 | 1.5 | 1.4 | 1.3 | - | - | 1.5 |
| $\begin{aligned} & \mathrm{J}-\mathrm{Ks}_{\mathrm{av}} \sim 2.2 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.9 \lesssim J-K_{\mathrm{s}} \lesssim 2.7$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=212 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 0.90 | 0.86 | 1.0 | 0.83 | 1.1 | 1.2 | - | - | 0.99 |
| 0.06 | 0.87 | 0.69 | 0.59 | 0.50 | 0.51 | 0.48 | - | - | 0.61 |
| 0.12 | 0.88 | 0.72 | 0.68 | 0.54 | 0.62 | 0.61 | - | - | 0.67 |
| 0.2 | 0.82 | 0.74 | 0.82 | 0.68 | 0.84 | 0.84 | - | - | 0.79 |
| 0.3 | 0.85 | 0.71 | 0.80 | 0.64 | 0.84 | 0.88 | - | - | 0.79 |
| 0.5 | 0.93 | 0.75 | 0.77 | 0.54 | 0.72 | 0.85 | - | - | 0.76 |
| 0.7 | 0.88 | 0.82 | 0.64 | 0.86 | 0.59 | 0.62 | - | - | 0.73 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.0 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $2.7 \lesssim J-K_{\mathrm{s}} \lesssim 3.4$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=117 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.2 | 0.63 | 1.2 | 0.42 | 1.3 | 1.3 | 1.5 | 0.99 | 1.1 |
| 0.06 | 1.2 | 0.65 | 1.0 | 0.47 | 0.99 | 0.72 | 0.97 | 0.68 | 0.83 |
| 0.12 | 1.1 | 0.67 | 1.1 | 0.62 | 1.3 | 0.93 | 0.54 | 0.88 | 0.90 |
| 0.2 | 1.1 | 0.93 | 1.8 | 0.97 | 2.1 | 1.5 | 0.87 | 1.4 | 1.3 |
| 0.3 | 1.2 | 0.97 | 1.9 | 0.98 | 2.3 | 1.7 | 1.0 | 1.5 | 1.4 |
| 0.5 | 1.3 | 0.87 | 1.3 | 0.62 | 1.4 | 1.3 | 0.88 | 1.1 | 1.1 |
| 0.7 | 1.2 | 2.3 | 2.8 | 2.4 | 3.1 | 1.1 | 0.59 | 1.5 | 1.9 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.7 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $3.4 \lesssim J-K_{\mathrm{s}} \lesssim 4.2$ | $\begin{gathered} N_{\text {obs, stars }}=43 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.2 | 0.44 | 0.86 | 0.35 | 0.75 | 1.5 | 2.0 | 0.63 | 0.96 |
| 0.06 | 0.75 | 0.46 | 0.64 | 0.53 | 0.81 | 0.66 | 0.56 | 0.79 | 0.65 |
| 0.12 | 1.4 | 0.45 | 0.77 | 0.72 | 1.2 | 1.1 | 0.49 | 1.1 | 0.90 |
| 0.2 | 1.1 | 0.89 | 1.7 | 1.2 | 2.3 | 2.2 | 1.1 | 1.8 | 1.5 |
| 0.3 | 1.0 | 0.86 | 1.7 | 1.0 | 2.2 | 2.4 | 1.2 | 1.9 | 1.5 |
| 0.5 | 1.1 | 1.2 | 1.0 | 1.0 | 0.98 | 1.0 | 0.77 | 0.67 | 0.97 |
| 0.7 | 1.5 | 2.1 | 2.4 | 2.1 | 2.6 | 1.3 | 0.69 | 1.2 | 1.7 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 4.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $4.2 \lesssim J-K_{\mathrm{s}} \lesssim 5.0$ | $\begin{gathered} N_{\text {obs, stars }}=10 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.9 | 1.2 | 1.5 | 0.48 | 0.83 | 0.53 | 0.59 | 0.44 | 0.94 |
| 0.06 | 2.1 | 1.1 | 1.7 | 0.73 | 1.4 | 0.86 | 0.52 | 0.64 | 1.1 |
| 0.12 | 1.3 | 1.8 | 3.9 | 1.2 | 3.0 | 2.2 | 0.40 | 1.4 | 1.9 |
| 0.2 | 1.5 | 1.5 | 4.0 | 1.5 | 3.8 | 2.8 | 0.55 | 1.8 | 2.2 |
| 0.3 | 1.5 | 1.4 | 3.6 | 1.0 | 3.2 | 2.7 | 0.54 | 1.6 | 2.0 |
| 0.5 | 2.1 | 2.9 | 2.6 | 1.7 | 1.4 | 1.3 | 0.34 | 0.50 | 1.6 |
| 0.7 | 0.94 | 2.6 | 3.1 | 2.5 | 2.9 | 0.53 | 0.19 | 0.94 | 1.7 |

Table A3. The same as in Table A1 but for the Jaeger600 data set.

| Opacity set: | Jaeger600 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 1.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $\begin{gathered} 1.1 \lesssim J-K_{\mathrm{s}} \lesssim 1.9 \\ \sigma_{J-K_{\mathrm{s}}} \end{gathered}$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=1630 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{S}}-[3.6]}$ | $\sigma_{K_{\mathrm{S}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 0.98 | 0.97 | 1.5 | 1.5 | 1.98 | 1.9 | - | - | 1.5 |
| 0.06 | 1.1 | 0.59 | 1.0 | 0.58 | 1.4 | 1.9 | - | - | 1.1 |
| 0.12 | 1.1 | 0.60 | 0.97 | 0.58 | 1.4 | 1.9 | - | - | 1.1 |
| 0.2 | 1.2 | 0.75 | 1.1 | 0.71 | 1.5 | 2.0 | - | - | 1.2 |
| 0.3 | 1.4 | 1.1 | 1.4 | 0.85 | 1.5 | 1.9 | - | - | 1.4 |
| 0.5 | 1.6 | 1.5 | 1.3 | 1.2 | 1.2 | 1.5 | - | - | 1.4 |
| 0.7 | 1.5 | 2.2 | 1.5 | 2.4 | 1.3 | 1.3 | - | - | 1.7 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 2.2 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.9 \lesssim J-K_{\mathrm{s}} \lesssim 2.7$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=212 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.0 | 0.79 | 0.86 | 0.75 | 0.86 | 1.0 | - | - | 0.89 |
| 0.06 | 1.0 | 0.83 | 1.0 | 0.84 | 1.1 | 1.3 | - | - | 1.0 |
| 0.12 | 0.99 | 0.96 | 1.2 | 1.0 | 1.4 | 1.4 | - | - | 1.2 |
| 0.2 | 0.78 | 0.86 | 1.2 | 1.1 | 1.5 | 1.5 | - | - | 1.2 |
| 0.3 | 0.87 | 0.91 | 1.2 | 0.96 | 1.4 | 1.5 | - | - | 1.1 |
| 0.5 | 0.84 | 0.90 | 0.84 | 0.90 | 0.83 | 1.2 | - | - | 0.91 |
| 0.7 | 0.84 | 2.9 | 2.3 | 4.0 | 2.7 | 1.5 | - | - | 2.4 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.0 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $2.7 \lesssim J-K_{\mathrm{s}} \lesssim 3.4$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=117 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.3 | 0.97 | 1.0 | 0.93 | 0.96 | 0.80 | 1.1 | 0.60 | 0.95 |
| 0.06 | 1.2 | 1.1 | 2.4 | 1.2 | 2.9 | 2.2 | 1.8 | 1.6 | 1.8 |
| 0.12 | 1.2 | 1.2 | 2.6 | 1.4 | 3.3 | 2.4 | 1.9 | 1.7 | 2.0 |
| 0.2 | 1.2 | 1.5 | 3.2 | 1.6 | 3.9 | 3.0 | 2.3 | 2.2 | 2.4 |
| 0.3 | 1.2 | 1.3 | 3.0 | 1.3 | 3.5 | 2.9 | 2.3 | 2.0 | 2.2 |
| 0.5 | 1.1 | 3.1 | 3.0 | 3.6 | 3.6 | 1.1 | 1.4 | 1.5 | 2.3 |
| 0.7 | 1.1 | 4.0 | 5.3 | 4.7 | 6.5 | 2.6 | 0.82 | 4.0 | 3.6 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.7 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $3.4 \lesssim J-K_{\mathrm{s}} \lesssim 4.2$ | $\begin{gathered} N_{\text {obs, stars }}=43 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.1 | 0.84 | 0.80 | 1.0 | 0.94 | 0.75 | 1.1 | 0.46 | 0.88 |
| 0.06 | 1.2 | 0.97 | 2.1 | 1.2 | 2.8 | 3.0 | 2.0 | 1.9 | 1.9 |
| 0.12 | 1.2 | 1.1 | 2.4 | 1.5 | 3.2 | 3.5 | 2.3 | 2.1 | 2.2 |
| 0.2 | 1.2 | 1.2 | 2.7 | 1.6 | 3.6 | 3.9 | 2.6 | 2.4 | 2.4 |
| 0.3 | 1.1 | 0.91 | 2.2 | 1.1 | 2.9 | 3.7 | 2.6 | 2.2 | 2.1 |
| 0.5 | 1.4 | 3.2 | 3.1 | 3.4 | 3.4 | 1.2 | 1.3 | 1.5 | 2.3 |
| 0.7 | 0.85 | 2.2 | 2.9 | 2.8 | 3.8 | 2.3 | 0.48 | 2.9 | 2.3 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 4.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $4.2 \lesssim J-K_{\mathrm{s}} \lesssim 5.0$ | $\begin{gathered} N_{\text {obs, stars }}=10 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.4 | 1.3 | 3.2 | 1.2 | 3.0 | 2.5 | 0.83 | 1.2 | 1.8 |
| 0.06 | 1.8 | 1.4 | 4.5 | 1.4 | 4.3 | 3.6 | 0.97 | 1.8 | 2.4 |
| 0.12 | 1.3 | 2.1 | 6.1 | 1.9 | 5.5 | 4.3 | 1.2 | 2.2 | 3.1 |
| 0.2 | 1.2 | 1.9 | 6.4 | 1.9 | 5.7 | 4.8 | 1.4 | 2.4 | 3.2 |
| 0.3 | 2.1 | 2.5 | 3.0 | 1.4 | 2.6 | 3.6 | 1.1 | 1.5 | 2.2 |
| 0.5 | 0.97 | 4.8 | 4.8 | 4.3 | 4.2 | 0.80 | 0.75 | 1.4 | 2.7 |
| 0.7 | 1.5 | 2.8 | 5.0 | 3.2 | 5.1 | 2.1 | 0.11 | 2.6 | 2.8 |

Table A4. The same as in Table A1 but for the Jaeger 1000 data set.

| Opacity set: | Jaeger1000 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 1.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.1 \lesssim J-K_{\mathrm{s}} \lesssim 1.9$ | $\begin{gathered} N_{\text {obs, stars }}=1630 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{S}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{[5.8]-[8.0]}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.0 | 1.4 | 2.0 | 1.7 | 2.2 | 2.2 | - | - | 1.7 |
| 0.06 | 1.1 | 1.2 | 1.3 | 1.2 | 1.4 | 1.5 | - | - | 1.3 |
| 0.12 | 1.1 | 1.2 | 1.2 | 1.2 | 1.3 | 1.5 | - | - | 1.3 |
| 0.2 | 1.4 | 1.5 | 1.5 | 1.5 | 1.6 | 1.6 | - | - | 1.5 |
| 0.3 | 1.5 | 2.0 | 1.7 | 2.1 | 1.6 | 1.4 | - | - | 1.7 |
| 0.5 | 1.1 | 4.3 | 4.8 | 6.5 | 5.7 | 4.3 | - | - | 4.5 |
| 0.7 | 0.96 | 5.0 | 6.9 | 8.0 | 8.4 | 7.4 | - | - | 6.1 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 2.2 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.9 \lesssim J-K_{\mathrm{s}} \lesssim 2.7$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=212 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{[3.6]-[4.5]}$ | $\sigma$ |
| 0.035 | 1.0 | 0.91 | 1.0 | 0.72 | 1.0 | 1.1 | - | - | 0.98 |
| 0.06 | 0.97 | 0.80 | 0.73 | 0.57 | 0.63 | 0.68 | - | - | 0.73 |
| 0.12 | 0.93 | 0.76 | 0.77 | 0.53 | 0.70 | 0.80 | - | - | 0.75 |
| 0.2 | 0.86 | 0.69 | 0.70 | 0.51 | 0.65 | 0.81 | - | - | 0.70 |
| 0.3 | 1.0 | 2.2 | 1.8 | 2.8 | 1.9 | 1.1 | - | - | 1.8 |
| 0.5 | 0.75 | 4.7 | 5.2 | 6.9 | 6.3 | 4.8 | - | - | 4.8 |
| 0.7 | 0.83 | 4.0 | 5.0 | 6.4 | 6.3 | 5.3 | - | - | 4.7 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.0 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $2.7 \lesssim J-K_{\mathrm{s}} \lesssim 3.4$ | $\begin{gathered} N_{\mathrm{obs}, \mathrm{stars}}=117 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{\mathrm{K}_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{\mathrm{K}_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.2 | 0.71 | 1.1 | 0.42 | 1.1 | 1.0 | 1.4 | 0.75 | 0.96 |
| 0.06 | 1.2 | 0.71 | 1.0 | 0.38 | 0.91 | 0.83 | 0.82 | 0.41 | 0.79 |
| 0.12 | 1.2 | 0.69 | 1.2 | 0.42 | 1.3 | 1.2 | 1.3 | 0.54 | 0.99 |
| 0.2 | 1.3 | 0.87 | 1.4 | 0.63 | 1.4 | 1.3 | 1.4 | 0.65 | 1.1 |
| 0.3 | 1.3 | 3.9 | 4.9 | 4.8 | 6.1 | 2.0 | 1.0 | 2.7 | 3.3 |
| 0.5 | 1.1 | 3.5 | 6.4 | 4.7 | 8.3 | 4.7 | 2.5 | 5.1 | 4.5 |
| 0.7 | ns |  |  |  |  |  |  |  |  |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.7 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $3.4 \lesssim J-K_{\mathrm{s}} \lesssim 4.2$ | $\begin{gathered} N_{\text {obs, stars }}=43 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.2 | 0.63 | 0.89 | 0.29 | 0.73 | 0.95 | 1.6 | 0.31 | 0.82 |
| 0.06 | 1.1 | 0.55 | 0.68 | 0.25 | 0.67 | 0.93 | 0.87 | 0.40 | 0.69 |
| 0.12 | 1.1 | 0.49 | 0.92 | 0.40 | 1.2 | 1.5 | 1.3 | 0.70 | 0.94 |
| 0.2 | 1.1 | 0.84 | 1.1 | 0.74 | 1.2 | 1.6 | 1.5 | 0.76 | 1.1 |
| 0.3 | 1.0 | 3.6 | 4.2 | 4.2 | 5.2 | 2.4 | 0.92 | 2.5 | 3.0 |
| 0.5 | ns |  |  |  |  |  |  |  |  |
| 0.7 | ns |  |  |  |  |  |  |  |  |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 4.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $4.2 \lesssim J-K_{\mathrm{s}} \lesssim 5.0$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=10 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.4 | 1.4 | 2.3 | 0.76 | 1.5 | 0.91 | 0.86 | 0.37 | 1.2 |
| 0.06 | 1.9 | 1.8 | 2.1 | 0.74 | 0.96 | 0.89 | 0.30 | 0.31 | 1.1 |
| 0.12 | 1.4 | 1.0 | 2.2 | 0.36 | 1.8 | 1.9 | 0.63 | 0.642 | 1.3 |
| 0.2 | 1.4 | 3.3 | 3.3 | 2.5 | 2.3 | 0.92 | 0.41 | 0.59 | 1.8 |
| 0.3 | 1.1 | 5.6 | 7.3 | 5.0 | 6.4 | 1.4 | 0.20 | 2.0 | 3.6 |
| 0.5 | ns |  |  |  |  |  |  |  |  |
| 0.7 | ns |  |  |  |  |  |  |  |  |

Table A5. The same as in Table A1 but for the Hanner data set.

| Opacity set: | Hanner |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 1.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.1 \lesssim J-K_{\mathrm{s}} \lesssim 1.9$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=1630 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.1 | 1.1 | 1.3 | 1.1 | 1.4 | 1.5 | - | - | 1.3 |
| 0.06 | 1.1 | 1.1 | 1.2 | 1.0 | 1.3 | 1.4 | - | - | 1.2 |
| 0.12 | 1.1 | 0.97 | 1.1 | 0.95 | 1.3 | 1.5 | - | - | 1.2 |
| 0.2 | 1.2 | 1.2 | 1.4 | 1.1 | 1.5 | 1.7 | - | - | 1.3 |
| 0.3 | 1.4 | 1.7 | 1.5 | 1.7 | 1.5 | 1.4 | - | - | 1.6 |
| 0.5 | 1.1 | 4.3 | 4.9 | 6.6 | 5.8 | 4.4 | - | - | 4.5 |
| 0.7 | 0.95 | 4.9 | 6.9 | 7.9 | 8.4 | 7.5 | - | - | 6.1 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 2.2 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $1.9 \lesssim J-K_{\mathrm{s}} \lesssim 2.7$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=212 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-[3.6]}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 0.97 | 0.77 | 0.67 | 0.53 | 0.55 | 0.53 | - | - | 0.67 |
| 0.06 | 0.99 | 0.80 | 0.72 | 0.55 | 0.62 | 0.62 | - | - | 0.72 |
| 0.12 | 0.93 | 0.78 | 0.78 | 0.60 | 0.74 | 0.76 | - | - | 0.76 |
| 0.2 | 0.84 | 0.72 | 0.84 | 0.61 | 0.85 | 0.93 | - | - | 0.80 |
| 0.3 | 1.0 | 2.1 | 1.7 | 2.7 | 1.8 | 1.1 | - | - | 1.7 |
| 0.5 | 0.77 | 4.6 | 5.3 | 6.9 | 6.4 | 5.1 | - | - | 4.9 |
| 0.7 | 0.85 | 4.0 | 5.2 | 6.4 | 6.5 | 5.5 | - | - | 4.7 |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.0 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $2.7 \lesssim J-K_{\mathrm{s}} \lesssim 3.4$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=117 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.3 | 0.73 | 1.1 | 0.41 | 0.95 | 0.76 | 0.76 | 0.72 | 0.79 |
| 0.06 | 1.3 | 0.73 | 1.2 | 0.44 | 1.1 | 0.94 | 0.94 | 0.94 | 0.88 |
| 0.12 | 1.2 | 0.76 | 1.4 | 0.62 | 1.5 | 1.2 | 1.2 | 1.1 | 1.0 |
| 0.2 | 1.3 | 0.90 | 1.8 | 0.80 | 2.1 | 1.7 | 1.7 | 1.5 | 1.4 |
| 0.3 | 1.1 | 3.5 | 4.1 | 4.4 | 5.1 | 1.4 | 0.80 | 2.0 | 2.8 |
| 0.5 | 1.1 | 3.7 | 6.9 | 4.8 | 8.9 | 5.3 | 5.3 | 2.8 | 4.9 |
| 0.7 | ns |  |  |  |  |  |  |  |  |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 3.7 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $3.4 \lesssim J-K_{\mathrm{s}} \lesssim 4.2$ | $\begin{gathered} N_{\mathrm{obs}, \text { stars }}=43 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.2 | 0.56 | 0.66 | 0.29 | 0.59 | 0.65 | 0.53 | 0.38 | 0.61 |
| 0.06 | 1.2 | 0.55 | 0.77 | 0.37 | 0.83 | 0.92 | 0.73 | 0.48 | 0.73 |
| 0.12 | 1.1 | 0.63 | 1.2 | 0.71 | 1.5 | 1.6 | 1.2 | 0.92 | 1.1 |
| 0.2 | 1.1 | 0.60 | 1.2 | 0.63 | 1.6 | 2.1 | 1.5 | 1.2 | 1.2 |
| 0.3 | 1.1 | 4.0 | 4.6 | 4.7 | 5.6 | 2.3 | 1.0 | 2.4 | 3.2 |
| 0.5 | ns |  |  |  |  |  |  |  |  |
| 0.7 | ns |  |  |  |  |  |  |  |  |
| $\begin{aligned} & J-K_{\mathrm{sav}} \sim 4.5 \\ & a_{\mathrm{amC}}(\mu \mathrm{~m}) \end{aligned}$ | $4.2 \lesssim \underset{\substack{ \\\sigma_{J-K_{\mathrm{s}}}}}{ }$ | $\begin{gathered} N_{\text {obs, stars }}=10 \\ \sigma_{J-[3.6]} \end{gathered}$ | $\sigma_{J-[8.0]}$ | $\sigma_{K_{\mathrm{s}}-\text { [3.6] }}$ | $\sigma_{K_{\mathrm{s}}-[8.0]}$ | $\sigma_{\text {[3.6]-[8.0] }}$ | $\sigma_{\text {[5.8]-[8.0] }}$ | $\sigma_{\text {[3.6]-[4.5] }}$ | $\sigma$ |
| 0.035 | 1.2 | 0.99 | 1.3 | 0.39 | 0.69 | 0.86 | 0.24 | 0.24 | 0.73 |
| 0.06 | 1.9 | 1.5 | 1.5 | 0.49 | 0.651 | 0.76 | 0.25 | 0.22 | 0.91 |
| 0.12 | 1.2 | 1.1 | 2.8 | 0.79 | 2.5 | 2.1 | 0.57 | 0.91 | 1.5 |
| 0.2 | 1.9 | 2.8 | 2.8 | 1.8 | 1.9 | 1.8 | 0.55 | 0.66 | 1.8 |
| 0.3 | 1.2 | 6.3 | 7.8 | 5.6 | 6.7 | 1.1 | 0.14 | 1.8 | 3.8 |
| 0.5 | ns |  |  |  |  |  |  |  |  |
| 0.7 | ns |  |  |  |  |  |  |  |  |

This paper has been typeset from a $\mathrm{T}_{\mathrm{E}} \mathrm{X} / \mathrm{LAT} \mathrm{T}_{\mathrm{E}} \mathrm{X}$ file prepared by the author.
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[^1]:    ${ }^{1}$ The less abundant between the species available in the gas phase to form that type of dust.

