
Mathematical Physics Sector
Scuola Internazionale Superiore di Studi Avanzati

International School for Advanced Studies

Topology of moduli spaces

of framed sheaves

Supervisor Candidate

Prof. Ugo Bruzzo Gharchia Abdellaoui

Submitted in partial fulfillment of the
requirements for the degree of

“Doctor Philosophiæ”

Academic Year 2012/2013





Contents

1 Introduction 7

2 Framed sheaves on projective varieties 11
2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Framed sheaves . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Moduli of framed sheaves on projective surfaces 19
3.1 Construction of the moduli space . . . . . . . . . . . . . . . . . 19
3.2 Uhlenbeck-Donaldson compactification . . . . . . . . . . . . . . 21

4 Bia lynicki-Birula decompositions 25
4.1 Bia lynicki-Birula’s theorem . . . . . . . . . . . . . . . . . . . . . 25
4.2 Decompositions of varieties . . . . . . . . . . . . . . . . . . . . . 27
4.3 Decompositions determined by an n-torus . . . . . . . . . . . . 30

5 Moduli space on the projective plane 33
5.1 Generalities on the moduli space . . . . . . . . . . . . . . . . . . 33
5.2 Torus action and fixed points . . . . . . . . . . . . . . . . . . . 37
5.3 Bia lynicki-Birula decompositions . . . . . . . . . . . . . . . . . 38
5.4 Topological properties . . . . . . . . . . . . . . . . . . . . . . . 40

6 A generalization 45
6.1 Moduli on toric surfaces . . . . . . . . . . . . . . . . . . . . . . 45
6.2 Torus action and fixed points . . . . . . . . . . . . . . . . . . . 46
6.3 Constructing a projective morphism . . . . . . . . . . . . . . . . 48
6.4 Some topological properties . . . . . . . . . . . . . . . . . . . . 51

7 Outlook 53

A Proof using ADHM data 55
A.1 Moduli space on the projective plane . . . . . . . . . . . . . . . 55
A.2 Base of open neighborhoods . . . . . . . . . . . . . . . . . . . . 56

3



4 CONTENTS

A.3 Ut is homotopy equivalent to M(r, n) . . . . . . . . . . . . . . . 57
A.4 π−1(n[0]) is homotopy equivalent to M(r, n) . . . . . . . . . . . 57

B Some useful statements 59

Bibliography 61



Abstract

This thesis is devoted to the study of some topological properties of moduli
spaces of sheaves framed on an irreducible divisor.

As the moduli spaces of framed torsion-free sheaves on projective surfaces
are in general not compact, they are in fact quasi-projective, we are interested
in studying their homotopy type with respect to a compact proper subvariety.

We first perform this study for framed sheaves on the projective plane. We
show that the moduli space M(r, n) of framed torsion-free sheaves on P2 admits
a Bia lynicki-Birula decomposition determined by the torus action. Using this
decomposition we prove that M(r, n) is homotopy equivalent to a compact
irreducible invariant proper subvariety having the same fixed points set.

A generalization to framed sheaves on a nonsingular projective toric surface
S is provided where we assume that there exists a projective morphism of toric
surfaces p : S → P2 of degree 1 and consider the framing sheaf to be supported
on a divisor.

As a result, the moduli spaces M of framed torsion-free sheaves on a non-
singular projective toric surface has the homotopy type of a compact proper
subvariety provided that we have a projective morphism from M onto the mod-
uli space of ideal instantons M0(r, n) on S4 which is equivariant with respect
to the torus action.
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Chapter 1

Introduction

This thesis is devoted to the study of some topological properties of moduli
spaces of framed sheaves. We first perform this study for framed sheaves on the
projective plane. Then a generalization to framed sheaves on a toric variety S
is provided where we assume that there exists a projective morphism of toric
varieties p : S → P2 of degree 1. We will consider the framing sheaf to be
supported on a divisor. As these moduli spaces are in general not compact,
they are in fact quasi-projective varieties, we are interested in studying their
homotopy type with respect to a compact proper subvariety.

Instantons and framed sheaves. The main motivation for the study of
framed sheaves and their moduli spaces comes from physics and precisely from
gauge theory when considering framed instantons. These are self-dual connec-
tions on a principle bundle p : P → X together with a frame that is a point
in the fiber Px on a fixed point x ∈ X.

A result by Donaldson [13] shows that there is a one-to-one correspondence
between anti-self-dual instantons on the sphere S4 framed at {∞} ∈ S4 and
holomorphic bundles on the projective plane P2 framed at the line `∞ ⊂ P2. In-
deed instantons with instanton charge k on S4 correspond to framed holomor-
phic vector bundles on P2 of rank r and second Chern class k. This means that
the moduli space of instantons is isomorphic to the spaceM reg

0 (r, n) parametriz-
ing locally free sheaves on P2 with rank r and second Chern class k.

The moduli space M reg
0 (r, n) is not compact and one can introduce the

Uhlenbeck-Donaldson partial compactification M0(r, n) of M reg
0 (r, n). M0(r, n)

is singular and we have a resolution of singularities π : M(r, n) → M0(r, n)
where M(r, n) is the moduli space of framed torsion-free sheaves on P2 of rank
r and second Chern class c2. The latter moduli space contains M reg

0 (r, n) as an
open subspace.

In [1] Atiyah, Hitchin, Drinfel’d and Manin described the moduli space of
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8 CHAPTER 1. INTRODUCTION

instantons in terms of linear data, the so called ADHM data. The moduli
spaces above admit descriptions in ADHM data. This was generalized for
framed bundles on P2 blown up at a point by King in [26], and for framed
bundles on P2 blown-up along a finite set of points by Buchdahl in [9].

In [20], Henni gave an ADHM description to the moduli spaces of framed
torsion-free sheaves on the projective plane P2 blown-up along a finite set of
points. A similar result was established for framed torsion-free sheaves on
Hirzebruch surfaces by Bartocci, Bruzzo and Rava in [3].

Moduli of framed sheaves. In [22, 23] Huybrechts and Lehn constructed
the moduli space of framed sheaves on projectives curves and surfaces. More
precisely, they gave a notion of stability of framed sheaves and proved the
existence of a fine moduli space of stable framed sheaves on curves and on
surfaces.

In [8] Bruzzo and Markushevich proved that there exists a fine moduli space
of framed sheaves on projective surfaces with ”good framing” and they proved
this moduli space is a quasi-projective scheme.

In [7] Bruzzo, Markushevich and Tikhomirov constructed the Uhlenbeck-
Donaldson compactification for the moduli space of µ-stable framed bundles.
Furthermore, They showed the existence of a projective morphism from the
moduli space of S-equivalence classes of semistable framed sheaves to this
compactification.

Thesis results. In this thesis we will assume that the framing sheaf is trivial
and is supported on an irreducible divisor. We first investigate the case of
the moduli space of framed sheaves M(r, n) on P2. In [34, Theorem 3.5(2)],
Nakajima and Yoshioka stated that M(r, n) is homotopy equivalent to a proper
subvariety π−1(n[0]) but the proof is rather obscure since it refers to papers
which seem not to contain the claimed arguments. We then find interesting
to give in this thesis a detailed proof of the homotopy equivalence. We first
prove that both M(r, n) and π−1(n[0]) admit Bia lynicki-Birula decompositions,
see Theorem 5.3.2 and Theorem 5.3.3. Using these results we show that the
inclusion of π−1(n[0]) in M(r, n) induces isomorphisms of homology groups
with integer coefficients, see Theorem 5.4.2. We then prove that both M(r, n)
and π−1(n[0]) are simply connected, see Lemma 5.4.3 and Lemma 5.4.5. Now
the homotopy equivalence between M(r, n) and π−1(n[0]) follows from the
above results, see Theorem 5.4.6.

Furthermore, we generalize our investigation to the moduli space of framed
sheaves M(S) on toric surfaces S assuming that there exists a projective mor-
phism of toric surfaces p : S → P2 of degree 1. In Theorem 6.3.5 we construct
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a projective morphism from M(S) to M0(r, n) and define a compact subvariety
N of M(S). Afterwards we proceed as in the previous case, namely, we prove
that both M(S) and N admit Bia lynicki-Birula decompositions, see Theorem
6.4.3 and Theorem 6.4.4. Using this results we show that the inclusion of N
in M(S) induces isomorphisms of homology groups with integer coefficients,
see Theorem 6.4.6. We then prove that both M(S) and N are simply con-
nected, see Lemma 6.4.7. Hence the homotopy equivalence between M(S) and
N follows from the above results, see Theorem 6.4.9.

Thesis outline. This thesis is organized as follows.
In chapter 2, we present the basic background on framed sheaves namely

the notion of (semi)stability, µ-(semi)stability of coherent sheaves and their
Jordan-Hölder filtrations. Then we introduce framed sheaves, the different
notions of stability and the Jordan-Hölder filtrations.

In chapter 3 we give a summary on the constructions of moduli spaces of
framed sheaves done by Huybrechts and Lehn [22, 23]. Then we review the
Uhlenbeck-Donaldson compactification constructed by Bruzzo, Markushevich
and Tikhomirov [7] for framed sheaves on projective surfaces.

In chapter 4 we introduce the Bia lynicki-Birula decompositions of an alge-
braic scheme X. Then we restrict ourselves to algebraic varieties with a finite
set of fixed points and study their decompositions.

In chapter 5 we review some results on the moduli space M(r, n) studied
in [33, 34, 35]. Then following the results of chapter 4, we show that M(r, n)
admits a Bia lynicki-Birula plus-decomposition and the union of the minus-
cells builds up π−1(n[0]) that is a compact subvariety of M(r, n). Moreover,
we show that these decompositions are filtrable. Afterwards, we show that the
inclusion of π−1(n[0]) into M(r, n) induces isomorphisms of homology groups
with integer coefficients and a homotopy equivalence between M(r, n) and
π−1(n[0]).

In chapter 6 we generalize this study to the moduli space of framed sheaves
on a toric surface S where we assume that there exists a projective morphism
of toric surfaces p : S → P2 of degree 1.
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Chapter 2

Framed sheaves on projective
varieties

In this chapter we present the basic background on framed sheaves. In section
2.1 we introduce the notion of (semi)stability, µ-(semi)stability of coherent
sheaves and their Jordan-Hölder filtrations. In section 2.2 we introduce framed
sheaves and their homomorphisms. We then present the different notions of
stability for framed sheaves in section 2.2.2, and the Jordan-Hölder filtrations
in section 2.2.2.

2.1 Preliminaries

In this section we collect all the definitions we need to introduce the necessary
background for the following sections. The main reference is the book of
Huybrechts and Lehn [24].

Let X be a Noetherian scheme.

Definition 2.1.1. The dimension of coherent sheaf E on X is the dimension
of its support

Supp(E ) = {x ∈ X | Ex 6= 0}.

Definition 2.1.2. A coherent sheaf E on X is torsion-free if every stalk Ex is
a torsion free OX,x-module; that is fa = 0 for f ∈ OX,x, a ∈ Ex always implies
a = 0 or f = 0.

Definition 2.1.3. A coherent sheaf E on X is said to be pure of dimension d
if for all nontrivial subsheaves F ⊂ E the dimension of F is equal to d.

Definition 2.1.4. For a coherent sheaf E of dimension d, the unique filtration

0 ⊂ T0(E ) ⊂ T1(E ) ⊂ · · · ⊂ Td−1(E ) ⊂ Td(E ) = E

11



12 CHAPTER 2. FRAMED SHEAVES ON PROJECTIVE VARIETIES

is called the torsion filtration, where Ti(E ) ⊂ E is the maximal subsheaf of
dimension ≤ i.

Remark 2.1.5. Note that E is pure of dimension d if and only if Td−1(E ) = 0.
The definition 2.1.2 of a torsion-free sheaf E means that for every point x ∈ X
and a nonzero section f ∈ OX,x, the multiplication gives rise to an injective
homomorphism Ex → Ex. Using the torsion filtration we conclude that for a
torsion-free sheaf Td−1(E ) = 0. Hence the notion of pure sheaf generalizes the
notion of torsion-free sheaf.

Definition 2.1.6. Let m be an integer. A coherent sheaf F is said to be
m-regular, if H i(X,F (m− i)) = 0 for each i > 0.

Let X be a projective scheme over field k. We define the Euler characteristic
of a coherent sheaf E as follows

χ(E ) := (−1)ihi(X,E ),

where hi(X,E ) = dimkH
i(X,E ).

Now fix an ample line bundle O(1) on X, we define the Hilbert polynomial
PE of E by

m 7→ χ(E ⊗ O(m)).

PE can be uniquely written in the form

PE (m) =
dim E∑
i=0

αi(E )
mi

i!
,

where αi(E ) are rational coefficients. For d = dim E the coefficient αd(E ) is
positive and is called the multiplicity of E

Definition 2.1.7. For a coherent sheaf E of dimension d we define its rank as
follows

rk(E ) :=
αd(E )

αi(OX)
.

Definition 2.1.8. For a coherent sheaf E of dimension d the reduced Hilbert
polynomial is defined by

p(E ,m) :=
P (E ,m)

αd(E )
.

Definition 2.1.9. A coherent sheaf E of dimension d is semistable if E is pure
and for any proper subsheaf F ⊂ E one has p(F ) ≤ p(E ). It is said to be
stable if the inequality is strict.
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Proposition 2.1.10 (Proposition 1.2.7 in [24]). Let F and G be semistable
purely d-dimensional coherent sheaves. If p(F ) > p(G ), then Hom(F ,G ) = 0.
If p(F ) = p(G ) and f : F → G is nontrivial, then f is injective if F is stable
and surjective if G is stable. If p(F ) = p(G ) and αd(F ) = αd(G ) then any
nontrivial homomorphism f : F → G is an isomorphism provided F or G is
stable.

Proof. Let f : F → G be a nontrivial homomorphism of semistable sheaves
with p(F ) ≥ p(G ). Let E be the image of f. Then p(F ) ≤ p(E ) ≤ p(G ). This
contradicts the assumption p(F ) > p(G ). If p(F ) = p(G ) it contradicts the
assumption that F is stable unless F is isomorphic to E , and the assumption
that G is stable unless E is isomorphic to G . If F and G have the same Hilbert
polynomial αd(F ) ·p(F ) = αd(G ) ·p(G ), then any homomorphism f : F → G
is an isomorphism if and only if f is injective or surjective.

Definition 2.1.11. Let E be a semistable sheaf of dimension d. A Jordan-
Hölder filtration E• of E is a filtration

0 = E0 ⊂ E1 ⊂ · · · ⊂ El = E ,

such that gri(E ) := Ei/Ei−1 is stable with reduced Hilbert polynomial p(E ) for
all i.

The subsheaves Ei, i 6= 0 are also semistable with the same reduced Hilbert
polynomial. This filtration is not unique in general.

Proposition 2.1.12 (Proposition 1.5.2 in [24]). Jordan-Hölder filtrations al-
ways exist. Up to isomorphism, the sheaf gr(E ) :=

⊕
i gri(E ) does not depend

on the choice of the Jordan-Hölder filtration.

Proof. Any filtration of E by semistable sheaves with reduced Hilbert poly-
nomial p(E ) has a maximal refinement, whose factors are necessarily stable,
i.e., E has a filtration by stable sheaves. Now, suppose that E• and E ′• are two
Jordan-Hölder filtrations of length l and l′ respectively, and assume that the
uniqueness of gr(F ) has been proved for all F with αd(F ) < αd(E ), where d
is the dimension of E and αd is its multiplicity. Let i be minimal with E1 ⊂ E ′i .
Then the composition of maps E1 → E ′ → E ′/E ′i−1 is nontrivial, hence by
Proposition 2.1.10 it is an isomorphism when both E1 and E ′/E ′i−1 are stable
and p(E1) = p(E ′/E ′i−1). Therefore E ′i

∼= E ′i−1 ⊕ E1, and we have a short exact
sequence

0→ E ′i−1 → E /E1 → E /E ′i → 0,
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The sheaf F = E /E1 inherits two Jordan-Hölder filtrations: the first one
is defined as follows. Let Fj = Ej+1/E1 for j = 0, . . . , l − 1. And the second
one is given as follows. Let F ′

j = E ′j for j = 0, . . . , i − 1 and let F ′j be the
preimage of E ′j+1/E

′
i for j = i, . . . , l′ − 1.

The induction hypothesis applied to F yields the equality l = l′ and the
isomorphism ⊕

j 6=1

Ej/Ej−1
∼=
⊕
j 6=i

E ′j/E
′
j−1.

Since E1
∼= E ′i /E

′
i−1, we get the assertion.

This proposition motivates the following definition.

Definition 2.1.13. Two semistable sheaves E1 and E2 with the same reduced
Hilbert polynomial are called S-equivalent if gr(E1) ∼= gr(E2).

Definition 2.1.14. Let E be a coherent sheaf on X of dimension d = dimX.
We define the degree of E by

deg(E ) := αd−1(E )− rk(E)αd−1(OX).

We define the slope of E by

µ(E ) :=
deg(E )

rk(E )
.

We are now ready to define the notion of µ-(semi)stability.

Definition 2.1.15. A coherent sheaf E on X of dimension d = dimX is said
to be µ-semistable if Td−1(E ) = Td−2(E ) and µ(E ′) ≤ µ(E ) for all subsheaves
E ′ ⊂ E of rank 0 < rk(E ′) < rk(E ). E is said to be µ-stable if the inequality
is strict.

Definition 2.1.16. A semistable sheaf E is called polystable if E is the direct
sum of stable sheaves.

2.2 Framed sheaves

In this section we will give an overview on framed sheaves and their moduli.
The main reference is [22, 23].

Let X be a n-dimensional nonsingular projective variety over k endowed
with a very ample line bundle OX and let F be an OX-module.
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Definition 2.2.1. A framed sheaf on X is a pair (E , α) consisting of a torsion-
free sheaf E on X and a morphism α : E −→ F called the framing morphism.

The Hilbert polynomial of the framed sheaf (E , α) is given by

P (E , α) := P (E )− ε(α)δ,

where δ is a rational polynomial with positive leading coefficient and ε(α) :={
1, α 6= 0;
0, α = 0.
We define the reduced Hilbert polynomial of (E , α) by

p(E , α) :=
P (E , α)

rk(E , α)
,

where rk(E , α) := rk(E ) is the rank of the framed sheaf.
Similarly we define the degree of the framed sheaf (E , α) as follows

deg(E , α) := deg(E )− ε(α)δ.

For a subsheaf E ′ ⊂ E the framing homomorphism α induces a framing
homomorphism α′ = α|E ′ on E ′. α also induces a framing α′′ on the quotient
sheaf E ′′ = E /E ′. We take the following convention: if α 6= 0 then α′′ = 0, and
if α = 0 then α′′ is the induced framing on E ′′. This insures the additivity of
the Hilbert polynomials

P (E , α) = P (E ′, α′) + P (E ′′, α′′),

and of the degrees

deg(E , α) = deg(E ′, α′) + deg(E ′′, α′′).

Definition 2.2.2. A framed sheaf (E , α) is torsion-free if E is torsion-free. It
is locally free if E is locally free.

Definition 2.2.3. A homomorphism of framed sheaves φ : (E , α) −→ (E ′, α′)
is a homomorphism of sheaves f : E → E ′ for which there is a complex number
λ ∈ k such that α′ ◦ φ = λα.

2.2.1 (Semi)stable framed sheaves

Let δ be a polynomial with rational coefficients and positive leading term δ1.

Definition 2.2.4. A framed sheaf (E , α) is said to be semistable with respect
to δ if it satisfies the following conditions
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1. p(E ′) ≤ p(E , α) for all nontrivial subsheaves E ′ ⊂ ker(α),

2. p(E ′, α′) ≤ p(E , α) for all nontrivial subsheaves E ′ ⊂ E .

(E , α) is stable if the inequalities are strict.

Lemma 2.2.5 (Lemma 1.2 [22]). The kernel of a semistable framed sheaf
(E , α) is torsion free.

Proof. Let T be the torsion part of the kernel of α, then rk(T ) = 0. Since
(E , α) is semistable, using the first inequality in the above definition we get
rP (T ) ≤ 0, this implies T = 0.

Lemma 2.2.6 (Lemma 1.7 [22]). If deg(δ) ≥ n then for any semistable framed
sheaf (E , α) the framing homomorphism α is injective or zero. Conversely, if
α is the inclusion homomorphism of a subsheaf E in F of positive rank, then
(E , α) is stable.

Proof. We assume that α 6= 0. Let E ′ be a nontrivial subsheaf of the kernel of
α with rk E ′ = r′. Then the first inequality of the semistability definition gives

rP (E ′)− r′P (E ) ≤ −r′δ.

The polynomials P (E ) and P (E ′) have the same degree n and the same
leading term. This inequality yields a contradiction if the degree of δ is greater
that n. This means that α is injective if deg(δ) ≥ n.

Similarly, if α is injective the inequality is strictly satisfied since becase of
the dominance of δ.

Lemma 2.2.6 tells us that the study of semistable framed sheaves reduces to
the study of stable subsheaves of the framing sheaf F . Hence for deg(δ) ≥ n,
this study is covered by the theory of Grothendieck’s Hilbert schemes and quot
schemes. This reason yields the assumption deg(δ) < n. The polynomial δ can
be written in the following form

δ(m) = δ1
mn−1

(n− 1)!
+ δ2

mn−2

(n− 2)!
+ ·+ δn,

where the leading coefficient δ1 is positive.
We now define another notion of (semi)stability with respect to δ1, the

leading term of the polynomial δ. For a framed sheaf (E , α) we define its slope
as follows

µ(E , α) :=
deg(E , α)

rk(E)
.
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Definition 2.2.7. A framed sheaf (E , α) is said to be µ-semistable if it satisfies
the following two conditions:

1. rk(E ) deg(E ′) ≤ rk(E ′)(deg(E − δ1)) for all nontrivial subsheaves E ′ ⊂
ker(α),

2. rk(E )(deg(E ′) − δ1) ≤ rk(E ′)(deg(E − δ1)) for all nontrivial subsheaves
E ′ ⊂ E with rk(E ′) ≤ rk(E ).

A framed sheaf (E , α) is said to be µ-stable if the inequalities are strict.

We have the following implications between different notions of stability of
framed sheaves

µ-stable⇒ stable⇒ semistable⇒ µ-semistable. (2.1)

2.2.2 Jordan-Hölder filtrations

Definition 2.2.8. For a semistable framed sheaf (E , α) with reduced Hilbert
polynomial p we define its Jordan-Hölder filtration as follows

0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E ,

such that (gri(E ), αi) are stable with respect to δ with reduced Hilbert poly-
nomial p, where gri(E ) := Ei/Ei−1, and αi are the induced framing morphisms.

Proposition 2.2.9 (Propposition 1.13 in [22]). Jordan-Hölder filtrations al-
ways exist. The framed sheaf gr(E , α) :=

⊕n
i=1(Ei/Ei−1, αi) does not depend

on the choice of the Jordan-Hölder filtration.

Proof. The proof of Proposition 2.1.12 can be easily adapted to this case.

As in the nonframed case, the proposition above motivates the following
definition.

Definition 2.2.10. Two semistable framed sheaves (E1, α1) and (E2, α2) with
the same reduced Hilbert polynomial are said to be S-equivalent if their asso-
ciated Graded objects gr(E1, α1) and gr(E2, α2) are isomorphic.

Definition 2.2.11. For a µ-semistable framed sheaf (E , α) of positive rank
we define its µ-Jordan-Hölder filtration as follows

0 = E0 ⊂ E1 ⊂ · · · ⊂ Es = E ,

such that (gri(E ), αi) are µ-stable, where gri(E ) := Ei/Ei−1, and αi are the
induced framing morphisms.
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Theorem 2.2.12 (Theorem 66 [38]). µ-Jordan-Hölder filtrations always exist.
The framed sheaf grµ(E , α) :=

⊕n
i=1(Ei/Ei−1, αi) does not depend on the choice

of the µ-Jordan-Hölder filtration.

Definition 2.2.13. A framed sheaf (E , α) is said to be polystable if E has a
filtration E• : 0 = E0 ⊂ E1 ⊂ · · · ⊂ Em = E , such that

1. E is isomorphic to the graded object grµE =
⊕n

i=1 Ei/Ei−1.

2. The filtration (E , α)• : · · · ⊂ (Ei, α|Ei
) ⊂ (Ei+1, α|Ei+1

) ⊂ · · · , is a µ-
Jordan-Hölder filtration.



Chapter 3

Moduli of framed sheaves on
projective surfaces

In this chapter we give a summary on the constructions of moduli spaces of
framed sheaves done by Huybrechts and Lehn [22, 23]. Then we review the
Uhlenbeck-Donaldson compactification constructed by Bruzzo, Markushevich
and Tikhomirov [7] for framed sheaves on projective surfaces.

3.1 Construction of the moduli space

In this section we recall the construction by Huybrechts and Lehn [22] of the
moduli space of framed sheaves on projective surfaces. A more detailed study
is given in [23].

Let P be a polynomial, r > 0 the rank of a framed sheaf with Hilbert
polynomial P and µP its slope.

Definition 3.1.1. A family of framed sheaves on X parametrized by a noethe-
rian scheme T consists of a sheaf E flat over T and a homomorphism of sheaves
α : E → p∗XE0. Here E0 is a sheaf on X and pX : X×T −→ X is the projection
on X.

Theorem 3.1.2 (Theorem 2.1 [22]). There is an integer m0 such that the
following properties of a framed sheaf (E , α) with Hilbert polynomial P and
torsion-free kernel are equivalent for all m ≥ m0 :

1. (E , α) is semistable (respectively stable).

2. P (m) ≤ h0((E , α)(m)) and h0((E ′, α′)(m)) ≤ r′ P
′(m)
r

(respectively

h0((E ′, α′)(m)) < r′ P
′(m)
r

) for all framed subsheaves (E ′, α′) of rank r′,
0 6= E ′ 6= E .

19
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3. h0((E ′′, α′′)(m)) ≥ r′′ P (m)
r

(respectively h0((E ′′, α′′)(m)) > r′′ P (m)
r

) for
all quotients (E ′′, α′′) of rank r′′, 0 6= E ′′ 6= E .

Moreover, for any framed sheaf satisfying these conditions, E is m-regular.

Let P0 be a polynomial of degree n, P = P0−δ and µP be the slope of sheaves
with Hilbert polynomial P. Choose an integer m ≥ m0 and let V be a vector
space of dimension P0(m). Let H denote the Hilbert schemes Hilb(V ⊗OX , P0)
then we have the following closed immersions

H −→ Grass(V ⊗H0(OX(l −m)), P0(l)) −→ P(ΛP0(l)(V ⊗H0(OX(l −m)))),

where l is sufficiently large.
Let L be the corresponding very ample line bundle on H,

P := P(Hom(V,H0(F (m)))̌ ) and Z ′ ⊂ H × P be the closed subscheme of
points

([q : V ⊗ OX(−m)→ E ], [a : V → H0(F (m))])

such that the homomorphism a : E → F factors through q and induces a
framing α : E → F .

The group SL(V ) act diagonally on Z ′ and we have natural SL(V )-lineariza-
tions on the line bundle

OZ′(n1,n2) := p∗HL⊗n1 ⊗ p∗POP(n2).

Make the following choice

n2

n1

= P (l)
δ(m)

P (m)
− δ(l),

where l is large enough to insure the positivity of this term. Under these
assumptions we have the following result

Proposition 3.1.3 (Proposition 3.2 in [22]). A point ([q], [a]) ∈ Z ′ is (semi)stable
with respect to the SL(V )-action if and only if the corresponding framed sheaf
(E , α) is (semi)stable and q induces an isomorphism V → H0(E (m)).

Now let Zs ⊂ Zss ⊂ Z be the open subschemes of stable and semistable
points of Z.

Proposition 3.1.4 (Proposition 3.3 [22]). There exists a projective scheme
M ss and a morphism π : Zss →M ss which is a good quotient for the action of
SL(V ) on Zss. Moreover there is an open subscheme M s ⊂M ss such that Zs =
π−1(M s) and π : Zs → M s is a geometric quotient. Two points ([q], [a]) and
([q′], [a′]) are mapped to the same point in M ss if and only if the corresponding
framed sheaves are S-equivalent.
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3.2 Uhlenbeck-Donaldson compactification

In this section we briefly recall the Uhlenbeck-Donaldson compactification of
framed sheaves on projective surfaces studied by Bruzzo, Markushevich and
Tikhomirov in [7].

We assume that the framing sheaf F is of dimension d−1 and is supported
on an effective divisor D ⊂ X. We will consider the framed torsion-free sheaves
so we assume degP (m) = d. Fix a polynomial δ ∈ Q[m] of degree d − 1 and
positive leading coefficient δd−1.

Let us denote by Sss(c, δ) the family of sheaves of class c stable with respect
to δ and by Sµss(c, δd−1) the family of µ-semistable sheaves with respect to δd−1.
By (2.1) we have the following inclusion

Sss(c, δ) ⊂ Sµss(c, δd−1). (3.1)

Proposition 3.2.1 (Proposition 3.2 in [7]). The family Sµss(c, δd−1) is bounded.

Let V be a vector space of of dimension P (m) for some m� 0, letH = V ⊗
OX(−m) and let Quot(H, P ) be the Quot scheme parametrizing the coherent
quotients of H of Hilbert polynomial P.

Let P = P(Hom(V,H0(X,F (m)))̌ ) and let Y := Quot(H, P,F ) be the
closed subscheme of Quot(H, P ) × P consisting of pairs ([g], [a]) such that
there is a morphism φ : G → F for which the following diagram commutes

H G

F

g

a
φ

φ is uniquely determined by a.
Now fix a sufficiently large number m such that for each framed sheaf

(E , α) ∈ Sµss(c, δ) is m-regular. Define R̃µss(c, δ) the locally closed subscheme
of Y = Quot(H, P,F ) consisting of pairs ([g : H → E ], [a : H → F ]) such
that (E , α) ∈ Sss(c, δ) is µ-stable with respect to δd−1. The framing α is defined
by a = α ◦ g and g induces an isomorphism V → H0(E (m)).

From (3.1) R̃µss(c, δ) contains a subset Rss(c, δ) consisting of semistable

pairs. Rss(c, δ) is open in R̃µss(c, δ). We consider its closure Rµss(c, δ) in

R̃µss(c, δ).
From now on assume that degP (m) = 2 and δ(m) = δ1m+δ0. Under these

assumptions and in the same spirit of the last section; Bruzzo, Markushevich
and Tikhomirov define a line bundle L(n1, n2) on Rµss(c, δ) and prove the
following result.
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Proposition 3.2.2 (Proposition 3.5 in [7]). For ν � 0 the line bundle L(n1, n2)
on Rµss(c, δ) is generated by its SL(V )-invariant sections.

From this proposition it follows that there exists a finite dimensional sub-
space W ⊂ Wν := H0(Rµss,L(n1, n2)ν)SL(V ) which generates L(n1, n2)ν .

Let φW : Rµss(c, δ)→ P(W ) be the induced SL(P (m))-invariant morphism.

Proposition 3.2.3 (Proposition 4.1 in [8]). MW := φW (Rµss(c, δ)) is a pro-
jective scheme.

Proposition 3.2.4 (Proposition 4.4 in [7]). There is an integer N > 0 such
that

⊕
l≥0WlN is a finitely generated graded ring.

The previous two propositions allow us to define the Uhlenbeck-Donaldson
compactification.

Definition 3.2.5. Let N be a positive integer as in proposition 3.2.4. Then
Mµss = Mµss(c, δ) is defined by

Mµss = Proj

(⊕
k≥0

H0(Rµss(c, δ),L(n1, n2)kN)SL(P (m))

)
.

It is equipped with a natural morphism π : Rµss(c, δ)→Mµss and is called
the moduli space of µ-semistable framed sheaves.

Now define the following spaces

Sµss(c, δ)∗ = {(E , α) ∈ Sµss(c, δ) | E is locally free at all points of D and α

induces an isomorphism E |D ∼= F},

Rµss(c, δ)∗ = {([g : H → E ], [α ◦ g]) ∈ Rµss(c, δ) | (E , α) ∈ Sµss(c, δ)∗},

Mµss(c, δ)∗ = π(Rµss(c, δ)∗)

Theorem 3.2.6. Assume that δ1 < r degD. Two framed sheaves (E1, α1) and
(E2, α2) in Sµss(c, δ)∗ ∩ Sss(c, δ) define the same closed point in Mµss(c, δ)∗ if
and only if (grµ(E1, α1))̌ˇ = (grµ(E2, α2))̌ˇ and lE1 = lE2 .

This theorem defines a set-theoretic stratification of the Uhlenbeck-Donaldson
compactification.

Corollary 3.2.7. Let c = (r, ξ, c2) be a numerical K-theory class and let
Mµ-poly(r, ξ, c2, δ)

∗ ⊂ Mµss(c, δ)∗ be the moduli space of µ-polystable locally
free sheaves. Assume that δ1 < r degD. One has the following set-theoretic
stratification:
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Mµss(c, δ)∗ =
∐
l≥0

Mµ-poly(r, ξ, c2 − l, δ)∗ × Syml(X \D).
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Chapter 4

Bia lynicki-Birula
decompositions

In this chapter, we introduce the Bia lynicki-Birula decompositions of an alge-
braic scheme X. These decompositions are determined by an action of a torus
on X. Bia lynicki-Birula introduced these decompositions in [4], and studied
their properties for smooth projective algebraic varieties in [5].

In [27], Konarski studied Bia lynicki-Birula’s decompositions for normal va-
rieties. In [28] and using a theorem due to Sumihiro [39], he gave a more
elementary proof to Bia lynicki-Birula’s theorem.

In the next sections we will give the statement of Bia lynicki-Birula’s theo-
rem in its general setting, then restrict ourselves to the case of algebraic vari-
eties and study their decompositions in two cases. In the first case, when the
variety is complete, the decompositions exist according to Bia lynicki-Birula’s
theorem. We will also see few examples.

In the second case when a variety is not complete, one needs to assume that
the limits toward fixed points exist. We will show that in this case Bia lynicki-
Birula’s decompositions exist.

4.1 Bia lynicki-Birula’s theorem

In this section we assume that k is an algebraically closed field and G is an
algebraic one-dimensional torus, i.e., G = Gm.

Assume X is a nonsingular reduced algebraic scheme over k. Let η be a
fixed action of G on X. We will also assume that X satisfies the following
condition

X can be covered by G-invariant quasi-affine open subschemes. (4.1)

25
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Remark 4.1.1. Condition (4.1) is satisfied in the case X is normal see [39,
Corollary 2]. More precisely, Corollary 2 in [39] states that X can be covered
by G-invariant affine open subschemes.

We shall follow the notation in [4]. For a G-module V, we denote by V 0 the
G-submodule consisting of all v ∈ V such that G(k) · v = v. We also denote
by V + (respectively V −) the G-submodule spanned by all v ∈ V such that for
λ ∈ G(k) ∼= k∗, λ · v = λmv where m > 0 (respectively m < 0). This means
that V can be written as V = V 0 ⊕ V + ⊕ V −.

Under the assumptions above Bia lynicki-Birula proved the following theo-
rem.

Theorem 4.1.2 ([4, Theorem 4.1]). Let XG =
⋃r
i=1(XG)i be the decompo-

sition of XG into connected components. Then, for any i = 1, . . . , r, there
exists a (unique) locally closed nonsingular and G-invariant subscheme X+

i

(respectively X−i ) of X and a (unique) morphism γ+ : X+
i → (XG)i ( respec-

tively γ− : X−i → (XG)i) such that:

1. (XG)i is a closed subscheme of X+
i (respectively X−i ) and γ+

i |(XG)i
(respectively γ−i |(XG)i) is the identity.

2. X+
i (respectively X−i ) with the action of G (induced by the action of G

on X) and with γ+
i (respectively γ−i ) is a G-fibration over (XG)i.

3. For any closed a ∈ (XG)i, Ta(X
+
i ) = Ta(X)0 ⊕ Ta(X)+ (respectively

Ta(X
−
i ) = Ta(X)0 ⊕ Ta(X)−). The dimension of the fibration defined

above equals dimTa(X)+ (respectively dimTa(X)−), for any closed a ∈
(XG)i.

The following result follows from Theorem 4.1.2.

Theorem 4.1.3 ([4, Theorem 4.3]). Let the scheme X be complete and let
XG =

⋃r
i=1(XG)i be the decomposition of XG into connected components.

Then there exists a unique locally closed G-invariant decomposition of X, Let
X =

⋃r
i=1(X+)i (respectively X =

⋃r
i=1(X−)i) and morphisms γ+ : X+

i →
(XG)i (respectively γ− : X−i → (XG)i) for i = 1, . . . , r

1. (X+
i )G = (XG)i (respectively (X−i )G = (XG)i) for i = 1, . . . , r.

2. X+
i with γ+

i (respectively X−i with γ−i ) is a G-fibration over (XG)i for
i = 1, . . . , r.

3. For any closed a ∈ (XG)i, Ta(X
+
i ) = Ta((X

G)i) ⊕ Ta(X)+ (respectively
Ta(X

−
i ) = Ta((X

G)i)⊕ Ta(X)−) for i = 1, . . . , r.

In the next section we shall see examples of these decompositions.
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4.2 Decompositions of varieties with finite set

of fixed points

Let X be a nonsingular algebraic variety (not necessarily complete) over C and
let C∗ be the multiplicative group. Assume C∗ acts algebraically on X with a
nonempty fixed points set XC∗ . Let F1, . . . , Fs be the connected components
of XC∗ . For any x ∈ X, one has the orbit morphism

φx : C∗ → X (4.2)

t 7→ t · x.

4.2.1 Case of complete varieties

When X is complete the morphism (4.2) extends to

φx : P1 → X

t 7→ t · x,

defining the limits φx(0) = limt→0 t · x and φx(∞) = limt→∞ t · x, see [5].

Let us define the following subsets of X

X+
i := {x ∈ X | lim

t→0
t · x ∈ Fi}, i = 1, . . . , s.

X−i := {x ∈ X | lim
t→∞

t · x ∈ Fi}, i = 1, . . . , s.

These form a decomposition of X into subspaces X =
⋃
iX

+
i =

⋃
iX
−
i , the so

called plus and minus-decompositions [5]. The subsets X+
i and X−i are locally

closed by 4.1.2.

Now assume the fixed points set is finite. Then the Bia lynicki-Birula the-
orem 4.1.3 can be stated as follows

Theorem 4.2.1. Let X be a complete variety and let the fixed points set be
XC∗ = {x1, . . . , xs}. For any i = 1, . . . , s there exists a unique C∗-invariant
decomposition of X, X =

⋃s
i=1X

+
i (resp. X =

⋃s
i=1 X

−
i ) such that

1. xi ∈ X+
i (resp. xi ∈ X−i ),

2. X+
i (resp. X−i ) is isomorphic to an affine scheme,

3. for any xi, Txi(X
+
i ) = Txi(X)+(resp. Txi(X

−
i ) = Txi(X)−).
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Definition 4.2.2. A decomposition {X+
i } (resp. {X−i }) is said to be filtrable

if there is a decreasing sequence of closed subvarieties

X = X1 ⊃ X2 ⊃ · · · ⊃ Xs ⊃ Xs+1 = ∅,

such that the cells of the decomposition are X+
i = Xi \ Xi+1 (resp. X−i =

Xi \Xi+1) for i = 1, . . . , s.

Remark 4.2.3. 1. X+
i = Xi \Xi+1 ⊂ Xi and Xi is closed in X so the closure

X+
i of X+

i lies in Xi = ∪j≥iX+
j . Hence a filtrable decomposition implies

that for each i
X+
i ⊂

⋃
j≥i

X+
j . (4.3)

Notice that (4.3) also holds for the minus decomposition.

2. A filtrable decomposition yields the existence of a unique cell of maximal
dimension X+

1 (resp. X−1 ) since its complement X2 is closed in X.

3. Bia lynicki-Birula’s decompositions of projective varieties are filtrable [5,
Theorem 3].

Example 4.2.4. An elementary example of Bia lynicki-Birula’s decompositions
is the projective space. Consider Pl with the following C∗-action

ω : C∗ × Pl −−−−−−−−→ Pl

(t, (x0 : x1 : · · · : xl)) 7−→ ω(tlx0 : tl−1x1 : · · · : xl),

The fixed points set of this action is given by

(Pl)C∗ =
{
x0 = (1 : 0 : · · · : 0), . . . , xl = (0 : 0 : · · · : 1)

}
,

and the corresponding plus-cells are X+
0 = {x0}, X+

1 = A1, . . . , X+
l = Al.

Then the Bia lynicki-Birula plus-decomposition for Pl determined by the action
ω is Pl = {(1 : 0 : · · · : 0)} ∪ A1 ∪ · · · ∪ Al. This decomposition is filtrable.
Indeed Pl has a filtration Pl = Xl ⊃ Xl−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅ where
Xi = X+

i ∪X+
i−1.

Similarly, one can define the Bia lynicki-Birula minus-decomposition of Pl.
Example 4.2.5. A less elementary example is the Hilbert scheme Hilbd(P2) of
d points in P2. From Example 4.2.4 the fixed point set of P2 is

(P2)C
∗

=
{
x0 = (1 : 0 : 0), x1 = (0 : 1 : 0), x2 = (0 : 0 : 1)

}
and its Bia lynicki-Birula decomposition is given by the union of affine spaces
P2 =

⋃
iXi where i = 0, 1, 2.
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The C∗ action on P2 naturally induces an action on Hilbd(P2). Fixed points
in Hilbd(P2) correspond to subschemes Z̄ ⊂ P2 such that the support of Z̄ is
contained in the fixed points set of P2. This allows us to write Z̄ ∈ Hilbd(P2)
as a disjoint union Z̄0 ∪ Z̄1 ∪ Z̄2 where Z̄i is supported on the fixed point xi
for i = 0, 1, 2. For each i, Z̄i corresponds to a fixed point in Hilbdi(P2) where
di is the length of OZ̄i

.
Any subscheme Z ⊂ P2 can be written as the disjoint union Z0 ∪ Z1 ∪ Z2

where the support of Zi is contained in Xi for i = 0, 1, 2.
Let (d0, d1, d2) be a triple of nonnegative integers such that d0 +d1 +d2 = d.

Let W (d0, d1, d2) ⊂ Hilbd(P2) be the locally closed subset corresponding to the
subscheme Z, where di = length(OZi

) for i = 0, 1, 2.
Since Z = Z0 ∪Z1 ∪Z2, the subset W (d0, d1, d2) can be written as follows.

W (d0, d1, d2) ∼= W (d0, 0, 0)×W (0, d1, 0)×W (0, 0, d2).

Then the Hilbert scheme decomposes into cells

Hilbd(P2) =
⋃

d0+d1+d2=d

W (d0, 0, 0)×W (0, d1, 0)×W (0, 0, d2).

These cells are described in [15]. Their number in each dimension corre-
sponds to the Betti numbers of the Hilbert scheme. More about this can be
found in [14].

4.2.2 Case of noncomplete varieties

Suppose X is not complete and limt→0 t ·x exists for every x ∈ X. In this case,
the morphism (4.2) extends to C

φ′x : C→ X

t 7→ t · x,

where φ′x(0) := limt→0 t · x.
For i = 1, . . . , s one can define the subsets X+

i := {x ∈ X | limt→0 t · x ∈ Fi}
which form a decomposition of X into subspaces X =

⋃
iX

+
i [5]. The cells

X+
i are locally closed by 4.1.2. Since the variety is nonsingular the cells of the

decomposition are nonsingular as well.
Now supposeX as above is quasi-projective and the fixed points set is finite.

The cells of the decomposition are isomorphic to affine spaces by Theorem
4.2.1. Under these assumptions the following theorem holds.

Theorem 4.2.6. The Bia lynicki-Birula plus-decomposition of X is filtrable.
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Proof. According to [39, Theorem 1] there exists an equivariant projective
embedding X → Pl for some l.
Consider the action of C∗ on Pl and let (Pl)C∗ = {x1, . . . , xq} be the finite set
of fixed points. Let {Pj} be the Bia lynicki-Birula plus-decomposition of Pl.
Then the fixed points set of X is the intersection

XC∗ = (Pl)C∗ ∩X = {xσ(1), . . . , xσ(q)},

and the cells of the decomposition are X+
σ(j) = X ∩ Pj.

Since the decomposition {Pj} is filtrable we consider the following filtration

Pl = Y1 ⊃ Y2 ⊃ · · · ⊃ Yq ⊃ Yq+1 = ∅,

where Pj = Yj \ Yj+1 for j = 1, . . . , q. Then

X+
σ(j) = X ∩ Pj = X ∩ (Yj \ Yj+1) = (X ∩ Yj) \ (X ∩ Yj+1) = Xσ(j) \Xσ(j+1),

where Xσ(j) := (X ∩ Yj) for j = 1, . . . , q and Xσ(j+1) ⊂ Xσ(j). Notice that for
each j, Xσ(j) = X ∩ Yj ⊂ X is a closed subvariety of X since Yj is a closed
subvariety of Pl. It follows that the plus-decomposition of X is filtrable.

Remark 4.2.7. Theorem 4.2.6 is also true in the case the fixed points set is not
finite. The proof is basically the same.
The same holds if instead of considering the existence of the limit limt→0 t · x,
one considers the existence of the limit limt→∞ t · x.

4.3 Decompositions determined by an n-torus

We recall that an n-dimensional torus T is an affine variety which is isomorphic
to (C∗)n. It inherits a group structure from this isomorphism.

More generally, if we have an action of an n-dimensional torus the Bia lynicki-
Birula decompositions enjoy the same properties as in the previous sections.
This is due to the following lemma.

Lemma 4.3.1. Suppose X is a normal algebraic variety endowed with a linear
action of a torus T. Suppose the T -action gives rise to a nontrivial set of
fixed points XT . Then there exists a one-parameter subgroup λ of T such that
Xλ = XT .

Proof. By [39, Corollary 2] X can be covered by a finite number of affine
T -invariant open subsets. So we may assume that X is affine hence a closed
subvariety of Al for some l. Since the torus T acts linearly on Al we will assume
X = Al. Call the weights of T in Al by χ1, . . . , χl, then it is enough to choose
a one-parameter subgroup λ such that < χi, λ > 6= 0 for all i.
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Remark 4.3.2. A one-parameter subgroup as in Lemma 4.3.1 is called regular.
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Chapter 5

Moduli space on the projective
plane

In this chapter we review some results on the moduli space M(r, n) studied in
[33, 34, 35]. This moduli space admits a projective morphism to the moduli
space M0(r, n) of ideal instantons on S4. Both M(r, n) and M0(r, n) admit a
torus action under which the projective morphism from M(r, n) to M0(r, n) is
equivariant. It is possible then to define a subvariety π−1(n[0]) ofM(r, n) which
is invariant under the torus action. We prove this subvariety is irreducible using
the fact that it is isomorphic to the punctual quot scheme.

Following the results of chapter 4, we show in section 5.3 that M(r, n)
admits a Bia lynicki-Birula plus-decomposition and the union of the minus-
cells builds up π−1(n[0]). Moreover, these decompositions are filtrable.

In section 5.4 we show that the inclusion of π−1(n[0]) into M(r, n) induces
isomorphisms of homology groups with integer coefficients. Furthermore, we
show that this inclusion induces a homotopy equivalence between M(r, n) and
π−1(n[0]).

5.1 Generalities on the moduli space

Most of the material in this section can be found in [33, 34, 35]. Let M(r, n) be
the moduli space of framed torsion free sheaves on P2 with rank r and second
Chern class n parametrizing isomorphism classes of (E , φ) such that

1. E is a torsion free sheaf on P2 of rank r and second Chern class n. E is
locally free in a neighborhood of `∞.

2. φ : E |`∞
∼=−→O⊕r`∞ framing at infinity,

33
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where `∞ = {[0 : z1 : z2] ∈ P2} is the line at infinity. We say two framed
sheaves (E , φ), (E ′, φ′) are isomorphic if there exists an isomorphism ψ : E →
E ′ such that the following diagram commutes

E |`∞ E ′|`∞

O⊕r`∞

ψ|`∞

φ φ′

We have the following vanishing theorem.

Lemma 5.1.1. Hom(E ,E (−`∞)) = Ext2(E ,E (−`∞)) = 0.

Proof. Ext2(E ,E (−`∞)) is the dual of Hom(E ,E (−2`∞)) by the theorem of
Serre-Grothendieck. Applying the Hom(E ,−) to the following short exact
sequence

0 E (−(k + 1)`∞) E (−k`∞) E (−`∞)⊗ O`∞ 0,

one gets

0 Hom(E ,E (−(k + 1)`∞)) Hom(E ,E (−k`∞)) Hom(E ,E (−`∞)⊗ O`∞),

where k is a positive integer. The last term in the exact sequence vanishes
since E |`∞ is trivial. We then have

Hom(E ,E (−(k + 1)`∞)) ∼= Hom(E ,E (−k`∞)) ∼= · · · ∼= Hom(E ,E (−`∞)).

On the other hand Hom(E ,E (−k`∞)) ∼= Ext2(E ,E ((k − 3)`∞))̌ . By Serre’s
vanishing theorem Ext2(E ,E ((k − 3)`∞))̌ = 0 for k large. This concludes the
proof.

Theorem 5.1.2. M(r, n) is a nonsingular quasi-projective variety of dimen-
sion 2nr.

Proof. Using the Riemann-Roch formula, this theorem follows from Lemma
5.1.1.

Let M reg
0 (r, n) ⊂ M(r, n) be the open subset of locally free sheaves. We

define the Uhlenbeck (partial) compactification of M reg
0 set theoretically as

follows

M0(r, n) :=
n⊔
k=0

M reg
0 (r, n− k)× Symk C2,
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where Symk C2 is the k-th symmetric product of C2.
The moduli space M(r, n) has a description in linear data as the next

theorem shows. The proof is quite long, we omit it here since it can be found
in details in [33, Chapter 2].

Theorem 5.1.3. There exists a bijection between M(r, n) and the quotient of
linear data (B1, B2, i, j) by the action of GLn(C) such that

(i) [B1, B2] + ij = 0, (5.1)

(ii) there exists no subspace S ( Cn such that Bα(S) ⊂ S (α = 1, 2)

and im i ⊂ S, (5.2)

where B1, B2 ∈ End(Cn), i ∈ Hom(Cr,Cn), j ∈ Hom(Cn,Cr) and for g ∈
GLn(C) the action is given by

g · (B1, B2, i, j) = (gB1g
−1, gB2g

−1, gi, jg−1).

Remark 5.1.4. The description given in Theorem 5.1.3 is often referred to as
the ADHM description named after the authors of [1].

In terms of linear data M0(r, n) can be identified with the following GIT
quotient.

M0(r, n) ∼= {(B1, B2, i, j) | [B1, B2] + ij = 0} //GLn(C). (5.3)

The open locus M reg
0 (r, n) ∈M0(r, n) consists of the closed orbits such that

the stabilizer is trivial.
Consider the following projective morphism

π : M(r, n)→M0(r, n) (5.4)

(E , φ) 7→ ((Eˇ̌ , φ), Supp(Eˇ̌/E )) ∈M reg
0 (r, n− k)× Symk C2,

where Eˇ̌ is the double dual of E and Supp(Eˇ̌/E ) is the topological support
of Eˇ̌/E counted with multiplicities.

For k = n, M reg
0 (r, 0)×SymnC2 ' SymnC2 since M reg

0 (r, 0) consists of one
point that is the isomorphism class of the pair O⊕rP2 together with the trivial
framing.

Consider the point n[0] ∈ SymnC2 that is the point 0 ∈ C2 counted n
times. The inverse image of n[0] by π is given by

π−1(n[0]) = {(E , φ) | Eˇ̌ ' O⊕rP2 , Supp(O⊕rP2 /E ) = n[0]}/ ∼= .

Theorem 5.1.5. π−1(n[0]) is a compact subvariety of M(r, n).
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Proof. From the projective morphism (5.4), one has

M(r, n) M0(r, n)

π−1(n[0]) n[0]

π

⊂ ∈

where the fibre π−1(n[0]) ∼= M(r, n)n[0] = M(r, n)×n[0] Spec k(n[0]) is a scheme
over k(n[0]) = k [18, page 89]. To prove π−1(n[0]) is a variety, it is enough
to prove it is a separated k-scheme of finite type [18, page 105]. M(r, n) is an
algebraic variety, then there exists a morphism φ : M(r, n) → Spec k that is
separated and of finite type. Consider the following composition

π−1(n[0]) ∼= M(r, n)n[0] M(r, n) Spec k
i φ

ψ = φ ◦ i

where i : M(r, n)n[0] ↪→M(r, n) is a closed embedding, then it is separated [18,
Corollary 4.6(a)] and of finite type [18, Exercise 3.13(a)]. Hence π−1(n[0]) is
an algebraic variety since the composition ψ is separated and of finite type.
π−1(n[0]) is closed in M(r, n) since it is the inverse image of a closed point
by a proper map, it is compact by the same argument. Hence π−1(n[0]) is a
compact subvariety of M(r, n).

Theorem 5.1.6 ([34, Theorem 3.5 (1)]). π−1(n[0]) is isomorphic to the punc-
tual quot-scheme Quot(r, n) parameterizing zero dimensional quotients O⊕rP2 →
Q with Supp(Q) = n[0].

Proof. Given a point in

π−1(n[0]) =
{

(E , φ)
∣∣ Eˇ̌ ' O⊕rP2 , Supp(O⊕rP2 /E ) = n[0]

}/ ∼=,
one has the exact sequence

0→ E → O⊕rP2 → O⊕rP2 /E → 0.

Thus the quotient O⊕rP2 � O⊕rP2 /E is a point in the punctual quot-scheme
defined by

Quot(r, n) :=
{
O⊕rP2 � Q |Supp Q = n[0]}

/ ∼= .

Conversely, given a point in Quot(r, n), let K := ker(O⊕rP2 � Q in Quot(r, n)).
We have the exact sequence

0→ K → O⊕rP2 → Q → 0.
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K is torsion free since it injects into a locally free sheaf. By using Lemma
B.0.1, it follows that K ˇ̌ ' O⊕rP2 . Notice that Q is supported on the point
0 ∈ P2 so it vanishes on P2 \ {0}. In particular, Q|`∞ vanishes and the exact
sequence reduces to

0 −→ E |`∞
∼=−−→ O⊕r`∞ −→ 0.

This isomorphism defines the framing φ. The pair (E , φ) is a point in π−1(n[0]).

Theorem 5.1.7. π−1(n[0]) is irreducible projective of dimension n(r + 1).

Proof. The quot scheme is projective [24, Theorem 2.2.4] and irreducible of
dimension n(r+ 1) [24, Theorem 6.A.1]. Hence by Theorem 5.1.6, π−1(n[0]) is
an irreducible projective variety of dimension n(r + 1) as well.

5.2 Torus action and fixed points

We will follow the same notation as in [34]. Let T̃ := C∗ × C∗ × T where T

is the maximal torus in GL(r,C). The action of T̃ on M(r, n) is defined as
follows.
For (t1, t2) ∈ C∗ × C∗ let Ft1,t2 be the automorphism of P2 defined by

Ft1,t2([z0 : z1 : z2]) := [z0 : t1z1 : t2z2]

and for (e1, . . . , er) ∈ T let Ge1,...,er be the isomorphism of O⊕r`∞ defined by

Ge1,...,er(s1, . . . , sr) := (e1s1, . . . , ersr).

Then the action of T̃ on a pair (E,Φ) ∈M(r, n) is defined by

(t1, t2, e1, . . . , er) · (E,Φ) :=
(
(F−1

t1,t2
)∗E,Φ′

)
where Φ′ is given by:

(F−1
t1,t2

)∗E|`∞
(F−1

t1,t2
)∗Φ

−−−−−−→ (F−1
t1,t2

)∗O⊕r`∞ −→ O⊕r`∞
Ge1,...,er−−−−−→ O⊕r`∞

The T̃ action is defined in a similar way on M0(r, n) and the map π given
in (5.4) is equivariant.

One can define the torus action on M(r, n) and M0(r, n) using the descrip-
tion by the linear data defined in section 5.1. The torus action can be identified
with the action on the linear data given as follows

(B1, B2, i, j) 7→ (t1B1, t2B2, ie
−1, t1t2ej)

where t1, t2 ∈ C∗ and e = (e1, e2, . . . , er) ∈ Cr. Note that this action preserves
the conditions (5.1), (5.2), and commutes with the action of GL(r,C).
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Theorem 5.2.1 ([35, Proposition 2.9]).

1. The fixed points set M(r, n)T consists of finitely many points.

2. The fixed points set M0(r, n)T consists of a single point n[0] ∈ SymnC2.

Proof. 1. A framed sheaf (E , φ) is fixed if it can be written in the form
(E , φ) = (E1, φ1)⊕· · ·⊕ (Er, , φr) such that Ei = Ii is the ideal sheaf of a
zero dimensional subscheme Zi in P2\`∞ ∼= C2, and φi is an isomorphism

Ei|`∞
∼=−→ O`∞ .

The ideal sheaves Ii are fixed if they are generated by monomials in the
coordinate ring of C2 [14]. These monomials are finite and hence the
ideal sheaves Ii form a finite family. As a result the fixed points set of
M(r, n) is finite.

2. Regarding M reg
0 (r, n) as an open subset of M(r, n), the set of its fixed

points is finite. A framed sheaf (E , φ) ∈ M reg
0 (r, n − k) is fixed if is it

given as above, hence E =
⊕r

i=1 Ei =
⊕r

i=1(Ii). Since E is locally free
then so is Ii for each i. This means that Ii

∼= Iǐ ˇ ∼= O`∞ , for each
i. Hence E =

⊕r
i=1 O`∞ . This is a fixed point of M reg

0 (r, n − k) if and
only if k = n. As already noticed in the previous section, for k = n,
M reg

0 (r, 0) × SymnC2 ' SymnC2 since M reg
0 (r, 0) consists of one point

that is the isomorphism class of the pair O⊕rP2 together with the trivial
framing. It is indeed the only fixed point of M0(r, n).

Remark 5.2.2. From Theorem 5.2.1 it follows that π−1(n[0]) contains all the
fixed points of M(r, n) since π is equivariant.

5.3 Bia lynicki-Birula decompositions

In this section, following the results of section 4 we show that both M(r, n)
and π−1(n[0]) admit a filtrable Bia lynicki-Birula decomposition. It is enough
to consider the action of a regular one-parameter subgroup by Lemma 4.3.1.
From now on we will consider the action of C∗ on M(r, n) and on π−1(n[0]).

Proposition 5.3.1. For every element x ∈M(r, n), the limit limt→0 t ·x exists
and lies in M(r, n)C

∗
.

Proof. Using the description (5.3) of M0(r, n), there exists a one-parameter

subgroup of T̃ such that for all x in M0(r, n), the limit limt→0 t ·x exists and is
(B1, B2, i, j) = (0, 0, 0, 0). The point (B1, B2, i, j) = (0, 0, 0, 0) is identified by
the description (5.3) with the point n[0] ∈ SnC2 which is the only fixed point
of M0(r, n). Since π is a projective morphism, for all x in M(r, n) the limit
limt→0 t · x exists and lies in π−1(n[0]). In particular, it is a fixed point.
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Theorem 5.3.2. M(r, n) admits a Bia lynicki-Birula plus-decomposition into
affine spaces. Moreover, this decomposition is filtrable.

Proof. By Proposition 5.3.1, the limit limt→0 t · x exists and is a fixed point.
It follows that the orbit morphism

φx : C∗ →M(r, n)

t 7→ t · x,

extends to

φ′x : C→M(r, n)

t 7→ t · x,

where φ′x(0) := limt→0 t · x. Hence M(r, n) admits a Bia lynicki-Birula decom-
position into affine spaces by Theorem 4.2.1. This decomposition is filtrable
by Theorem 4.2.6 since M(r, n) is quasi-projective.

Let M(r, n)C
∗

= {xi | i = 1, . . . ,m} and denote the cells of the decomposi-
tion by

M+
i := M(r, n)+

i = {x ∈M(r, n) | lim
t→0

t · x = xi}.

The limit limt→∞ t · x does not exist for all x ∈ M(r, n). We will only
consider the points of M(r, n) such that the limit exists. These points define
the subspaces

M−
i := M(r, n)−i = {x ∈M(r, n) | lim

t→∞
t · x exists and equals xi}.

Theorem 5.3.3. The subvariety π−1(n[0]) is the union π−1(n[0]) =
⋃
iM

−
i .

Moreover, this is a filtrable decomposition of π−1(n[0]) into affine spaces.

Proof. The proof of the first claim can be found in [34, Theorem 3.5(3)]. In
fact, for any x 6= n[0] in M0(r, n) the limit limt→∞ t · x does not exist. Hence
by the projective morphism (5.4) we deduce π−1(n[0]) =

⋃
iM

−
i . To show

this is a filtrable decomposition we apply the proof of Theorem 4.2.6 to the
equivariant embedding π−1(n[0]) ↪→ Pl obtained by composing the equivariant
embeddings π−1(n[0]) ↪→ M(r, n) and M(r, n) ↪→ Pl. Finally, regarding the
M−

i ’s as subspaces of M(r, n) and using [4, Theorem 4.1(b)], we conclude they
are isomorphic to affine spaces.

Remark 5.3.4. The subvariety π−1(n[0]) being isomorphic to the punctual quot
scheme is not smooth. Still the Bia lynicki-Birula decompositions for π−1(n[0])
exist. From [39, Theorem 1] together with [39, Lemma 8] it follows that for
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any x ∈M(r, n) there exists an equivariant embedding of some neighborhood
of x into Pl. Hence for any x ∈ π−1(n[0]) there exists an equivariant embed-
ding of some neighborhood of x into Pl by composition since π−1(n[0]) has
an equivariant embedding into M(r, n). Thus the results of [27, §1] hold for
π−1(n[0]).

5.4 Topological properties

Let J = {1, 2, . . . ,m} be the set of indices so that the fixed points set XC∗ =
{xj | j ∈ J} be ordered to yield the following filtrations

M(r, n) = M1 ⊃M2 ⊃ · · · ⊃Mm ⊃Mm+1 = ∅, (5.5)

∅ = π1 ⊂ π2 ⊂ · · · ⊂ πm ⊂ πm+1 = π−1(n[0]), (5.6)

where Mi\Mi+1 = M+
i , πi+1\πi = M−

i and the decomposition of M(r, n) (resp.
π−1(n[0])) is given by M(r, n) =

⋃
j∈JM

+
j (resp. π−1(n[0]) =

⋃
j∈JM

−
j ).

Define the subsets M+
≤j :=

⋃
i≤jM

+
i and M−

≤j :=
⋃
i≤jM

−
i . Then the fol-

lowing holds

Lemma 5.4.1. For each j, there is an inclusion M−
≤j ↪→M+

≤j.

Proof. We prove the assertion by using the filtration (5.5). The intersection
M−

j ∩M+
j is the fixed point {xj}, so M−

j ∩ (Mj \Mj+1) = {xj}. This means
M−

j ∩ Mj+1 = ∅ since xj ∈ Mj, xj /∈ Mj+1 and Mj+1 ⊂ Mj. Note that
Mj+1 = M+

≥j+1 so M−
j ⊂M+

≤j for all j. Hence we get the inclusion M−
≤j ⊂M+

≤j
for all j.

Theorem 5.4.2. The inclusion M−
≤j ↪→ M+

≤j induces isomorphisms of ho-

mology groups with integer coefficients Hk(M
−
≤j)

∼=−→ Hk(M
+
≤j) for all j and

all k. In particular the inclusion π−1(n[0]) ↪→ M(r, n) induces isomorphisms

Hk(π
−1(n[0]))

∼=−→ Hk(M(r, n)) for all k.

Proof. We prove the theorem by induction on j.
For j = 1 the inclusion M−

1 ↪→ M+
1 induces an isomorphism of homology

groups Hk(M
−
1 )

∼=−→ Hk(M
+
1 ) for all k since M−

1 and M+
1 are isomorphic to

affine spaces.
Suppose the inclusion M−

≤j ↪→ M+
≤j induces an isomorphism of homology

groups Hk(M
−
≤j)

∼=−→ Hk(M
+
≤j) for all k and consider the homology long exact

sequences of the pairs (M−
≤j+1,M

−
≤j) and (M+

≤j+1,M
+
≤j) respectively. We have

the following diagram
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· · · Hk+1(M−
≤j+1,M

−
≤j) Hk(M

−
≤j) Hk(M

−
≤j+1) · · ·

· · · Hk+1(M+
≤j+1,M

+
≤j) Hk(M

+
≤j) Hk(M

+
≤j+1) · · ·

∼=

where the arrows are induced by inclusions. The middle arrow is an isomor-
phism by the induction hypothesis.

M−
≤j is closed in M−

≤j+1. This follows from (4.3) by reversing the order of
the inequality to meet that of the filtration (5.6). From [19, Proposition 2.22]

Hk(M
−
≤j+1,M

−
≤j)
∼= Hk(M

−
≤j+1/M

−
≤j, p),

where p is the point at infinity. The quotient space M−
≤j+1/M

−
≤j is isomorphic

to the one-point compactification of M−
j+1 that is homeomorphic to the Thom

space T (M−
j+1) of M−

j+1 [12, Ex. 138]. It follows that

Hk(M
−
≤j+1,M

−
≤j)
∼= Hk(T (M−

j+1), p).

M−
j+1 is isomorphic to an affine space so it is isomorphic to N|xj+1

, the normal
bundle to xj+1 in M−

j+1. Hence

Hk(M
−
≤j+1,M

−
≤j)
∼= Hk(T (M−

j+1), p) ∼= Hk(T (N|xj+1
), p).

Let us denote by V (M+
j+1) the tubular neighborhood of M+

j+1 in M+
≤j+1. By

excision we get the following isomorphism

Hk(M
+
≤j+1,M

+
≤j) = Hk(M

+
≤j ∪ V (M+

j+1),M+
≤j)
∼= Hk(V (M+

j+1), ∂V (M+
j+1)),

where ∂V (M+
j+1) = V (M+

j+1) \M+
j+1.

Denote by N the normal bundle of M+
j+1. From the tubular neighborhood

theorem V (M+
j+1) is homeomorphic to N and M+

j+1 is homeomorphic to the
zero section of N, see e.g. [6]. Thus

Hk(V (M+
j+1), ∂V (M+

j+1)) ∼= Hk(N,N0) ∼= Hk(T (N), p),

where N0 ⊂ N is the complement of the zero section in N and T (N) is the
Thom space of N.

Since the point xj+1 is the deformation retract of M+
j+1 then N deformation

retracts to Nxj+1
, the fibre of N at xj+1. Moreover, Nxj+1

is a deformation
retract of N|xj+1

. It follows that Hk(T (N|xj+1
), p) ∼= Hk(T (Nxj+1

), p) and hence
Hk(M

−
≤j+1,M

−
≤j)
∼= Hk(M

+
≤j+1,M

+
≤j) for all j and all k. By the five lemma we

conclude the proof.



42 CHAPTER 5. MODULI SPACE ON THE PROJECTIVE PLANE

Lemma 5.4.3. M(r, n) is simply connected.

Proof. There exists a unique cell M+
1 of maximal dimension that is open in

M(r, n) (see Remark 4.2.3). Since M+
1 ⊂ M(r, n) is isomorphic to an affine

space then π1(M+
1 ) = 0. By [11, Theorem 12.1.5] the inclusion M+

1 ↪→M(r, n)
induces a surjective map π1(M+

1 )→ π1(M(r, n)). Hence π1(M(r, n)) = 0.

Remark 5.4.4. Note that M(r, n) is irreducible since it is nonsingular and
connected.

Lemma 5.4.5. π−1(n[0]) is simply connected.

Proof. Let M−
m ↪→ π−1(n[0]) be the inclusion of the cell of maximal dimension

into π−1(n[0]). By [10, Theorem 3(a)] the induced map π1(M−
m)→ π1(π−1(n[0]))

is an isomorphism. π1(M−
m) = 0 since M−

m is isomorphic to an affine space.
Hence π−1(n[0]) is simply connected.

Theorem 5.4.6 ([34, Theorem 3.5 (2)]). π−1(n[0]) is homotopy equivalent to
M(r, n).

Proof. The inclusion π−1(n[0]) ↪→ M(r, n) induces morphisms of homotopy
groups and we have the following diagram

· · · πk+1(M(r, n), π−1(n[0])) πk(π
−1(n[0])) πk(M(r, n)) · · ·

· · · Hk+1(M(r, n), π−1(n[0])) Hk(π
−1(n[0])) Hk(M(r, n)) · · ·

∼=

where the isomorphism is from Theorem 5.4.2 and Hk(M(r, n), π−1(n[0])) = 0
for all k.

From Lemma 5.4.3 and Lemma 5.4.5, both M(r, n) and π−1(n[0]) are 1-
connected, then using Hurewicz’s theorem we get

π2(M(r, n)) ∼= H2(M(r, n)),

π2(π−1(n[0])) ∼= H2(π−1(n[0])).

This yields the following diagram

π2(π−1(n[0])) π2(M(r, n)) π2(M(r, n), π−1(n[0])) 0

H2(π−1(n[0])) H2(M(r, n)) 0

∼=∼=
∼=
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Hence we get π2(M(r, n)) ∼= π2(π−1(n[0])) and π2(M(r, n), π−1(n[0])) = 0; then
the pair (M(r, n), π−1(n[0])) is 2-connected. By the relative Hurewicz theorem
we have

π3(M(r, n), π−1(n[0])) ∼= H3(M(r, n), π−1(n[0])) = 0.

Iterating this process it follows that for every k,

πk(M(r, n), π−1(n[0])) ∼= Hk(M(r, n), π−1(n[0])) = 0.

Hence the long exact sequence of homotopy groups reduces to

πk(π
−1(n[0])) πk(M(r, n))

∼=

for all k. Finally Whitehead’s theorem (see e.g. [37, page 370]) concludes the
proof.

Remark 5.4.7. Another proof for theorem 5.4.6 can be done by using the
ADHM data defined in Theorem 5.1.3. This proof can be found in Appendix
A, it is elementary and relies essentially on the ADHM description. Hence it
is possible to generalize it only to moduli spaces having such a description.
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Chapter 6

A generalization

In this chapter, we will generalize the study of the moduli space of framed
sheaves on P2 performed in the previous chapter to the moduli space on a
nonsingular projective toric surface S where we assume that there exists a
projective morphism of toric surfaces p : S → P2 of degree 1 and consider the
framing sheaf to be supported on a divisor.

First we study the fixed point locus of the moduli space on toric varieties.
Then we restrict ourselves to the moduli spacesM(S) on the toric surface S and
construct a projective morphism from M(S) to M0(r, n), the moduli space of
ideal instantons introduced in section 5.1. Using this projective morphism we
define a compact subvariety Ñ of M(S) and study some topological properties,

namely singular homology and homotopy equivalence between M(S) and Ñ .

6.1 Moduli on toric surfaces

Let S be a nonsingular projective toric surface, and let M(S) be the moduli
space of framed torsion-free sheaves on S. Then this moduli space is a quasi-
projective variety [8].

We denote by Mµss(S) the moduli space of semistable framed sheaves on
S, and by Mµ-poly(S) the moduli space of polystable framed sheaves on S.

As shown in [7], there is a projective morphism γ from M(S) onto Mµss(S)
given as follows

γ : M −→Mµss(S) =
∐
k≥0

Mµ-poly(r, ξ, c2 − k, δ)× Symk(S \D)

(E , α) 7−→
((
grµ(E , α)

)̌
,̌ Supp

(grµE )̌ ˇ

grµE

)
,

where Supp E is the support of E counted with multiplicities.

45
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Note that the double dual of a µ-semistable framed torsion free sheaf is a
µ-polystable framed locally free sheaf, and the support of

(
(grµE )̌ /̌grµE

)
is

a point in Symk(S \D) where k = c2(grµE )− c2

(
(grµE )̌

)̌
.

6.2 Torus action and fixed points

In this section we will construct an action of the torus T on M(S) following
the paper of Nakajima and Yoshioka [35]. We will show that this action gives
rise to a finite set of fixed points (M(S))C

∗
and (Mµss(S))T .

Let S be a nonsingular projective toric surface. with an action of a 2-
dimensional algebraic torus T 2 and a finite set of isolated fixed points ST

2
=

{x1, . . . , xn}. Assume that the framing divisor D is toric, i.e., stable under the
action of T 2, and let F be a locally free sheaf on D. Suppose we have an action
of an r-dimensional torus T r on the framing sheaf F . Then this induces an
action of an (r + 2)-dimensional torus T on M(S) and on Mµss(S).

Let us consider the action of T 2 ∼= C∗ × C∗ on S. Then for any element
(t1, t2) of T 2 one has an automorphism ht1,t2 of S.

ht1,t2 : S −→ S

The action of T 2 on the sheaf E is defined by by taking the inverse image
via the automorphism h: E 7→ E ′ = (h−1

t1,t2)
∗E .

To define the action on the framing α let us consider the torus T r ∼=
C∗ × · · · × C∗ (r-times) that acts on the framing sheaf as follows. For an
element (f1, . . . , fr) ∈ T r let Ff1,...,fr be the isomorphism of F

Ff1,...,fr : F −→ F

Then the action of T ∼= C∗×· · ·×C∗ ((r+2)-times) on a pair (E , α) ∈M(S)
is defined by

(t1, t2, f1, . . . , fr) · (E , α) :=
(
(h−1

t1,t2
)∗E , α′

)
,

where α′ is given by the composition of the following maps:

E ′|D = (h−1
t1,t2

)∗E |D
(h−1

t1,t2
)∗α

−−−−−→ (h−1
t1,t2

)∗F −→ F
Ff1,...,fr−−−−−→ F ,

where the middle arrow is given by the action of T 2 under which F is stable.
The T action is defined in a similar way on Mµss(S), namely the torus

action on Mµ-poly(S) is the same as the action on M(S) and the action of T 2

on Symk(S\D) is induced from that on S since D is T 2-invariant. It is possible
to check that the map γ is equivariant, i.e., γ commutes with the torus action.
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Indeed for a framed shead (E , α) ∈ M(S), the following two compositions
agree:

(E , α)
γ7−→
((
grµ(E , α)

)̌
,̌ Supp

(grµE )̌ ˇ

grµE

)
torus action7−−−−−−→((

(h−1
t1,t2

)∗(grµE )̌ ,̌ (grµα)′
)
, ht1,t2 Supp

(grµE )̌ ˇ

grµE

)
,

(E , α)
torus action7−−−−−−→

(
(h−1

t1,t2
)∗E , α′

) γ7−→((
grµ
(
(h−1

t1,t2
)∗E , α′

))̌
,̌ Supp

(
grµ
(
(h−1

t1,t2)
∗E
))̌

ˇ

grµ
(
(h−1

t1,t2)
∗E
) )

.

This is because the torus action is compatible with the Jordan-Hölder fil-
tration and with the double dual. The torus action on the support of a sheaf
gives the support of a sheaf acted on by the torus action.

Lemma 6.2.1. The fixed points set (M(S))T consists of finitely many points.
The same holds for (Mµss(S))T .

Proof. A framed sheaf (E , α) is fixed if it can be written in the form (E , α) =
(E1, α1)⊕ · · · ⊕ (Er, , αr) such that Ei = Ii ⊗O(Ci). Here Ci is a T 2-invariant
divisor that does not intersect D, Ii is the ideal sheaf of a zero dimensional

subscheme Zi in S \ D, and αi is an isomorphism Ei|D
∼=−→ Fi, where Fi are

rank one locally free subsheaves of F supported on D such that the direct
sum

⊕r
i=1 Fi = F . Note that the sheaf F decomposes into such direct sum

since it is locally free on a toric divisor in S that is a a smooth curve.
The ideal sheaves Ii are fixed if they are generated by monomials in the
homogeneous coordinate ring (Cox ring) of S. These monomials are finite and
hence the ideal sheaves Ii form a finite family. Moreover, the Picard group
of a compact projective variety is generated by a finite number of divisors [36,
Corollary 2.5]. Hence Ei = Ii ⊗ O(Ci) form a finite family. As a result the
fixed points set of M(S) is finite.

Now regarding Mµ-poly(r, ξ, c2 − k, δ) as an open subset of M(S) with the
corresponding invariants, the set of its fixed points is finite. A framed sheaf
(E , α) ∈ Mµ-poly(r, ξ, c2 − k, δ) is fixed if is it given as above, hence E =⊕r

i=1 Ei =
⊕r

i=1(Ii ⊗OS(Ci)). Since E is locally free then so is Ii for each i.
We have Ii

∼= Iǐ ˇ∼= OS, hence E =
⊕r

i=1 OS(Ci).
The fixed points set of Symk(S \ D) is finite since ST is. It follows that

(Mµss(S))T is finite.



48 CHAPTER 6. A GENERALIZATION

Remark 6.2.2. From Lemma 6.2.1 it follows that N := γ−1
(
(Mµss(S))T

)
con-

tains all the fixed points of M(S) since γ is equivariant. But we will not need
this fact in what follows.

6.3 Constructing a projective morphism

In this section we will restrict ourselves to the case where the toric surface S
admits a projective morphism of toric surfaces p : S → P2 of degree 1. An
example of this class of surfaces is the iterated toric blowup of P2, i.e, the
iterated blowup along a set of points that are fixed under the torus action. We
will also assume that the framing sheaf is free F = O⊕rD .

We will construct a projective morphism from the moduli space M(S)
of framed torsion-free sheaves on S to M0(r, n), the moduli space defined in
section 5.1. To this end we will follow the construction in [34, Appendix F].

Note that under the assumptions above, the restriction of p : S → P2

to the divisor D gives an isomorphism p|D : D
∼=−→ l∞, where l∞ is the line

{[0 : z1 : z2] ∈ P2} in P2. The direct image of the framing sheaf on D is
isomorphic to the framing sheaf on l∞.

Next we will show that there exists a morphism between M(S) and M0(r, n)
and prove it is projective.

Let M(r, c1, n) be the moduli space of H-stable sheaves E on P2 with
rank r := rk E , first Chern class c1 := c1(E ) and discriminant n := c2(E ) −
r−1
2r
c1(E )2. Assuming that gcd(r,< c1, H >) = 1 the moduli space consists of µ-

stable sheaves. We defineMloc(r, c1, n) the subscheme ofM(r, c1, n) consisting
of µ-stable locally free sheaves.

Let M̃(r, p∗c1 + kC, n) be the moduli space of (H − εC)-stable sheaves
E on S of rank r, first Chern class c1(E ) = p∗c1 + kC, and discriminant
n := c2(E ) − r−1

2r
c1(E )2. Here C is a (reducible) divisor on S that does not

intersect D, k is an integer and ε is sufficiently small.

6.3.1 Uhlenbeck compactification of Mloc(r, c1, n)

We define the Uhlenbeck compactification of the the moduli space of locally-
free sheaves M0(r, c1, n) as follows.

M0(r, c1, n) :=
⊔
l

Mloc(r, c1, n− l)× Syml(P2).

In [29, 30], Li proved the following theorem in the general setting of moduli
spaces on projective surfaces. Here is Li’s theorem for our moduli spaces.
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Theorem 6.3.1. 1. M0(r, c1, n) is a projective scheme.

2. There is a projective morphism

π : M(r, c1, n) −→M0(r, c1, n) (6.1)

E 7−→ (Eˇ̌ , Supp(Eˇ̌/E )).

When the first Chern class is zero, the morphism (6.1) reduces to the
morphism (5.4) defined in section 5.1. This morphism will allow us define a
new morphism from the moduli space of µ-stable sheaves on S toM0(r, c1, n).

6.3.2 Defining a morphism π̃

In this section we will assume that the first Chern class c1 = k·C and 0 ≤ k < r.
For a sufficiently large l and assuming that l = k modulo r, we define the
following morphism

β : M̃(r, k, ñ) −→M(r, n)

E 7−→ p∗E (−lC).

The composition of β with the morphism π defined in (6.1) gives the fol-
lowing morphism

π̃ : M̃(r, k, ñ)→M0(r, n) (6.2)

E 7→
(

(p∗E (−lC))̌ ,̌ Supp
(p∗E (−lC))̌ˇ

p∗E (−lC)

)
.

In the next section we will show how the morphism (6.2) restricts to a
morphism between moduli spaces of framed sheaves and show it is projective.

Remark 6.3.2. Note that the definition of the morphism π̃ relies on Lemma
B.0.2. Using this lemma together with the Grothendieck-Riemann-Roch theo-
rem, one can compute n in terms of k and ñ. Moreover, by the same arguments
one can show that the morphism π̃ does not depend on the choice of l. This is
true because we are assuming that l is equal to k modulo r.

6.3.3 π̃ for framed sheaves

Before getting to the definition of the morphism π̃ for framed sheaves, we will
need few results.

Lemma 6.3.3 (Lemma F.19 [34]). Denote by δ1 the leading coefficient of the
polynomial δ. Assume that δ1 � 1, then the following holds
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1. For a semistable framed sheaf (E , α), E is torsion-free.

2. All torsion-free µ-semistable sheaves are µ stable.

This lemma yields Lemma F.20 in [34]. This works in our case too. Hence
using Lemma 6.3.3 we have the following result.

Lemma 6.3.4. Assume that δ1 � 1. If ε > 0 depending on δ1 and ch(E) is
sufficiently small, then (E , α) is semistable with respect to H−εC and δ if and
only if (p∗E (−lC), α) is semistable with respect to H and δ. In particular, the
moduli space of framed torsion-free sheaves on S is contained in the moduli
space of semistable pairs on S.

This lemma states that β sends semistable framed sheaves on S to semistable
framed sheaves on P2. Hence it extends to a morphism between moduli spaces
of semistable sheaves on S and on P2. Since these moduli spaces are projective,
β is a projective morphism. In other words, we have a projective morphism,
that we denote β for simplicity, from the moduli space of framed sheaves on S
to the moduli space of framed sheaves on P2.

β : M(S) −→M(r, n) (6.3)

(E , α) 7−→
(
p∗E (−lC), φ

)
,

where the framing φ is given by

φ : p∗E (−lC)|`∞
∼=−→ p∗O

⊕r
S (−lC)|`∞ ∼= O⊕r`∞ , (6.4)

since p∗OS(−lC) is isomorphic to OP2 .
On the other hand, the morphism π defined in (5.4) is projective, so the

composition π ◦ β is projective. Hence we have proved the following theorem.

Theorem 6.3.5. There is a projective morphism

π̃ : M(S) →M0(r, n) (6.5)

(E , α) 7→
((

(p∗E (−lC))̌ ,̌ φ
)
, Supp

(p∗E (−lC))̌ˇ

p∗E (−lC)

)
,

where the framing φ is given by (6.4).

Remark 6.3.6. The map π̃ is equivariant under the torus action since β is.

In the next section, using this morphism we will study some topological
properties of the moduli space of framed torsion-free sheaves on S.
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6.4 Some topological properties

In this section, we define the subvariety Ñ of M(S) that is the inverse image

by π̃ of the fixed point of M0(r, n). We show that both M(S) and Ñ admit a
filtrable Bia lynicki-Birula decomposition. It is enough to consider the action
of a regular one-parameter subgroup λ ⊂ T as in Section 5.3. Therefore, we
will consider the action of C∗ on M(S) and on Ñ .

Having established the projective morphism π̃, we define the inverse image
of the fixed point n[0] of M0(r, n).

Ñ := π̃−1(n[0])

Theorem 6.4.1. Ñ is a compact subvariety of M(S).

Proof. The proof goes through the same lines as that of Theorem 5.1.5.

Proposition 6.4.2. For every element x ∈M(S), the limit limt→0 t · x exists
and lies in M(S)C

∗
.

Proof. The proof of this proposition go through the same lines as that of
Proposition 5.3.1.

Theorem 6.4.3. M(S) admits a Bia lynicki-Birula plus-decomposition into
affine spaces. Moreover, this decomposition is filtrable.

Proof. Having Proposition 6.4.2, the proof goes through the same lines as in
5.3.2.

Let M(S)C
∗

= {xi | i = 1, . . . ,m} and denote the cells of the decomposition
by

M(S)+
i := M(S)+

i = {x ∈M(S) | lim
t→0

t · x = xi}.

The limit limt→∞ t ·x does not exist for all x ∈M(S). We will only consider
the points ofM(S) such that the limit exists. These points define the subspaces

M(S)−i := M(S)−i = {x ∈M(S) | lim
t→∞

t · x exists and equals xi}.

Theorem 6.4.4. The subvariety Ñ is the union Ñ =
⋃
iM(S)−i . Moreover,

this is a filtrable decomposition of Ñ into affine spaces.

Proof. From [34, Theorem 3.5(3)] any x 6= n[0] in M0(r, n) the limit limt→∞ t·x
does not exist. Hence by the projective morphism π̃ we deduce that Ñ =⋃
iM(S)−i . To show this is a filtrable decomposition, the proof goes through

the same lines as that of 5.3.3.



52 CHAPTER 6. A GENERALIZATION

Let J = {1, 2, . . . ,m} be the set of indices so that the fixed points set
XC∗ = {xj | j ∈ J} be ordered to yield the following filtrations

M(S) = M(S)1 ⊃M(S)2 ⊃ · · · ⊃M(S)m ⊃M(S)m+1 = ∅,

∅ = γ1 ⊂ γ2 ⊂ · · · ⊂ γm ⊂ γm+1 = Ñ ,

where M(S)i\M(S)i+1 = M(S)+
i , γi+1\γi = M(S)−i and the decomposition of

M(S)
(
resp. Ñ

)
is given by M(S) =

⋃
j∈JM(S)+

j

(
resp. Ñ =

⋃
j∈JM(S)−j

)
.

Define the subsets M(S)+
≤j :=

⋃
i≤jM(S)+

i and M(S)−≤j :=
⋃
i≤jM(S)−i .

Then all the results in Section 5.4 hold, the proofs are basically the same.

Lemma 6.4.5. For each j, there is an inclusion M(S)−≤j ↪→M(S)+
≤j.

Theorem 6.4.6. The inclusion M(S)−≤j ↪→M(S)+
≤j induces isomorphisms of

homology groups with integer coefficients Hk(M(S)−≤j)
∼=−→ Hk(M(S)+

≤j) for

all j and all k. In particular the inclusion Ñ ↪→ M(S) induces isomorphisms

Hk(Ñ)
∼=−→ Hk(M(S)) for all k.

Proof. Using Lemma 6.4.5 the proof is the same as that of Theorem 5.4.2.

Lemma 6.4.7. Both M(S) and Ñ are simply connected.

Remark 6.4.8. Note that M(S) is irreducible since it is nonsingular and con-
nected.

Theorem 6.4.9. Ñ is homotopy equivalent to M(S).



Chapter 7

Outlook

An interesting outlook would be the generalization of the study performed in
this thesis to a toric surface S without assuming the existence of a projective
morphism S → P2 of degree 1.

The results of chapter 5 and 6 hold for all the moduli spaces on nonsingular
projective toric surfaces having a projective morphism onto M0(r, n) which is
equivariant under the torus action. Indeed, to generalize these results it is
enough to construct a projective morphism

π̃ : M(S)→M0(r, n).

However, this may not be an easy task.
As we have seen in the last chapter, to construct such a morphism we have

considered a morphism

β : M(S) −→M(r, n)

E 7−→ p∗E (−lC), (7.1)

for a sufficiently large l.
It is to notice that when the morphism p has a greater degree, the direct

image of the structure sheaf p∗OS(−lC) � OP2 . In this case a morphism defined
as in (7.1) does not do the job since we end up in a moduli space different from
M(r, n).

The reason for constructing a morphism π̃ lies in the fact that the moduli
space M0(r, n) has a unique fixed point n[0] and the fiber over it defines a
compact subvariety containing all the fixed points of the moduli space we are
considering. Moreover M0(r, n) has a description into ADHM data that was
intensively used in the proofs of the results in the last two chapters.

In chapter 6 we have considered toric varieties to guarantee that the moduli
space has finitely many fixed points under the torus action. This allows us to
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use results of chapter 4. It would be interesting to generalize this study to the
moduli spaces of framed sheaves on projective surfaces having a C∗-action. In
this case, the set of fixed points under the torus action might not be finite.
Another issue is the construction of the projective morphism onto M0(r, n) as
discussed above.



Appendix A

Proof using ADHM data

A.1 Moduli space on the projective plane

As we havee seen in chapter 5, there is an isomorphism

M(r, n) ∼=

(B1, B2, i, j)

∣∣∣∣∣∣∣∣∣
[B1, B2] + ij = 0,

@ S ( Cn such that Bα(S) ⊂ S

(α = 1, 2) and im i ⊂ S


/

GLn(C)

:= H/GLn(C),

where B1, B2 ∈ End(Cn), i ∈ Hom(Cr,Cn), j ∈ Hom(Cn,Cr) and for g ∈
GLn(C):

g · (B1, B2, i, j) = (gB1g
−1, gB2g

−1, gi, jg−1).

The fibre π−1(n[0]) ⊂M(r, n) is isomorphic to the quot scheme Quot(r, n)
by Theorem 5.1.6. From [2, Lemma 2.2] we have the following description in
terms of ADHM data.

π−1(n[0]) ∼=


(B1, B2, i)

∣∣∣∣∣∣∣∣∣∣∣∣
[B1, B2] = 0

∃ α, β ∈ N : B1
α = B2

β = 0

@ S ( Cn such that Bα(S) ⊂ S

(α = 1, 2) and im i ⊂ S


/

GLn(C),

where B1, B2 ∈ End(Cn) and i ∈ Hom(Cr,Cn).
The one parameter subgroup C∗ acts on H as follows:

(B1, B2, i, j) 7→ (tB1, tB2, i, t
2j) for t ∈ C∗.
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Let us define the map:

ρ : M(r, n) −→ R

(B1, B2, i, j) 7−→
∑
i

|µi|+
∑
i

|λi| =: ρ
(B1,B2,i,j)

,

where µi and λi are the eigenvalues of B1 and B2 respectively.
Consider the open neighborhood U1 of π−1(n[0]) defined by

U1 :=
{

(B1, B2, i, j) ∈M(r, n)
∣∣∣ ρ(B1,B2,i,j)

< 1
}
,

and let

Ut := t · U1 = {t · (B1, B2, i, j) | (B1, B2, i, j) ∈ U1} ,

be a family of open neighborhoods of π−1(n[0]) parametrized by t ∈ C∗.
Since π−1(n[0]) is described by nilpotent matrices, i.e, matrices for which

all the eigenvalues vanish, then π−1(n[0]) is contained in ⊂ Ut for all t.

A.2 Base of open neighborhoods

M(r, n) and π−1(n[0]) are algebraic varieties and in particular, they are locally
compact topological spaces. M(r, n) contains π−1(n[0]) as a compact subva-
riety so for every neighborhood V of π−1(n[0]) there exists a closed compact
neighborhood W of π−1(n[0]) such that W ⊂ V, [25, Theorem 18].

Let ∂W be the boundary of W and consider the following restricted map:

ρ|∂W : ∂W −→ R
(B1, B2, i, j) 7−→ ρ

(B1,B2,i,j)
> 0.

This map is a real valued function on a compact space ∂W, hence it attains
a minimum (maximum). Let ε = min ρ|∂W then:

∀(B1, B2, i, j) ∈ ∂W : ρ
(B1,B2,i,j)

≥ ε.

In the case t = ε, we have

Ut=ε ∩ ∂W =
{

(B1, B2, i) ∈M(r, n)
∣∣∣ ρ(B1,B2,i,j)

< |ε|
}
∩ ∂W = ∅.

Hence Ut=ε is contained in W \ ∂W. It results that for each neighborhood
V ⊃ π−1(n[0]), there exists a t ∈ C∗ such that Ut is contained in V. Therefore
the family {Ut, t ∈ C∗} form a base of open neighborhoods of π−1(n[0]).
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A.3 Ut is homotopy equivalent to M(r, n)

In this section, we show that there is a homotopy between M(r, n) and Ut for
each t. For each t ∈ C∗, we define the following isomorphism

ft : U1 −→ Ut

(B1, B2, i, j) 7−→ (t ·B1, t ·B2, i, t
2j).

In particular, U1 is homotopy equivalent to Ut. It is enough then to show that
there is a homotopy between M(r, n) and U1. Let us define the maps:

M(r, n)
f−−−−→ U1

g−−−−→M(r, n),

where

(B1, B2, i, j) 7→ f(B1, B2, i, j) := (
B1

ρ
(B1,B2,i,j)

+ 1
,

B2

ρ
(B1,B2,i,j)

+ 1
, i, j),

and

(B1, B2, i, j) 7→ g(B1, B2, i, j) := (
B1

ρ
(B1,B2,i,j)

+ 1
,

B2

ρ
(B1,B2,i,j)

+ 1
, i, j).

Then we have a homotopy F : [0, 1]×M(r, n) −→M(r, n) defined by

F (α, (B1, B2, i, j)) = (
B1

(1− α)ρ
(B1,B2,i,j)

+ 1
,

B2

(1− α)ρ
(B1,B2,i,j)

+ 1
, i, j).

Similarly, we have a homotopy G : [0, 1]× U1 −→ U1 defined by

G(α, (B1, B2, i, j)) = (
B1

(1− α)ρ
(B1,B2,i,j)

+ 1
,

B2

(1− α)ρ
(B1,B2,i,j)

+ 1
, i, j).

We conclude that Ut is homotopy equivalent to M(r, n) for all t ∈ C∗.

A.4 π−1(n[0]) is homotopy equivalent to M(r, n)

M(r, n) and π−1(n[0]) are algebraic varieties, in particular they are algebraic
sets that admit triangulations [21, 31]. Moreover, since M(r, n) contains
π−1(n[0]) as a compact subvariety, the pair (M(r, n), π−1(n[0])) can be trian-
gulated in a compatible way. Then there exists a basis of closed neighborhoods
{Vα ⊃ π−1(n[0])} homotopy equivalent to π−1(n[0]), see [32, Lemma 70.1].
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Since {Ut} and {Vα} are neighborhood bases of π−1(n[0]), the following
inclusions Ut1 ⊂ Vα1 ⊂ Ut2 ⊂ Vα2 induce homomorphisms of homotopy groups
for all n

πn(Ut1)
i−→ πn(Vα1)

j−→ πn(Ut2)
k−→ πn(Vα2).

It follows that πn(Vα1)
∼−→ πn(Ut2) is an isomorphism for each n since j ◦ i

and k ◦ j are isomorphisms. This implies that πn(π−1(n[0])) ∼= πn(M(r, n)).
Note that both M(r, n) and π−1(n[0]) are connected, by Whitehead theo-

rem (See e.g [37, page 370]) we conclude that π−1(n[0]) is homotopy equivalent
to M(r, n).

Remark

The maps ρ, f, and g defined above do not depend on the representatives.
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Some useful statements

Lemma B.0.1. Let X be a smooth projective surface and let

0 −→ F −→ F ′ −→ Q −→ 0,

be an exact sequence of sheaves of OX-modules where F is torsion free, F ′

is reflexive (equivalently locally free since every reflexive sheaf on a surface is
locally free) of the same rank and Q is zero dimensional; then F ′ ∼= Fˇ̌ .

Proof. Dualizing the exact sequence 0 −→ F −→ F ′ −→ Q −→ 0, i.e.,
applying the functor H om(·,OX), we get

0 −→H om(F ′,OX) −→H om(F ,OX) −→ E xt1(Q,OX) −→ 0.

Note that H om(Q,OX) = 0, and E xt1(F ,G ) = 0 for any coherent sheaf G
if F is locally free [18, Chap. III, Ex. 6.5(a)], in particular E xt1(F ′,OX)
vanishes. We get

0 −→ F ′̌ −→ Fˇ−→ Q′ −→ 0,

where Q′ := E xt1(Q,OX) is a zero dimensional sheaf. Call S the support of
Q′, then S ⊂ X is a closed subset of codimension 2.
Since Fˇ and F ′̌ are reflexive, so by [17, Prop.1.6] they are normal. Hence
for every open U ⊂ X, we have

0 F ′̌ (U) F (̌U) Q′(U) 0

0 F ′̌ (U \ S) F (̌U \ S) Q′(U \ S) 0

∼= ∼=

Note that Q′(U \ S) = 0 since Q′ is supported on S. Thus the injective mor-
phism F ′̌ (U \S)→ F (̌U \S) is an isomorphism. This yields an isomorphism
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F ′̌ (U)
∼=−→ F (̌U) and we get Q′(U) = E xt1(Q,OX)(U) = 0 for every open

subset U ⊂ X. Hence we find Q′ = E xt1(Q,OX) = 0 and F ′̌ ∼=−→ F .̌Dualizing
again one gets F ′ ∼= Fˇ̌ . Since F ′ is reflexive it follows that F ′ ∼= Fˇ̌ .

Lemma B.0.2. There is an integer l0 such that for any E ∈ M̃(r, k, n) and
any l ≥ l0, we have:

1. R1p∗E (−lC) = 0

2. There is a canonical inclusion E (−lC) ↪→ p∗
(
p∗E (−lC)

)̌
.̌

3.
(
p∗E (−lC)

)̌
ˇ∼= (p∗E )̌ .̌

Proof. Note that E (−lC) = E (l) since the ideal sheaf of the exceptional divisor
C on S is given by OS(−C) = OS(1) see [16, IV, Lemma 4.1.(b)].

1. The proof can be found in [18, III. Theorem 8.8.(c)]

2. From [18, III. Theorem 8.8.(a)] the natural map p∗p∗E (−lC) −→ E (−lC)
is surjective, hence one gets an exact sequence:

0 −→ T −→ p∗p∗E (−lC) −→ E (−lC) −→ 0.

Since p∗p∗E (−lC) and E (−lC) have the same rank, it follows that T
is a torsion sheaf, but p∗p∗E (−lC) is torsion free, then T = 0 and
p∗p∗E (−lC) −→ E (−lC) is an isomorphism.

On the other hand, there is a canonical inclusion p∗(p∗E (−lC)) ↪→
p∗
(
p∗E (−lC)

)̌
,̌ so we have the following diagram

p∗p∗E (−lC) p∗
(
p∗E (−lC)

)̌
ˇ

E (−lC)

'

Hence the dotted arrow is injective and we get the inclusion E (−lC) ↪→
p∗
(
p∗E (−lC)

)̌
.̌

3. Using the inclusion above, and taking the cokernel, one gets the exact
sequence

0 −→ E (−lC) −→ p∗
(
p∗E (−lC)

)̌
ˇ−→ Q −→ 0.
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Tensoring by OS(lC) and applying the direct image, the above exact
sequence gives

0 −→ p∗E −→ p∗
(
p∗
(
p∗E (−lC)

)̌
ˇ⊗ OS(lC)

)
−→ · · ·

On the other hand, p∗OS(lC) = p∗OS(−l) = OS see [9, page 76]. Hence,
substituting and taking the quotient in the above exact sequence, one
gets the short exact sequence

0 −→ p∗E −→
(
p∗E (−lC)

)̌
ˇ−→ Q′ −→ 0.

Notice that p∗E is torsion free and
(
p∗E (−lC)

)̌
ˇ is locally free of the

same rank, Q′ is supported on points, then using Lemma B.0.1, we get
the isomorphism

(
p∗E (−lC)

)̌
ˇ∼= (p∗E )̌ .̌
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