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Chapter 1

Introduction

1.1 Structure of the Thesis

The thesis is planned in the following way. This chapter introduces the main
features of the spectrum of Active Galactic Nuclei (AGN) and, in particular, of
quasars. A schematic description of the unified model for AGN and quasars is also
given. In Chapter 2, I focus the attention on the narrow absorption lines in QSO
spectra. I present the main issues related to the observation and the interpretation
of the lines. Then, I report how absorption systems are in general classified and
what are the potentialities of such a study. Chapter 3 is dedicated to a review
of the state of the art of the observational properties of absorption systems. We
contributed to this topic adding to the statistics the results from the analysis of the
high redshift quasar PKS 2126-158 (zer, = 3.27) high resolution spectrum: they
are described in § 3.7.

The main interest of my PhD work has been devoted to the study of the spatial
distribution and of the dimension of QSO absorbers. We based our analysis on
two large samples of data: (i) a collection of high resolution Ly« forests for the
study of clustering, (ii) the whole QSO pair spectra sample at intermediate to high
resolution available in the literature, for the study of the transverse dimension and
geometry. We stated once and for all the presence of clustering of Lyca absorbers
along a single line of sight; and we confirmed the large size of absorbers with a

more reliable estimating algorithm. These results, together with a review of pre-
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vious and following studies on the same topic, are displayed in Chapters 4 and 5.

In Chapter 6, I sketch the outline of the theoretical models proposed in the
course of the years for the Lya clouds and, briefly, for metal absorbers. In the
second part of the chapter, I dedicate more space to a review of the results obtained
by the numerical and semi-analytical simulations. |

Finally, I sum up our results and especially, I trace the lines of future works in
Chapter 7.

Most of the review sections are based on the following sources: Weedman
1986; Frank, King & Raine 1992; Emerson 1996; Petitjean 1998; Rauch 1998b;
Weinberg et al. 1998; Kembhavi & Narlikar 1999.

All through the thesis, if not otherwise specified, I will use the following
values for the cosmological parameters, h = H;/(100 km s+ Mpc‘lj, g =
05,A=0,0=1.

1.2 The Discovery of Quasars

The discovery of quasi-stellar objects (QSOs or quasars) in 1963 made a new sci-
ence out of astronomy. There were two factors in this invigorating revolution. One
was the conceptual shock of learning that some very important sources of energy
exist in the universe that are not related to the nuclear fusion processes in stars.
The other was the fact that the discovery was made with radio astronomy. For the
theorist, there was suddenly an open season for wide ranging and creative specu-
lations on cosmological processes, energy generation, and radiation physics. For
the technologist, there was proof that the coordinate use of different observational

spectral windows could reveal extraordinary and totally unanticipated things.

1.3 The Spectrum of Quasars

1.3.1 Continuum

Quasars are unique among objects in the universe in the observable span of their
continuous spectra. In some cases, the same quasar can be seen at wavelengths
from at least ~ 108 Hz in the radio region to ~ 10%*" Hz, which corresponds
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to extremely high energy 7y-ray photons. This vast range spans many different
physical processes and the emitting region can vary in size from the ~ Mpc scale
of extended radio emission to the scale of ~ 10? light seconds on which high
energy radiation is emitted.

The continuum spectrum of quasars is often, over limited frequency ranges,
represented by simple power law forms. The luminosity as a function of frequency
L(v) is then given by

L) =Av®, (1.1)

where A and o are constant. ;
Data presently available show that there are basically two kinds of continuum
shape for quasars and AGN.

1. Blazars, which include quasars and BL Lacs with bright radio cores and high
degrees of polarization and variability, indicating bulk relativistic motion in these
cores, have non-thermal continuum radiation from the radio to the ultraviolet
band, possibly prdduced by synchrotron emission. The non-thermal emission con-
tinues in the high energy region, where it can be affected by the effects of inverse
Compton scattering and pair production.

2. In radio-quiet quasars, Seyfert galaxies and even broad line radio Agalaxies' the
dominant emission is in the ~ 0.01 — 1 pum region. It is of thermal origin and
is produced in an accretion disc or as free-free optically thin emission. Emission
in the ~ 1 — 100 ,Lzm region, which is the second most dominant component,
is produced as thermal emission from dust with a wide range of temperatures.
Emission in the radio region, when detectable, has a steep spectrum and is of non-
thermal origin. X-ray emission is often detectable in these objects and could have

a strong non-thermal component.

In this thesis, I will concentrate on the spectrum of thermally dominated ob-
jects (see Fig. 1.1). Indeed, a fraction of thermally dominated quasars (~ 10 — 20
%) are actually radio-loud at the level of a few mlJy, while others remain radio-
quiet even when probed at the uJy level. Objects detected in radio surveys usually
have steep radio spectra indicative of optically thin synchrotron emission. The ex-
trapolation of the radio spectrum to infrared wavelengths lies far below the actual
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log (relative vf,)

e Radio quiet Lpg > 1012 Lg’
& Radio quiet Ly < 1012 Lg
o Radio loud Lyg > 1012 Lg

++ Blazars

] ] 1 ! 1 1 1 ! 1
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' Figure 1.1: Average continuum energy distributions for radib-quiet and radio-loud
quasars from the sample of Sanders et al. (1989) which is a subset of the PBQ survey.
Each data point represents the mean over the corresponding sample. The X-ray slopes
are adopted from Wilkes and Elvis (1987). The hatched region at radio-submillimeter
wavelength represents the range of spectral indices observed. The infrared bump and the
big blue bump are clearly seen. Shown for comparison (dotted line) is the mean contin-
uum energy distribution for blazars (Impey & Neugebauer 1988), normalized at 6 cm.
Reproduced from Sanders et al. (1989)

observed flux, indicating that there are other processes that become dominant in
that region. '

In the infrared region, the emitted power per unit logarithmic interval vL(v)
rises sharply between 10 and 100 um and peaks somewhere in this range. The
continuum in the 2-300 pm region is known as the infrared bump and typically
contains a third of the total detected (i.e., bolometric) luminosity of the source,
though this fraction can be as high as ~ 90 %. This continuum portion in radio-
quiet quasars is dominated by thermal emission from dust grains. Radio-loud
quasars can have substantial contribution from thermal as well as non-thermal

processes. There is a local minimum in vL(v) at ~ 1 um that can be explained
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by the opposite falls off of the emission from the accretion disc and from the dust,
which sublimates at temperatures above ~ 1500—2000 K. Shortwards of 1 ym the
continuum rises into the optical and ultraviolet, with a prominent peak in vL(v),
called the big blue bump (BBB) or the UV excess, occurring between ~ 0.3 um
and ~ 10 nm (~ 10'® — 3 x 10'6 Hz). In some objects the peak power occurs
in the 10.0 — 122.0 nm region, while in others vL(v) continues to rise into the
extreme ultraviolet. The magnitude of the energy in the bump is an indication that
it has primary origin, in the sense that it is not high energy radiation that has been
réprocessed to lower energy through thermalization. If the IR power law, with
index ~ 1, extends to higher energies and is subtracted from the UV flux, then the
residual has the form F(v) ~ v/3 which is remarkably similar to the shape of the
continuum expected from a geometrically thin but optically thick accretion disc
(Shields 1978). This has led to detailed models for the emission of the BBB from
an accretion disc. An alternative class of models interprets the BBB as produced
by optically thin thermal bremsstrahlung (free-free).

Riding on the big blue bump is a subsidiary “300 nm bump”, which extends
from 180 to ~ 400 nm. This is made up of contributions from (1) the Balmer con-
tinuum, (2) a pseudocontinuum formed from higher order Balmer lines that blend
into each other and contribute at longer wavelengths than the Balmer continuum
limit of 364.6 nm and (3) a pseudocontinuum due to a forest of iron lines, mainly
Fe II, with the contribution occurring in the ~ 180 — 350 nm region.

Sanders et al. (1989; see also Elvis et al. 1994) have discussed continuum
observations, in the ~ 0.3 nm - 6 cm (5 GHZ - 10*® Hz) range of 105 quasars
from the Palomar Bright Quasar (PBQ) survey. They find that the strenghts of
the infrared and big blue bump do not show any correlation with the bolometric
luminosity. The ratio of the bump luminosities L1z /Lyv has a spread of a factor
~ 10 and < Lig /Lyy >= 0.4 with a spread of 0.15. In contrast, the ratio of the
radio to the 1 um luminosity has a spread of a factor ~ 10°. This has clearly a
bimodal distribution. Sanders et al. define the boundary between radio-loud and

radio-quiet quasars at

vL(v)(5 GHz) /vL(v)(1 um) = 1074 (1.2)

Observations in the extreme ultraviolet range (EUV) between the Lyman limit
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of 91.2 nm and ~ 10 nm are difficult due to the absorption of the Galactic inter-
stellar medium and can only be made through specific low opacity windows. The
continuum in this region is responsible for ionisation of the broad line and narrow
line emitting region, and therefore some idea of its shape can be obtained from
the study of emission lines.

The spectra in the X-ray region, up to a few keV, are of power law form, with
radio-loud quasars having flatter spectra than the radio-quiet ones. Beyond this
range and up to a few tens of keV the spectra have an approximate power law
shape with a canonical spectral index of ~ 0.7. Recent observations have shown
that Seyferts and radio-quiet quasars are not strong emitters above some hundreds

of keV, while the radio-loud blazars often show high energy y-ray emission.

1.3.2 Emission Lines

At a variance with most galaxies, the visible spectra of quasars are characterized
by strong broad emission lines.

Emission lines can provide diagnostics of velocities, temperatures and densi-
ties unavailable from any other technique. The lines which can be seen represent
a wide range of ionisation, so line fluxes also provide indirect measurements of
unobserved portions of the continuum (e.g., the already mentioned far ultraviolet
portion). Not least is the fact that emission lines are spectroscopically conspicu-
ous, calling attention to locations where unusual events are occurring.

The emission lines represent re-radiation by individual ions of energy derived
from a more primary continuum. We deal with two fundamental categories of
emission lines: those produced by decays occurring during ionic recombination
following ionisation, and those produced by decays following collisional excita-
tions by other particles in the gas. Recombinations proceed at a low rate because
of the low density, thus they are detectable only for the most abundant elements,
hydrogen, helium and, sometimes, carbon. Collisionally excited lines from the
first excited levels to the ground states are called resonance lines. Examples in-
clude the C IV doublet at 154.8 nm and 155.0 nm, the Mg II doublet at 279.8 nm
and 280.2 nm, and the H I Lyman «, which is both collisionally excited and a
recombination line. Other collisionally excited lines are forbidden lines, like the
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doublet [O II] 372.6 nm and 372.9 nm.

A further classification of the emission lines observed in QSO spectra is be-
tween the broad lines with full width at half maximum (FWHM) of the order of
1000 to 5000 km s~ and the narrow lines with FWHM of the order of 500 km
s~1. Forbidden transitions are only found as narrow lines whereas permitted lines
may have both broad and narrow components. Lines that are collisionally excited
and then decay radiatively have intensities that are proportional to the square of
the density as do recombination lines. However, if a collisionally excited line
normally decays by collisional de-excitation and only occasionally by radiative
de-excitation (so the level population tends towards its Boltzmann equilibrium
value), the intensity of the line will only be proportional to the density. Hence at
high densities, forbidden lines are weak compared with both permitted collision-
ally excited lines and recombination lines. It must be concluded that the narrow
lines in AGN come from a lower velocity and density region than the broad lines,
respectively the narrow line region (NLR) and the broad line region (BLR).

In the following, a brief description of the characteristics of these two regions
is given, as can be gained from the analysis of the corresponding emission lines.

For the NLR, the line ratios can be used to determine the kinetic temperatures,
by exploiting the fact that the relative collisional excitation rates of levels with
considerably different excitation potentials are strongly dependent on tempera-
tures. The density can be obtained from lines corresponding to closely spaced
upper levels. These are clearly insensitive to temperature but depend on the extent
of collisional de-excitation. Typically, temperatures in the range 104 to 2 x 10* K,
and densities in the range 10% to 1.6 x 10* cm™3, are found. Considerations on the
observed ions and estimated temperatures lead to the conclusion that the NLR is
photoionised. v

The Balmer line decrement (i.e., the ratio J (He) : I(H@) : 1(Hry)) in the NLR
is steeper than predicted by recombination theory, implying reddening by dust.
Analysis of line strengths using detailed ionisation models suggest abundances
similar or probably larger than solar.

The volume of ionised gas can be determined as follows (Emerson 1996). The
total number of recombinations equals the total number of ionising photons. We
know that a fraction fj of all Balmer recombination photons are H3 photons (from
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the Balmer decrement). Hence if the volume of the gas is V:

Orec Ne N(HT) V' = (number of Hf photons)/ f3. (1.3)

The flux F(HJ) equals the HB luminosity, L(H/), divided by 47d?, where d is
the distance of the cloud. L(Hp) is the number of H3 photons produced in the
whole cloud per second multiplied by the energy of an H3 photon, hvs. Hence

F(HB)4mrd?
hvg Ouec f5 N2

where, since the gas is fully ionised, N, = N(H)+2N (He) with N(H) = N(H*)
and for normal abundances N (He) = 0.1N(H). The mass is given by

V=12 (1.4)

M

Il

[N(H) + 4N (He)JmgV = 1L4N(H)mgV

= T3 NomaV. (1.5)

Masses of the order 10° M, and volumes of 3 x 10* pc? are typically obtained.

Direct observations of some nearby Seyfert 2 galaxies have given radii of the
overall NLR of several hundred parsecs, and there is some evidence that the radii
of NLR may be considerably larger for QSOs. It follows that only a small fraction
of the NLR, less than 1 %, actually contains gas of any significant density. An
arrangement of the gas in a number of individually optically thick clouds in a
largely empty ~ 100 parsec radius sphere seems the more likely scenario, i.e., the
filling factor of the NLR is ~ 1072 or less.

The BLR spectrum is dominated, in the visible, by the Balmer lines of HI and
the lines of He II, and sometimes the lines of Fe II. In the UV the lines of Mg I
at 279.8 nm are strong and C IIT] at 190.9 nm is often present, while at shorter
wavelengths we find the Lyman lines and a variety of collisionally excited lines,
those of C IV at 154.9 nm being particularly conspicuous, with other strong lines
including SiIV at 140.0 nm, N V at 124.0 nm, and O VI at 103.5 nm.

From the absence of forbidden lines and the presence of some semi-forbidden

ones, a representative density of about 10° cm~3 is found for the BLR.
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The fact that iron is present in singly ionised form means that the temperature
of the BLR is less than 3.5 x 10* K. The absence of any C Il A97.7 nm emission
and the presence of strong C III] A190.9 nm is the most compelling evidence that
the broad emission lines arise from photoionised gas. Infact, collisional excitation
would populate significantly the upper level of C Il A97.7 nm but would need
a temperature 7' > 3 x 10° K. Photoionisation is the only way in which high
ionisation states can be produced at low temperatures. The ratio of the C III line
strengths gives an upper limit of 2.5 x 10* K for the temperature of the BLR.
Eventually, a temperature of 2 x 10* K would seem reasonable for the BLR of
most AGN.

Further evidence for photoionisation comes from a general overall correlation
between the strenghts of the broad lines and in particular of the hydrogen broad
lines with the overall level of the continuum flux (extrapolated to the ultraviolet).
In individual sources, time variations of the continuum do not always correlate
well with line variability, even allowing for light travel time delays. This may be
taken to indicate complex dependence of the line-emitting gas on the continuum

power.

Direct observations of NGC 4151 shows that the BLR lies within 0.025 pc of
the central source. Overall, the radial distances scale with luminosity, such that
r = 0.1(L/10% ergs™)'/? (Peterson 1993).

The observation of the strong broad lines of Fe II and Mg II, whose ionisation
potentials are similar to that of H I, and the absence of a Lyman discontinuity in
the spectra of high redshift AGN can be reconciled if the BLR clouds are optically
thick and therefore ionisation bounded, but only block a small fraction of the con-
tinuum source, that is the covering factor of the BLR is low. If the Balmer lines
are mainly produced by recombination, broad component Balmer line luminosi-
ties together with electron density give the total volume and mass of the broad line
gas by the same method that was employed in the case of the NLR. Typical values
are 3 x 10° pc® and 50 solar masses for Seyfert 1 galaxies and rather higher values
for QSOs. As a consequence, the filling factor is small, perhaps around 0.01.
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1.4 The Unified Model for AGN

The observed luminosities and spectral features in quasars and, in general, in AGN
supply fundamental evidences for the structure that is generating them. The sin-
gle most significant observational datum is the extraordinary similarity of AGN
spectra. This imply that they have fundamentally similar central engines, but ones
whose powef can vary by a factor of 107 without changing the kind of physical
processes taking place.

The distinction of all quasars is also their ability to generate extraordinary
luminosities within small volumes. The most shocking discovery came with the
realization that these volumes were far too small to contain the stars needed to
account for energy generation by nuclear processes.

In a pioneering paper appeared in Nature in early 1963, Hoyle and Fowler pro-
posed that the energy for such sources was of gravitational origin, being derived
from the collapse of very massive objects under their own strong gravitational
fields. This early idea found a modified expression in the black hole accretion
disc paradigm, a few years later (see Rees 1984 for an excellent account on this
topic).

The most popular version of the unified model for AGN identifies four main

zones. These are (Fig. 1.2):

1. The supermassive black hole at the very heart of the quasar surrounded by the
accretion disc. Hurled away from the plane of the disc are jets of matter, moving
at velocities close to the speed of light. This region is typically a few light-days
across.

2. The broad line region at about 100 light days from the central source. I already
described some of its properties in the previous section. There BLR is formed of
two parts. The inner zone has a relatively high density, it is probably spherical
and highly ionised. The outer zone is less dense, the clouds move more slowly, it
is flattened and the gas is in a state of low-ionisation.

3. The molecular torus at about 100 light years across. This “doughnut” is made
up of many clouds of dusty gas. A similar torus has been imaged directly by the
Hubble Space Telescope in the Seyfert galaxy NGC 4261. The torus is optically
thick, so if the torus is edge-on, the central regions (the accretion disc, the region
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sorption Lines

Figure 1.2: Cartoon of the unified model for AGN. Reproduced from Urry & Padovani
(1995)

around the black hole and the broad line region) will be blocked out. This means
that AGN will look different according to the angle at which it lies - this is the
principle behind the Unified Model of AGN.

4. The narrow line region. These are the very outer regioris of an active nucleus,
before the surrounding galaxy is reached. As already said, the NLR is similar to
the BLR, but it has a lower density and the clouds move with a lower velocity.
Because of its low density, this gas can produce strong forbidden lines. Clouds
that are in the cone of light from the inner nucleus are more jonised than those
that lie in the shadow of the torus. These ionisation cones are seen in many nearby

galaxies.

1.5 Absorption Lines

Once it is established that quasars are at cosmological distances, they can be used

as useful probes of the intervening universe - like background searchlights - even
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if the mechanism giving rise to their extreme luminosity is not totally understood.

The absorption line systéms observed in QSO spectra can be classified in two
main categories: the broad absorption line systems (BAL) and the narrow absorp-
tion line systems (NAL).

Broad absorption lines are observed in about 12 % of optically-selected quasars
(Weymann et al. 1991). They are characterized by distinctive absorption troughs
arising from various ions of differing excitation. There is general consensus that
they are intrinsic to the quasar and caused by gas within the quasar itself with
outflow velocity up to 60,000 km s~, relative to the emission redshift. They are
often described as P Cygni profiles, by analogy to similar features seen in stars
that are ejecting material toward the observer. The lines C IV, AITI, Al L, SiII,

. Silll, Fe II and Fe III show structures in the broad troughs.

Analysis of BAL systems have suggested that there is a link between the BAL
gas and the broad emission line region, and detailed studies of BAL objects could
provide diagnostic tools for the investigation of the nuclear region of the QSO
(Wampler, Chugai, Petitjean 1995; Turnshek et al. 1996).

Another interesting fact is that BAL systems are only found in the radio-quiet
population of quasars, whereas the narrow associated systems (With zaps & Zem)
of high metal abundance and high degree of ionisation are seen in both radio-quiet

and radio-loud quasars.

More controversial are the discrete, narrow absorption line features (NAL).
They can form in a variety of locations, ranging from very near the QSOs, as
in ejecta like the BALSs, to unrelated gas or galaxies at cosmological distances
(Weymann et al. 1979). The so called “associated” or z,ps R Zem absorbers (with
redshift close to the emission redshift) have strengths and frequency of occurrence
that appear to correlate with the QSO luminosities or radio properties, suggesting
some physical relationship (Weymann et al. 1981; Foltz et al. 1988). These
correlations may extend to NALs at blueshifts of 30,000 km s~ ! or more (Richards
et al. 1999). _

On the other hand, the question of whether the majority of the NALs (with
Zabs K Zem) are truly intervening at cosmological distances from the quasar, or

ejected by it, which had received considerable interest in the earlier days, is now
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settled in favor of the intervening hypothesis. The huge momentum requirements
for ejection (Goldreich & Sargent 1976), the outcome of the Bahcall & Peebles
test (1969; Young et al. 1982a) for a random redshift distribution of absorbers to
different QSOs, the discovery of galaxies at the same redshifts as metal absorption
systems (Bergeron 1986), and the detection of high metallicity gas in associated
systems and low metallicities more than 30,000 km s~! away from the QSO (Pe-
titjean, Rauch & Carswell 1994) leave no doubt that most of the systems are not
physically related to the QSO against which they are observed. .

The properties of these lines and the nature of the objects that give rise to them
will be the topic of the following chapters.
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Chapter 2

The Absorption Spectrum of

Quasars

In this chapter, I summarize the fundamentals of line modelling and ﬁtting. Then,
I introduce the standard classification for narrow absorption lines. Eventually, I
focus on the favourable distinctive features of QSO absorption spectra and on their
relevance in the solution of specific cosmological questions.

2.1 Observational Approaches

The progress in the study of QSO absorption spectra has always been tightly
linked to the evolution of telescope and detector technology.

The first quantitative results have been obtained with the University College
London Image Photon Counting System (Boksenberg 1972) mounted on the RGO
spectrograph at the 3.9m Anglo-Australian telescope, which allowed to obtain
spectra with resolution < 0.1 nm.

Instrumental facilities whose introduction has marked significative steps in the
overall knowledge of QSO absorption systems have been:

e The spectrographs (FOS, GHRS, STIS) mounted on the Hubble Space Tele-
scope. The QSO Absorption Line Survey, a Key Project during the first four years
of observations with the telescope, has resulted in the acquisition of ultraviolet
spectra of a sample of 92 bright QSOs. Around 15 papers have been published
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describing the properties of QSO absorbers at low and intermediate redshifts, and
invetigating the relationship between absorbers and galaxies.

e The Echelle Multi Mode Instrument (EMMI, D’Odorico 1990) at the New Tech-
nology Telescope of ESO. The ESO key programme devoted to the study of QSO
absorption systems at high redshift, produced a database of high resolution spec-
tra which allowed to derive determinant results on the clustering properties of Ly«

lines and on the proximity effect.

e The High Resolution Spectrograph (HIRES, Vogt et al. 1994) at the Keck tele-
scope. In addition to interesting studies on the distribution of the number of lines
with redshift and on the distribution of line parameters, striking results have been
obtained on Deuterium abundances and on the metallicity of Lya forest lines.

Great expectations are now placed on the Ultraviolet and Visual Echelle Spec-
trograph (UVES, D’Odorico 1997), the very high resolution spectrograph that in
Fall 1999 will be mounted on one of the ESO Very Large Telescopes. UVES will
reach a higher sensitivity in the UV and blue band and thus cover the gap left by
HIRES in the Ly forest at z = 2 + 3. There will also be the possibility to use
UVES in multiobject-mode and thus obtain simultaneously the spectroscopy of
group of quasars covering regions of sky of one square degree.

Besides the evolution of technologies, the quality of final spectra depends
strongly on the applied reduction algorithms. Eventually, the results on the prop-
erties of the absorbers are influenced by the way absorption lines are defined and
fitted.

I will not dwell upon spectra reduction processes because I believe this topic is
too technical for this context, although I want to underline the extreme influence

it has on the resulting spectrum.

2.2 Absorption Line Definition

To gain relevant information from the lines of a spectrum, we have to model them
with some analytical profile whose parameters are related to the physical proper-
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ties of the gas from which lines originated.
The energy intensity of radiation, I,,, will vary when passing through a cloud
of gas due to absorption and emission, this process is described by the equation of

radiative transfer,

dl, = —ky,pl,dx + j,pdz, 2.1

where k,, is the absorption coefficient per unit mass, and the emission coefficient
Jv is defined as the emission per unit mass, per unit frequency interval, into a unit

solid angle. Equation (2.1) becomes,

dl, B
17,
Kyp Az Kup
dl,
ar v +S,(7), (2.2)

where dr, = k,pdz defines the optical depth through the cloud and S, (7) is the
source function.

Since we are concerned only with absorption lines, we can put S, (7) = 0 and
thus easily solve Eq. (2.2) as I, = [y exp(—7,).

The absorption coefficient, «,, is related to the absorption cross-section per
atom, o, by K,p = 0, Naps, Where Ny, is the number of atoms per unit volume
capable of absorbing radiation at the appropriate fequency. The cross-section in
turn can be expressed as the product of the line profile and a constant for a partic-

ular line:

oy = 0,00(V) (2.3)

where the line profile is normalized so [ ¢(v)dv = 1 and hence [o,dv = o0y.
The oscillator strength f is defined by

we?

(2.4)

Ovp =
dmegme

where m and e are the mass and charge of the electron.

The line profile is determined by the combined effects of different broadening.
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e The Doppler broadening due to the motion of individual absorbing atoms. The
frequency v of a line absorbed by an atom moving with velocity v; in the line of
sight is v = vy(1 — v/c), where vy is the rest frequency of the line. The sign
of Av = v — 1 is negative (i.e., a redshift) if v, is positive, i.e. away from the
observer. The normalized profile of the line ¢(v) will be given by the distribution
of line of sight velocities v, since the radiation that we observe is normally the
result of the radiation of many atoms. If we assume that the absorbing atoms have
a Gaussian velocity dispersion (a Maxwell-Boltzmann thermal distribution), we
obtain for the thermal Doppler broadening,

1 2
— —(AU/A)/D) 2
B) = = @.5)
with the Doppler width |
vy |27 y
Avp = 2T = @)

where v is the frequency of the line centre, and by, = |/2kT /m is the thermal
Doppler parameter.

There can be also larger scale collective motions of group of atoms, called turbu-
lence, that contribute to the Doppler line broadening. In case the turbulence can be
modelled as a Gaussian velocity distribution with quadratic mean velocity \/g V
and mean velocity 2V /+/7, then the resulting profile is still given by Eq. (2.5), but
with Doppler parameter b2, = b2, + V2.

eThe natural and pressure line broadening. Every spectral line has an intrinsic
width due to the fact that excited states have in general very short lifetimes and
by Heisenberg’s uncertainty principle, AEAt ~ h/2, so there will be a spread
in energy level. The pressure or collisional broadening is instead the effect of de-
excitation of the upper level caused by interactions with other particles. The two

effects give a similar line shape, the so called Lorentzian profile

o(v) = 3 2.7)
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where the Lorentzian width I" is the sum of the collisional and natural line widths
and microscopically is the de-excitation rate of the upper level, or total damping

constant.

The overall line profile always contains both components. The line centre
(core) is dominated by the Doppler profile, while the collisional/natural compo-
nent is dominating the wings of the line. The convoluted profile is given by

a o0 e~

¢(v) = 732 Avp [—oo (u— )2 + a? 4z @8)
where u = Av/Avp is the frequency distance from the line centre in Doppler
widths and a = I'/ (4w Avp) is the ratio of the Lorentz width to the Doppler width.
The convolved profile is called the Voigt profile. The integral has to be evaluated

numerically, and a/7 times the integral in (2.8) is called the Voigt function

2

Ha,u) = 2 / T 2.9)

TJ-o (u—1x)2+a2
Now, going back to the optical depth definition and switching from frequency
to wavelength, we obtain the expression

71'62 )\0

T(A) = 47reomch\/7—rbH(a’u)

= 1.498 x 1072 I—]\b&‘l

H(a, u) (2.10)

where, )\ is the wavelength of the centre of the line and IV is the column density,
i.e., the number of atoms along the line of sight in a cilindric volume of unitary
base. The optical depth at the centre of the line is:

15 N (em™2) X (A)

7o = 1.498 x 10 I

2.11)

Absorption lines are observed against a continuous background. For each
point in the profile, observations give the depth of the line,

r=(I,—I/IL) (2.12)
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where I is the observed spectral intensity and I, the interpolation of the absorption-
free continuum over the absorption feature. The overall line strength is given by

the equivalent width, weys, defined as:

I -1 ‘
— ¢ = —_ —T(A)
Weobs / A dA / (1—e )dA (2.13)

If 7 is the normalized depth at the line centre and ANy/q is the full width at
half minimum (FWHM), for a rectangular profile wops = ToAA1/2. Hence the
equivalent width can also be defined as the width in wavelength of a rectangular-
profiled line 100 % deep which has the same area in a flux-wavelength plot as the
actual line.

For redshifted absorption lines, Wops = wy X (1 + Zabs)-

2.2.1 The Curve of Growth

It is apparent from Eq. (2.13) that the observed equivalent width does not depend
on the spectral resolution. Thus, this is the parameter that can be measured for
lines in spectra of low to intermediate resolution, when the instrumental width of
lines is larger than the typical Doppler parameter, b, of QSO absorption lines.

From Egs. (2.13), (2.10), (2.9) it is possible to relate the equivalent width to
the column density for different values of the Doppler parameter. The function
that gives this relation is called the curve of growth and an example corresponding
to the H I Lya transition is plotted on Fig. 2.1 for b = 5,10, 20 and 30 km st
(Petitjean 1998). Three distinct regimes can be identified:

e When the column density is small (o < 0.1), the absorption line is optically
thin, the Voigt function reduces to a Gaussian profile and the equivalent width
does not depend on b. This is the linear part of the curve of growth, where the
determination of N from w is easy and reliable. For any transition,

o Wr (A)

-2y _ 2
N(ecm™) =1.13 x 10 A

(2.14)

eThe logarithmic or flat-part of the curve of growth is characterized by the large
dependence of N on b at a given w. In this regime, the determination of band N
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Figure 2.1: Curve of growth: logarithm of the equivalent width (w in A) versus logarithm
of the column density (/V in cm™2) for different values of the Doppler parameter (b in
km s~1). The curves are calculated for HI Lya. The three characteristic regimes are

illustrated (see the text). Reproduced from Petitjean 1998
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are very uncertain except when several lines of the same ion are used. Equwalent
width and optical depth at the centre of the line (see Eq. (2.11)) are related by:

w_yb In(7o) (2.15)

/\0 C

e We have so far taken the line as having a Gaussian profile, since tha ratio
I'/(47Avp) is usually much less than one and the Gaussian element dominates
except in the wings. However, as the line becomes stronger, the core will saturate
while the wings can still grow, eventually they will supply the major part of the
equivalent width. In this case the equivalent width can be found approximately by
assumning that the line has a pure Lorentzian profile. This gives rise to the damping
portion of the curve of growth in which the equivalent width no longer depends
on b and the column density determination is again very accurate. In that case (see
Egs. (2.9) and (2.11)),

-;3 = 2.64 ‘[\/‘0 (2.16)

0
For HI 121.6 nm, v = 6.265 x 108 s~! (Morton & Smith 1973) and:

N(cm™?) = 1.88 x 10%w}(A) (2.17)

2.2.2 High Resolution Spectroscopy: Voigt Profile Decomposi-
tion

The introduction of echelle spectrographs on 4m telescopes has allowed the obser-
vation of quasars at high resolution (R = A/AX > 20000). With this resolution
narrow absorption lines can be observed with an instrumental FWHM lower than
their intrinsic width. This makes it possible to independently derive the column
density IV and the Doppler parameter b from line profile fitting, rather than from
the curve of growth analysis. The statistics of QSO absorption lines from high res-
olution studies largely have been cast in terms of the distribution functions of these
quantities, together with the central redshift of the line, and their correlations. The
main advantage of the high resolution approach is the opportunity of determining
the shape of these distribution functions without parametric prejudices, by directly

counting lines with parameters in a certain range.
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The fit of heavy element systems may require the simultaneous fit of different
lines spread all over the spectrum. For these lines, it is often necessary to test
different configurations (i.e., number of components and constraints on them) be-
fore a satisfying fit is achieved. In the analysis of the Ly« forest, on the contrary,
hundreds of independent lines are fitted. Even if, for strong Ly« lines the higher
order Lyman lines can provide additional constraints when fitted simultaneously.
The standard approach to this problem (Webb 1987; Carswell et al. 1991; Gial-
longo et al. 1993; Fontana & Ballester 1995) relies on x? minimization to achieve
a complete decomposition of the spectrum into as many independent Voigt profile
components as necessary to make the y? probability consistent with random fluc-
tuations. The absorption lines are measured against a QSO continuum estimated
locally from polynomial fits to spectral regions deemed free of absorption. A local
high order continuum fit (as compared to a global extrapolation with a physical
model for the QSO continuum) is necessary because the spectra are patched to-
gether from many individual echelle orders with strong variations in sensitivity.
These variations do not divide out completely when dividing by the flux of a stan-
dard star because the light going through a slit narrow enough to ensure slit-width
limited resolution varies with the seeing conditions and with the position of the
object on the slit. When applying a local fit to the continuum the zeroth order con-
tribution tends to be underestimated, i.e., the continuum is drawn too low, which

is the main drawback of this method.

Given sufficient spectral resolution, and assuming that absorbers are discrete
entities (which is debatable in the case of the Ly« forest, as will be discussed in
section § 4.5) the profile fitting approach is the most physically meaningful way
of extracting information from QSO absorption lines.

The Voigt profile model for spectral lines is based on the assumption that ab-
sorbing atoms have a Gaussian velocity dispersion, unfortunately, in most more
realistic models of the absorbing gas finite velocity and density gradients invali-
date this assumption, and the line parameters may have less immediate physical
meaning. Departures of the absorption line shape from a Voigt profile may con-
tain valuable information about the underlying nature of the absorption systems,
and different scenarios may have quite different observational signatures. Rota-
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tional motion (Weisheit 1978; Prochaska & Wolfe 1997), gravitational collapse
(McGill 1990; Meiksin 1994; Rauch 1996) and galactic outflows (Fransson &
Epstein 1982; Wang 1995) have been discussed in terms of the likely absorption
line shapes they produce. As yet, the quantitative application of these results has
proven difficult, because of the lack of realistic prototypical models for the actual
line formation, the rather subtle departures from Voigt profiles expected, and the
wide variety of profiles actually encountered.

Non-Voigt profiles can still be fitted as blends of several Voigt profiles, but the
information about the non-thermal motion is encoded in the spatial correlations
between the individual profiles (Rauch 1996). Also, there is no guarantee that the
number of components necessary for a good fit converges with increasing signal-

to-noise ratio.

2.3 The Classification of QSO Absorption Lines

In an earlier review, Weymann et al. (1981) introduced a classification of absorp-
tion systems that is still useful, although some of the distinctions introduced have
been blurred by the most recent research (Tytler et al. 1995; Cowie et al. 1995).
In particular, Weymann and collaborators distinguished two classes of absorption
systems, physically separated from the QSO environment (i.e., With Zaps < Zem)>
according to whether they do, or do not, show metal absorption lines associated to
the ubiquituous Lyc. For most of the Ly« clouds detectable with current technol-
ogy (Ngr > 10'? cm™2) metal lines with metallicities common at high redshifts
Z < 1072 Z©) are simply below the detection threshold. Therefore this classi-
fication is an observational one and is subject to variation linked to technology
improvements.

A more refined classification that embeds the previous one, is based on the HI
column density of Lya lines. Tt goes as follow. At column densities Nyr ~ 10%
cm™2 we start to detect absorption lines; at Ny > 3 x 10 cm™2, CIV doublets
are found associated to roughly half of the Lya forest lines (Cowie et al. 1995). At
column densities Ny exceeding 1017 cm~2 the gas becomes optically thick to the
jonising radiation and a discontinuity at the Lyman limit (91.2 nm) is detectable.
These systems are called in fact Lyman limit systems and they coincide with the
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systems detected by the Mg II 279.8, 280.2 nm doublet. In systems with Ny

—2, selfshielding renders the gas predominantly neutral.

larger than ~ 10'° cm
The damping wings of the Lorentzian component of the absorption profile begin
to be detected, and the absorption features are called damped Ly« systems. The
definition of damped systems as absorbers with Ny > 2 x 10%° cm™2 is artificial
and was introduced to search for damped candidates in low spectral resolution
data (see Wolfe et al. 1986). Indeed, for such column densities, the absorption

line has weps > 1.5 nm at z > 2.

The Lyman limit systems and the damped Ly« systems are two extremely in-
teresting classes of absorbers. They are tightly linked to galaxies, in particular,
various samples of low redshift (z,,s ~ 1) Mg Il galaxies have been directly ob-
served and studied (Bergeron & Boissé 1991; Steidel, Dickinson & Persson 1994;
Churchill, Steidel & Vogt 1996; Guillemin & Bergeron 1997).

Imaging searches for the galaxies responsible of producing damped Ly« sys-
tems have revealed a highly diverse population of absorbers, low surface bright-
ness galaxies, dwarfs, as well as spirals (Steidel et al. 1994; Le Brun et al. 1997;
Lanzetta et al. 1997; Rao & Turnshek 1998). The damped systems are valu-
able probes of the high redshift universe since they are the reservoir of neutral
hydrogen. They have been studied extensively to determine the consumption of
interstellar gas by stars (Lanzetta, Wolfe & Turnshek 1995; Storrie-Lombardi,
McMahon & Irwin 1996), to measure abundances of metals and dust (Fall& Pei
1993; Lu et al. 1996; Pettini et al. 1997; Boissé et al. 1998; Vladilo 1998; Pettini
et al. 1999; Prochaska & Wolfe 1999), and to explore the kinematics of forming
galaxies (Prochaska & Wolfe 1998; Haehnelt, Steinmetz, Rauch 1998).

Unfortunately, I have not had the opportunity to work on this subject up to
now, for this reason I will not dwell further upon it in the following chapters and
I refer the interested reader to the previously listed references.
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2.4 The Cosmological Relevance of QSO Absorp-

tion Spectra

In the previous chapter, I have given first an overview on the spectrum as a whole
of quasars and, more in general, of AGN to get acquainted with these powerful
cosmic lighthouses. Then, I have focussed on the absorption features that popu-
late the spectra of quasars and briefly described the theoretical tools which allow
us to relate the observed modulation of the QSO transmitted flux to the physi-
cal properties of the absorbing material. At this point, it should start to become
selfevident why it is more than twenty years that QSO absorption spectra cover
a primary role in extragalactic astronomy and are the target of at least one Key
Project of any ground-based or spatial new telescope.

Actually, the position of QSO absorption spectra has changed in the last years.
The detection of the population of Lyman Break Galaxies (LBG) at z ~ 3 (Steidel
et al. 1996a, 1996b) and at z ~ 4 (Steidel et al. 1999) has allowed to study ac-
curately and directly luminosity functions, color distributions, star-formation rate
and clustering properties (the latter only for the sample at z ~ 3) of star-forming
galaxies at high redshifts. Thus, absorption systems in QSO spectra are no longer
the only tool we have to investigate the distribution of matter at early epochs. In-
deed, they are still a unique source of information, infact for their intrinsic nature
they probe regions of the universe rich in gas and thus complementary to the LBG
star-forming environment.

In the following, I want to make clear what are the favourable characteristic
offered by absorption features as probes of the physical state of the universe during
the early stages of cosmic evolution.

e One of the most relevant features is the extremely high serisitivity to the presence
of neutral hydrogen along the line of sight due to the large cross section of the Ly
resonance transition. The present instrumental capabilities allow to detect lines
with Ny > 10*2 cm™2. To make a comparison, the neutral hydrogen column
density necessary to observe the 21 cm radiation is about 8 orders of magnitude
larger. ‘

e The range of sampled parameters is wide: HI column density can vary between
10'2 cm~2 and 1022 cm™2, metal abundances have been found from above solar,
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in systems associated to the QSO, to 103 solar, temperatures from 102 to 108
K. The redshift interval over which absorption systems have been observed goes
from z ~ 0, thanks to HST observations, to the highest redshift QSO at z ~ 5.
In Big Bang cosmologies, these redshifts correspond to times when the Universe

itself was just ~ 1 Gyr old.
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Figure 2.2: The observable range of the linear part of the curve of growth. The logarith-
mic column densities and corresponding typical baryonic overdensities ¢ are shown for
three artificial z = 3 HI Lya lines. Reproduced from Rauch 1998a.

e The lines are associated with typical structures as opposed to the “rare” struc-
tures (such as galaxies and clusters) that arise from the statistical tail of density
perturbations. In particular, the linear density regime of gravitational collapse
near turnaround for galactic scales (several hundred kpc at z ~ 3) coincides
roughly with the linear part of the curve of growth for the Lya absorption line
(see Fig. 2.2, Rauch 1998a). This property has been exploited in the inversion
methods described in section § 4.5.

e The observational selection biases can be understood and quantified. Absorption
lines are due to gas (a) large in extent, (b) of low ionisation to place the main lines
at long wavelengths, (c) with high density and low radiation field to favour low
ionisation, (d) in front of lensed QSOs and (e) dust extinction free. '

e They are observed along random directions in the sky and may not be biased

with respect to the local structure distribution.
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e They potentially comprise an enormous database, with approximately 10? dis-
covered quasars each generating tens to hundreds of lines, presenting a distinct

statistical advantage compared with other astronomical observations.

Now, the first topic addressed with QSO absorption spectra is the investigation
of the physical properties of the population of objects from which absorption lines
themselves get originated. The nature of the absorbers, besides giving us an in-
sight over the fauna populating the high redshift universe, allows us to effectively
compare observations with model predictions.

Furthermore, the following open issues in cosmology can be tackled.

e The cosmological baryon density. From measures of Deuterium abundances and
from the Ly« forest.

e The distribution of gas in the intergalactic medium and in galactic and/or proto-
galactic halos, hot and cold.

e The formation of structure. From the kinetic properties of absorptions measured
in line profiles.

e The formation of heavy elements and the early enrichment of the intergalactic
medium.

e The UV radiation field. Origin, spectrum and intensity from the proximity effect
and the abundance ratios of elements like CIV and SiIV.

e The temperature of the cosmic microwave background. From the presence and
strength of the excitation produced by the CMB in certain atomic transitions (e.g.,
carbon fine-structure).

e The opacity of the Universe. From the Gunn-Peterson trough and the number
density of lines due to HI and He IL



Chapter 3
Observational Results

This chapter try to picture the historical evolution and the state of the art of the
study of absorption systems in QSO spectra. Given the vastness of the subject,
I chose to focus mainly on the aspects I am more interested in and/or I directly
faced in the course of my research work.

I mainly describe the results of the statistical analysis of the observational
parameters of the lines distinguishing between metal systems and Ly forest lines.
At the end of this review I inserted the study of the high resolution spectrum of
the QSO PKS 2126-158, based on the paper by D’Odorico et al. (1998a).

The spatial distribution of absorbers and their size properties, that constitute
my main original contribution to the subject are described in Chapters 4 and 5.

3.1 An Historical Overview

The large cross-section for the Lya: UV resonance line in neutral hydrogen (121.6
nm) suggested that the gas homogeneously distributed in an expanding universe
would produce an absorption trough in the spectrum of a QSO due to the contin-
uously redshifted Ly« line (independent predictions by Gunn & Peterson 1965;
Scheuer 1965; Shklovski 1965). Gunn and Peterson found such a spectral re-
gion of reduced flux blueward of the QSO’s Lyo emission line, and used this
measurement to put upper limits on the amount of intergalactic neutral hydro-
gen ({1em < 0.01 in the hypothesis that quasars are the major contributors to the
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ionising UV flux, Giallongo et al. 1994).

Bahcall & Salpeter (1965) stated that a population of discrete absorption lines

~ should also be observed from a more clumpy gas distribution, specifically from

intervening groups of galaxies. Discrete lines were detected shortly thereafter
(Lynds & Stockton 1966; Burbidge et al. 1966; Stockton & Lynds 1966; Kinman
1966). The simultaneous detection of higher order lines of the Lyman series (e.g.
Baldwin et al. 1974) had confirmed the suggestion (Lynds 1971) that most of the
absorption is indeed from HILya. At higher spectral resolution, the Ly forest
can be resolved into hundreds (in z > 2 QSO spectra) of distinct absorption lines,
the appearance of which gave rise to the label Ly forest (Weymann et al. 1981).

The study of metal line systems have proceeded more straightforwardly. As
soon as spectra could be obtained with a FWHM < 0.25 nm, the common doublets
of C IV and Mg II could be resolved and thus easily and reliably detected. Their
association with galaxies has never been questioned, even if the kinetic structure
of their absorption profiles has not yet found a satisfactory explanation (Churchill,
Steidel & Vogt 1996; Haehnelt et al. 1996; Rauch et al. 1996; see also the refer-
ences in Chapter 4). Unfortunately, heavy-element redshifts are not as common
as Lya, thus their statistical properties are still poorly known. Furthermore, dedi-
cated campaign of observations have not been carried out recently, and the largest
homogeneous sample of high redshift C IV still remains the compilation of 55
QSO spectra by Sargent, Boksenberg and Steidel (1988). ‘

The basic observational properties of the QSO absorption systems were estab-
lished in the late 1970s and early 1980s when the combination of 4m telescopes
(e.g., the AAT, KPNO, MMT, Palomar) and sensitive photon counting electronic
detectors (e.g. the University College London’s IPCS) first permitted quantitative
spectroscopy on high redshift QSOs to be performed. Making use of the new tech-
nology, the work by Sargent et al. (1980) set the stage for what for many years

has been the standard picture: Lyo absorbers were found to be consistent with a

new class of astronomical objects, intergalactic gas clouds, because of their large
rate of incidence (dNV /dz), their pristine composition and their weak clustering,

distinct from metal absorption systems which were related to galaxies.
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3.2 The Redshift Evolution of the Line Population

In an individual QSO line of sight, observations of the Ly« forest or of the region
between the Ly and the CIV emissions at high redshift (z ~ 3) can extend over a
redshift range Az greater than unity. Then we are sampling a significant fraction
of a Hubble time, and it is natural to look for changes in the rate of incidence of

absorption lines with redshift.

- An analytic expression (Wagoner 1967; Bahcall & Peebles 1969) can be given
for the number of absorption systems per unit redshift, d\/ /dz, in terms of the co-
moving number density n(z) of absorbers, the geometric absorption cross section
o(z), and the Hubble constant Hy:

AN _cm(z)o(z)  1+2z

. 3.1
dz H, (1+go2)1/2 -1
For absorbers with no intrinsic evolﬁtion,
dN 1+ 2, =0
kP =" 3.2)
dz 1+2)"2, g =3

Peterson (1978) first found evidence of an increase in the number of Lyo
clouds with redshift beyond what was expected for a population of objects with in-
variant cross-section and uniform comoving number density. Sargent et al. (1980)
drew attention to the need of defining a consistent sample by setting a common
lower limit to the intrinsic equivalent width w, of the Ly« lines, and they found
lack of evolution for their sample. The presence of evolution was at first subject
to some debate (see the summary by Murdoch et al. 1986), but it is now clear
that the Ly« forest as a whole evolves quite strongly with 2. The observationally
determined evolution in the number of absorbers above a certain column density
threshold is usually expressed in the form

N (dN

W _d?)o (1+2)" (33)

(Sargent et al. 1980; Young et al. 1982b), where the exponent includes the cos-
mological dependence. Much observational effort has been devoted to studying
the redshift number density evolution, but unfortunately the resulting conclusions
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are far from robust. This is because Lya cloud column densities N are distributed
according to a power law N —f with index 3 ~ 1.5 (see below) so the majority
of lines in any column density limited sample are always close to the threshold,
and small variations in imposing the threshold can cause large changes in the es-
timated numbers of lines, and in . Moreover, line blending, and its dependence
on spectral resolution, data quality, and redshift can make a large difference in the
normalization (dA/dz)p, with individual studies differing by a factor of two or
more.

At lower resolution (FWHM ~ 50 — 100 km s~1) large samples of lines have
been used to investigate this topic. The -y values tend to lie between the low value
v = 1.89 £ 0.28 obtained by Bechtold (1994), (for w, > 0.032 nm), and the
high v = 2.75 & 0.29 (for w; > 0.036 nm) from the study by Lu, Wolfe and
Turnshek (1991). High resolution spectra, usually confined to z > 2, give in
general high values: y = 2.65 3 0.21 (log N > 13.3; 1.7 < z < 4.1; Giallongo
et al. 1996); 2.9 + 0.3 2 < z < 4.5; Cooke et al. 1997); v = 2.78 £ 0.71
(log Ngp > 13.77; 2 < z < 3.5; Kim et al. 1997). It was also shown that in this
same redshift range, weak lines (log Nu1 < 14) evolve more slowly than strong
ones, with v = 1.29 + 0.45 consistent with a non-evolving model (Kim et al.
1997). At z > 4 the evolution appears to be accelerating, with y increasing from
a value just below 3 to 5.5 (Williger et al. 1994).

The Ly forest observed at low redshift (z < 1.5) by HST (Bahcall et al. 1993,
1996; Impey et al. 1996; Jannuzi et al. 1998) shows more absorption systems than
expected from a naive extrapolation of any of the high z power law exponents. The
last results of the HST Key Project on this topic (Weymann et al. 1998), confirm
the low v = 0.16 & 0.16 valid from z = 0 to z ~ 1.5 which gives a dN /dz
consistent with weak negative evolution. Also in this redshift regime an increase
in ~ with increasing column density threshold has been found. Single power law
fits attempting to explain both high and low z absorbers fail to account for the
rapid upturn around z ~ 1.5 — 1.7 (e.g., Impey et al. 1996).

It has to be noted that the comparison of high and low redshift data presents
a caveat due to the different techniques used to measure column densities. At
high redshifts, high resolution observations allow line fitting of Voigt profiles, and
those give more robust results than the curve-of-growth technique used to estimate
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H 1 from equivalent width measurements of low resolution data at low redshift.

Data at higher resolution from STIS and UCLES observations in the redshift
range 1.5 < z < 2 have been obtained for the QSO J2233-606 in the Hubble Deep
Field South, just falling in the gap between the two redshift regimes described
before. Figure 3.1, reproduced from Savaglio et al. (1999), shows the number
density evolution for lines with log Ng; > 14. The Ly« forest of J2233-606
shows on average a higher number of strong lines than expected from studies at
lower and higher redshifts. A larger sample of lines is needed to confirm if this
line density is typical at that redshift or if it is peculiar to this line of sight.
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Figure 3.1: Number density evolution of the Ly« clouds with log Ny > 14.0 from z = 0
to z = 4. Filled symbols are for samples that include metal systems, open symbols do not.
In the sample of Kim et al. (1997), only lines with log Ny < 16.0 are included. The low
redshift line is the fit with v = 0.16 obtained by a sample of Lya clouds with equivalent
width wy > 0.024 nm (Weymann et al. 1998) which corresponds to log Ny > 14 for
b ~ 26 km s~1. The high redshift line is the fit with v = 3.62. Reproduced from Savaglio
et al. (1999)

A possible explanation of the observed redshift evolution of Lyc lines has
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been proposed by Riediger, Petitjean and Miicket (1998) who carried out N-body
simulations down to redshift z = 0.0. They distinguish two population of ab-
sorbers: P, in which material has not been shocked and it is found primarily in

“underdense regions and in the more outlying regions of condensations, and Fs, the

shocked population which is found in the vicinity of regions undergoing conden-
sations, in big halos and elongated filamentary structures. The simulations show
that population P evolves slowly with redshift and, for log Ny > 14, dominates

" the number density of lines at z < 3; the unshocked population for the same col-

umn densities, disappears rapidly at low redshifts. The total number of lines with
log Ny > 12 remains approximately constant from z ~ 4to z = 1 and decrease
slowly at lower redshift.

Finally, an interesting similarity is revealed between the volume density dis-
tributions of Lyman limit systems, damped systems and Ly systems with
log Nup > 14 as derived on the basis of their estimated sizes and geometries. Also
their cosmological evolutions appear consistent in the overall redshift range (Gi-
allongo et al. 1996). This represents a further evidence of a physical association
between the strong Lyc absorptions and the halos of protogalactic systems.

The evolution in redshift of the number density of C IV lines has been inves-
tigated by Bergeron and Boissé (1984) on the basis of the data by Young, Sar-
gent and Boksenberg (1982a), with a small extension. The unbiased sample con-
sisted of only 38 absorption systems along 39 lines of sight over the redshift range
1.2 < z < 2.2. Bergeron and Boissé found that the best fit to the power law (3.3)
has v = 1.8 & 1.5; the result is therefore consistent with no-evolution for gg = 0,
and shows very marginal evidence for evolution with go = 1/2. Sargent, Bok-
senberg and Steidel (1988) verified with a K-S test that data are consistent with
the hypothesis that the absorption redshifts are produced by cosmologically dis-
tributed intervening objects, i.e. their distribution is described by Eq. (3.1). They
obtained for a sample of 86 CIV absorptions in the redshift interval 1.2 < z < 3.7
a maximum likelihood estimation of v = —1.2 & 0.7 (w, > 0.015 nm). Including
the data from Young, Sargent and Boksenberg (1982a), and Foltz et al. (1986),
they find v = —1.56 £ 0.79 (w, > 0.03 nm). At lower redshifts, 0.15 < z < 2.2,
the number density of Mg II systems increases with a slope v = 0.78 = 0.42 for
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wy > 0.03 nm (Steidel & Sargent 1992). The level of evolution for both C IV
and MgII systems is strongly dependent on the w, threshold, the stronger systems
evolving more rapidly. By combining the behaviour of Mg II systems at low red-
shifts and of CIV systems at high redshifts can be inferred that the density of heavy
element redshifts first rises up to z ~ 1, then flattens off, and finally declines be-
yond z ~ 2.5. This effect if interpreted as being due to the combined effects of
cosmological expansion and of a gradual formation of the heavy elements over
cosmic time (Sargent, Steidel & Boksenberg 1988, Bergeron 1995) it is in conflict
with the results obtained both from Damped Ly« systems (see e.g., Pettini et al.
1999) and galaxies (see e.g., Steidel et al. 1999) which show a constant metallicity
up to redshift z ~ 4 .

3.3 The Proximity Effect and the Measure of the
Ionising UV Background

The UV radiation from QSOs has been considered as the most natural origin for
the ionisation of the intergalactic gas (Arons & McCray 1969; Rees & Setti 1970).

Carswell et al. (1982) studying the redshift distribution of absorption lines,
realized that the general increase with redshift was accompanied by a simulta-
neous decrease of dA//dz in each individual QSO spectrum when approaching
the QSO’s emission redshift. Murdoch et al. (1986) calling it the inverse effect,
confirmed this result and proposed it as a possible explanation of the inconsis-
tencies in the different determinations of . They also considered as a possible
mechanism the fact that the Lyman continuum flux from each QSO may substan-
tially enhance the degree of ionisation of the hydrogen clouds nearest in redshift,
leading to correspondingly lower column densities of neutral hydrogen. Tytler
(1987b) referring to the effect as the “anomaly”, questioned the specific assump-
tion that the reduced absorption is caused by the QSO’s radiation field. Hunstead
et al. (1988), and Webb and Larsen (1988) defended the earlier interpretation, and
in particular the claim that the effect is local to the neighbourhood of the QSO.

If the inverse effect is indeed caused by enhanced ionisation, measuring the
intensity of the ionising UV background becomes possible from observations of
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the density of lines, dN'/dz, as a function of the distance from the QSO. Given
that the clouds are highly ionised by the general background of UV photons, the
neutral hydrogen density in a cloud is inversely proportional to the ionising flux

impingent on it. In particular, for a given cloud near a bright quasar,

Ni = Noo(1 +w)7™, (3.4)
where N, is what the column density would be at an infinite distance from the
quasar, and

F<
= 1. 3.5
v 4drJ, (3-5)

In this equation, J,(2) is the Lyman limit background radiation intensity (erg
cm=2 s~! Hz~! sr™!) at the cloud redshift z, and F2 = L% /4wri, is the local
Lyman limit flux density (erg cm™ s~1 Hz™1) due to the QSO. In the hypothesis
of a power law form for the column density distribution (see below), it is pos-
sible to relate the decrease in column density to the corresponding decrease in
dN /dz for lines above a given detection threshold. In this way Carswell et al.
(1987) performed the first crude measurement of the UV background radiation
field, obtaining J_p, = 3, where J, = J_p x 107! erg cm~2 s7! Hz 7! srt.
Bajtlik, Duncan and Ostriker (1988) assembled a line list from 19 QSO spectra
and presented evidence that the inverse effect was correlated with the intrinsic
luminosity of the QSOs. They called this the “proximity effect” and developed
a quantitative physical model. Their measurement procedure (adopted by most
later studies) consists of fitting the number density of lines per coevolving redshift
interval, dX = (14 z)"dz

dN <d./\f

@y eV 1-8 '
= dz)0(1+w) . (3.6)

The quantity 3 is the exponent of the power law distribution of column densities.
They obtained J_o; = 1732, Lu et al. (1991) with a larger sample get identical
results. Bechtold (1994) in her even larger dataset finds J_p; = 3.

The largest compilations of high resolution data was assembled by Giallongo
et al. (1996). They applied a maximum likelyhood analysis to estimate simul-
taneously the best-fit parameters of the Ly statistic and of the UV background.
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Considering Egs. (3.3), (3.4) and a double power law distribution for column den-
sities, they wrote,

*N

ey v 1",3f
Grony — Ae(l+2)" (1+w)

NP Nt < Nige
{ HI HI < /Vbreak (3.7)

~Bs nrBs—B
Net® Nogea”  Nat > Noreak

where Norear(2) = Noop/(1 + w(z)) is the observed break in the column den-
sify distribution (see below), which is shifted to lower and lower Ny as the QSO
emission redshift is approached. After correcting for the blanketing of weak lines,
they find a value, J_5; = 0.5 & 0.1, a factor of 6 lower than previous estimates,
marginally consistent with J_5;=178-3 obtained from another high resolution sam-
ple (Cooke et al. 1997).

None of these studies has found evidence for a significant change with redshift
(for 1.6 < z < 4.1). However, Williger et al. (1994) and Lu et al. (1996) both
found lower values (J_p; = 0.2) just above z ~ 4, in contrast to Savaglio et
al.’s (1997) value (J_g; = 0.7) for the same redshift which is consistent with no
evolution. In any case, when going to lower redshifts there appears to be a drastic
decline in intensity below z ~ 1.6. At z ~ 0.5 Kulkarni and Fall (1993) obtained
J_91 = 6 x 1073 from HST FOS data (Bahcall et al. 1993).

Assuming that the proximity effect really allows to measure the background
ionising intensity, we still know this quantity only to within an order of magnitude,
and the uncertainty may even be larger than that. This is because, in addition to
the errors from line counting discussed in the previous section, there are other
systematic uncertainties sometimes difficult to quantify (some of them have been
reviewed by Bechtold 1994, 1995).

A major but measurable effect arises from the systematic difference between
the QSO emission redshift measured by high ionisation and low ionisation lines.
The blueshift of the peak of the Ly, C IV A154.9 nm and C I1I] A190.9 nm with
respect to the Balmer lines and Mg II A279.8 nm may typically amount to ~ 1500
km s~1. Downward corrections for .J,, correspohd to a factor of 2-3 in this case
(Bechtold 1994; Espey 1993). These corrections have been taken into account in
the work by Williger et al. (1994), Lu et al. (1996), Cooke et al. (1997) and
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Savaglio et al. (1997) and they would reduce for example the Bechtold value by a
factor of three.

The effect of the UV radiation field of a foreground QSO on the absorption
spectrum of a background QSO provides an important way of testing the “prox-
imity effect” interpretation of the inverse effect, no significant results have been

obtained up to now.

The proximity effect measurements beg the question whether there are enough
QSOs to produce the ionising background seen, or whether an additional popula-
tion of sources is needed. The values derived for the Lyman limit UV background
flux are not far from that predicted for the quasar population at the same redshift
J_o1 ~ 0.1 — 0.2 (Haardt & Madau 1996), although there is room for a contribu-
tion by other kind of ionising sources like primeval galaxies.

Disentangling between these two possibilities requires the knowledge of the
shape of the UV background at the He I edge at 4 Rydberg (54.4 eV or 22.8 nm).
Infact, absorption by Ly« clouds produces a break in the ionising background at
the He II edge whose amplitude and redshift variation dipends on the source of
ionisation. It is larger and its ainplitude increases with redshift if galaxies are
the dominant contributors to the emissivity; in contrast, if quasars dominate, the
break is smaller and approximately constant in redshift (Miralda-Escudé & Os-
triker 1990). The possible diagnostics are either the direct measure of the quasar
flux at 4 Ryd, e.g. by measuring the He II Gunn-Peterson absorption in the few
cases where the QSO spectrum can be observed in this region (Jakobsen et al.
1994; Tytler et al. 1995; Davidsen, Kriss & Zheng 1996; Hogan, Anderson &
Rugers 1997; Reimers et al. 1997; Zheng, Davidsen & Kriss 1998) or in an indi-
rect way, the measure of the relative abundances of ions like CTIV and SiIV whose

ionisation potentials are near the He II edge.

Songaila and Cowie (1996) and Songaila (1998) considered metal lines asso-
ciated to the low column density Ng; > 5 x 10** cm™2 Lya lines. The Si/C ratios
in the forest clouds are similar to those in low metallicity stars in our Galaxy, i.e.,
about a factor of 3 higher than solar. They found an abrupt transition for the value
of SiTV/CIV at a redshift slightly lower than 3, which they interpret as being caused
by a change in the spectrum of the metagalactic ionising flux, passing from a pure
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power-law with an index of -1.8 at z < 3 to a very soft ionising flux, with a large
break at the He Il edge (B = J(4 Ryd)/J(4.5 Ryd) > 20) at z > 3. This could
be a result of the transition from galaxy-dominated to quasar-dominated ionising
flux, but, given the rapidity of the transition, it appears to be more likely that we
are seeing the redshift at which He II ionises completely to He III. This result has
been confirmed by the observation of highly patchy He II Ly« absorption at this
redshift (Reimers et al. 1997). Savaglio et al. (1997) investigated three optically
thin metal systems with Nyg; ~ 10'® cm™2 at redshifts z > 3.5 and found that
[S1/C] ratios lower than 10 times the solar value can be obtained only assuming a
large jump in the spectrum of the ionising UV background beyond the He II edge
(J(1 Ryd)/J(4 Ryd) > 1000). This result is suggestive of a possible increase of
the stellar ionising emissivity over the declining quasar one for z > 3.

We tackled this issue and obtained similar results for a metal system in the
spectrum of PKS 2126-158, see § 3.7.3.

3.4 The Column Density Distribution

In absorption line studies, the column density distribution function (CDDF), i.e.,
the number of absorbers in a given column density bin occupies a similarly, cen-
tral place (and provides similarly vague information) as the luminosity function
in the study of galaxies. The observational determination of the CDDF relies on a
patchwork of techniques, owing to the large dynamic range of observable H I ab-
sorption. We already saw (see § 2.2.1) that there are two regimes, the linear and the
damping portion of the curve of growth, in which the determination of the column
density is quite unambiguous. In the central part where the line starts to saturate
but the damping wings are not yet visible, the column densities are relatively dif-
ficult to measure exactly by any means. The situation is complicated further by
the appearance of noticeable multi-component structures, blending among these
components can mimick large Doppler parameter / high column density lines. In
the case of metal lines the effect is less severe thanks to the smaller thermal width
of the lines, and, in general, it is possible to fit simultaneously different ions at
the same redshifts, by making the hypothesis that they present the same velocity
structure. For Ly lines simultaneous fits to the higher order Lyman lines (which



Observational Results

are less saturated owing to their lower oscillator strengths) can only help to some
degree.
Carswell et al. (1984) found that the number of absorbers N per unit HI
“column density interval can be parametrized as

. ,
?.ZAN[ «NP® B=17+01 13 <logNgm<16. (3.8)
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Figure 3.2: HI column density distribution at z ~ 2.8 from Hu et al. (1995) and Petitjean
etal. (1993). The ordinate is given by the differential column density distribution f (N )=
m/(ANAX), where m is the number of clouds with column density between N and
N + AN and AX is the sum of the observed absorption lengths towards each QSO.
F(IV) is roughly a factor of 3.8 less than (dA'/dN dz). The deficit of lines at V' ~ 101°
cm~2 is clearly visible. Reproduced from Hu et al. (1995)

Tytler (1987a) found that a single power law with slope § = 1.5 could fit
well the whole range of observable column densities between 10 < Ngp < 10?2
cm~2. He suggested that this finding could be understood if Lya and metal-line
systems belong to the same population. Petitjean et al. (1993) considered a new
compilation of high column densities H I lines, and they excluded a single power
law fit at the 99 % level. There is a clear flattening at Ng; ~ 10*> — 10 cm™2
that they ascribed to the transition between Lyo: and metal systems. Keck spectra
(Hu et al. 1995; Lu et al. 1996; Kirkman & Tytler 1997) appear to show that
the power law extends over ten orders of magnitude in column density from 102
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to 10?2 cm™2 (if the confusion correction made at the low column density end
is justified, see Fig. 3.2). One of the more recent measurements (Hu et al.1995)
gives

% =49x 10" N6 12.3 < log Nur < 14.5 - (39

Giallongo et al. (1996) using Eq. (3.7) for a sample of high resolution lines in
the redshift range z = 2.8 — 4.1, found a break in the column density distribution
at Ng; = 10 with a flat slope, §; ~ 1.4, for the lower column densities and a
steep one, 3s ~ 1.8, for the higher column densities. In the high column density
range (beyond log Ngi ~ 16) dN/dN flattens and damped systems are more
abundant than they should be judging from an extrapolation of the lower column
density power law. Weak evolution of AV /dN may occur in the sense that this
turnover moves slightly with redshift (Carswell et al. 1987; Kim et al. 1997) but
the evidence is currently not overwhelming, given that the dip in dNV'/dN occurs
in a column density range, where the determination of Ny is least certain (see

above).

The CDDF for metal lines, represented by CIV doublets, have been computed
by Petitjean & Bergeron (1994). They found that a power law of the form of
Eq. (3.8) with a slope # = 1.6 0.1 gives an acceptable fit of the data in the range
13.4 < log Nery < 14.8.

3.5 The Width of Absorption Line

By measuring the line widths we may hope to gain insights into the temperature
and kinematics of absorbers. High resolution spectra showed that many low col-
umn density (Ng; < 10 cm™2) Ly lines do indeed show widths b ~ 10 — 45
km s~ that are consistent with photoionisation temperatures, though some lines

~1. Median Doppler parameters are around

appear to be as wide as 100 km s
brea ~ 30 — 35 km s~!, with a largely intrinsic scatter about the mean with stan-
dard deviation ~ 15 km s~ (Atwood, Baldwin & Carswell 1985; Carswell et al.
1991; Rauch et al. 1992; Giallongo et al. 1996). The Doppler parameters may
decrease with increasing redshift. Williger et al. (1994) have found an excess of

lines with Doppler parameter lower than b ~ 20 km s~ at z ~ 4.
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Occasionally, a correlation between Doppler parameter and column density
has been noted (Carswell et al. 1984; Hunstead et al. 1988). However, the reality
of this effect has been subject to a debate which culminated in the so-called “b —
N controversy” (Pettini et al. 1990; Carswell et al. 1991; Peacock 1991). A
reasonable explanation was obtained by simulations which pointed out how the
presence of noise in a spectrum can distort weak line profiles and make difficult
the detection of weak broad lines (Rauch et al. 1992, 1993). We investigated
this topic and verified the absence of correlation between Doppler parameter and
column density with higher resolution data (see § 3.7.2).

Data taken with the Keck telescope’s HIRES instrument with a much higher
signal-to-noise (S/N) ratio have basically confirmed the earlier 4m results. Hu
et al. (1995) found the Doppler parameter distribution at z ~ 3 to be well repre-
sented by a Gaussian with a mean of 28 km s ™! and width o (b) = 10 km s™*, trun-
cated below a cutoff b, = 20 km s™!, corresponding to a temperature 7' = 24 000
K for thermal broadening. Kim et al. (1997) found a decrease of the median
Doppler parameter with increasing redshift more pronounced for relatively strong
lines (13.8 < log Ngr < 16.0), changing from 41 km s™ (Z ~ 2.3; Kim et al.
1997) to 31 km s~! (z ~ 3.7; Lu et al.1996), with lower cutoffs dropping from
24 to 15 km s~* over the same redshift range.' Kirkman and Tytler (1997) obtain
similar results for the Doppler parameters in their Keck data at even better S/N
ratios, but they question the significance of the change with redshift, and find a
lower, mean b of 23 km s™! (Z ~ 2.7) with a lower cutoff b, = 14 km st at
log N1 = 12.5. However, at log Ny = 13.8 they have b, = 19 km s7!, very
close to the result of Kim et al. 1997, so the analyses may well be consistent. It is
conceivable that the discrepancies at lower column densities arise once more from
the noise bias discussed above which may affect any dataset as long as there con-
tinues to be a supply of weaker and weaker lines crossing the detection threshold
with increasing S/N ratio. A dataset spanning a large redshift range, with — most

importantly — a homogeneous S/N ratio would be desirable.

Analogous detailed analysis have not been conducted for metal absorption
systems. Petitjean & Bergeron (1994) found a distribution of line widths for their
sample of 87 C IV subcomponents spreading out to large b values. The fact that



3.6 Metal Enrichment in the High Redshift Ly« Forest

43

some likely single lines have b values in excess of 20 km s~ could imply that the
individual clouds have turbulent or internal large scale motions. This because such
broadening cannot be only thermal since it corresponds to temperatures larger than
3 x 10° K at which carbon is mostly in the C IV form.

We investigated the distribution of both Lya and C IV Doppler parameters in
the spectrum of PKS 2126-158 and in an enlarged sample of 71 C IV subcompo-

nents respectively. Results are reported in § 3.7.

3.6 Metal Enrichmentin the High Redshift Lya For-

est

Since the historic paper by Sargent et al. (1980) metal systems and Ly« for-
est systems were supposed to arise from two different populations of absorbers.
The main reasons for this division were the absence of clustering and the pristine
composition shown by Lya clouds. Tytler (1987a) put forward the hypothesis
that all absorptions were due to a single population, based on the single power
law fit of the column density distribution function in the column density range
13 < log Ny < 22 (see above). We proposed, at least, a continuity of properties
between populations after detecting a significant signal in the two point correla-
tion function for Ly« lines with log Ny; > 13.8 (see next chapter).

On the other hand, intensive searches have been conducted for weak metal
lines in low column density absorbers. Norris et al. (1983), Williger et al. (1989),
and Lu (1991) used a “shift and stack” method to search for various metals in the
low column density forest. To maximise the S/N ratio the spectra are shifted to
the rest frame indicated by each Lyc, and added, and the expected positions of
metal lines are searched for a signal. A tentative detection of C IV, corresponding
to a carbon depletion relative to solar of [C/H] ~ —3.1 was made by Lu et al.
(1991). Reliable results have been obtained with Keck spectra showing that C IV
associated lines can be found in 75 % of Lyc systems with Ngr > 3 x 10 cm™2
and more than 90 % of those with Ngr > 1.6 x 10*® cm™2, corresponding to
a typical metallicity of Z ~ 1072Z@® (Cowie et al. 1995; Tytler et al. 1995;
Songaila & Cowie 1996). Unfortunately, the detection threshold for C IV is close
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enough to make it hard to determine whether the decreasing rate of detections is
a genuine turnover to primordial composition below a few x10' cm™2, or just
a selection effect. It is interesting that in the CDM models a column density
contour of 10* cm™~2 at redshift 3 delineates the transition between a continuous
filamentary structure in the universe, with typical widths of less than 100 kpc,
and the voids. Galaxies would have to spill metals only within the filaments to
create the widespread metal-enrichment observed, and they could still have left
most of the volume of the universe pristine. Thus a drop in metallicity at a few
%10 cm~2 would not come unexpected. A relatively uniform metal abundance
across the whole column density range could be an indication of an earlier phase

of nucleosynthesis.

3.7 The Absorption Spectrum of the QSO PKS 2126-
158

In this section I present the reduction process and the results from the analysis of
the high resolution spectrum of the QSO PKS 2126-158 (zem = 3.27), (based on
the paper by D’Odorico et al. 1998a). This object is one of the brightest quasars
known (my ~ 17.1) and for this reason its spectrum has been studied in many
previous works (Jauncey et al. 1978; Young et al. 1979; Sargent & Boksenberg
1983; Meyer & York 1987; Sargent et al. 1988a; Sargent et al. 1989; Sargent et
al. 1990; Giallongo et al. 1993, hereafter GCFT).

3.7.1 Data Reduction

Our spectrum is a sum of 8 echelle and 8 long slit observations obtained at ESO
(La Silla), with the NTT telescope and the EMMI instrument (D’Odorico 1990).
The spectra have been treated with the ESO reduction package, MIDAS.

The final echelle spectrum has a resolution R ~ 27000. The S/N ratio per
resolution element at the continuum level is doubled compared with the previous
spectrum by GCFT: it ranges from S/N = 6 to 44 in the interval A\438 — 519
nm, while beyond the Ly emission it has a roughly constant value of =~ 30. The
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resolution of the long slit spectrum is R ~ 8500.

The determination of the continuum in the QSO spectrum is a critical step
because it affects the measurement of the absorption line parameters. While the
continuum redward of Lya emission can be drawn without difficulty, the high
line density in the Lyman forest complicates the operation (Young et al. 1979;
Carswell et al. 1982). We fulfilled this task with the help of a procedure, allowing
to select automatically and in a reproducible way the regions of the spectrum free

of strong absorption lines or artificial peaks (e.g. due to cosmic rays), i.e. where °

the RMS fluctuation about the mean becomes consistent with noise statistics. The
continuum level has been estimated by spline-fitting these regions with quadratic
polynomials.

The lines have been fitted with Voigt profiles convolved with the instrumental
spread function, making use of a minimization method of x?. This step has been
performed within the MIDAS package with the programme FITLYMAN (Fontana
& Ballester 1995). The number of components of each absorption feature is as-
sumed to be the minimum required to give a reduced x? < 1 ( corresponding to a
confidence level P > 50%).

All the lines shortward of the Lya emission not identified as due to metals
have been fitted as Ly« and Lyg. For a further control, we used the blue, lower-
resolution spectra to search for Ly#, Ly~ and Ly¢ lines in correspondence to the
stronger Lya lines (lo% Nyr > 14). In few cases, we could ascertain that the
absorption was not Lyc. Such lines are listed as unidentified and they probably

belong to metal systems still to be recognized.

3.7.2 Lyman Alpha Statistics

We obtained a statistically well-defined sample of Ly lines in the region between
the Ly and Ly« emissions (AA438.0 — 519.1 nm). The Ly« lines affected by the
proximity effect (85! Mpc from the QSO; see Bajtlik, Duncan & Ostriker 1988;
Lu et al. 1991) and those associated with metal systems (indicated as MLy«) are
excluded from the sample.

The distribution of lines in the b — log N plane is shown in Fig. 3.3. The lack

of lines at the top left corner can be ascribed to an observational bias: the line
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Figure 3.3: Plot of the Doppler parameter b vs. the logarithmic column density log Ng1
for the Lyc line sample

selection criterion is based on the depth of the centre of the line an thus it tends to
miss lines with low column density and large Doppler width.

The dataset can be considered virtually complete (for typical b values) for
log Ny 2 13.3.

A considerable fraction of the lines with log Ny > 14.5 belongs to complex
saturated systems. As a consequence, the deblending choices and therefore the
fitting parameters may be not always unique. A considerable improvement can
be obtained when the simultaneous fit of the saturated Ly« and the correspond-
ing LyQ line is possible. Unfortunately, due to the high density of Ly« lines at
these redshifts, Ly absorptions with an uncontaminated profile are rare and the
uncertainty for most of the lines in the right region of the diagram 3.3 cannot be
removed.

Simulations carried out by Fontana and Ballester (1995) show that, for iso-
lated, unsaturated lines at S/N > 8, the parameters given by the fitting procedure
are quite close to the “true” value, with a small and symmetric scatter around it.
At column densities larger than 10**® cm~2 the Lya lines are saturated and b and
N correlate strongly, increasing the uncertainties.

By comparing our list of lines with that published by GCFT, we have verified
on real data how the b — log N diagram changes when the average S/N ratio is
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Figure 3.4: Migration diagram illustrating the effect of improving the S/N ratio on the
determination of the absorption lines parameters. The points correspond to the GCFT

determination

almost doubled, checking the trends expected on the basis of simulations.

To carry out a meaningful comparison, we have considered only the isolated
Lya lines in common between the two line lists, at wavelengths A > 475 nm. In
this range the S/N per resolution element is 2 8.

Figure 3.4 shows the individual trajectory of each absorption line in the plane
b—log N. GCFT parameter values are indicated by the solid black circles and our
values correspond to the end of the adjoining line.

Saturated lines tend to move keeping approximately constant the equivalent
width value, as observed in the simulations (Fontana & Ballester 1995). Often
they correspond to complex features. If the improved S/N is not sufficient for a
proper deblending, but the better definition of the wings forces a fit with a lower b
parameter, then they move toward higher column densities.

Lines with low column density in regions with low S/N ratio have poorly de-

fined profiles and are very sensitive to the continuum level. The S/N increase,
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together with a choice of a slightly lower continuum with respect to GCFT, has
induced a migration from high b values and small column densities toward smaller

Doppler widths.

80 e T

25 ) -

Figure 3.5: Doppler parameter distribution for the Lya line sample, out of 8 Mpc from
the quasar PKS 2126-158 '

The Doppler width distribution of the complete (log Ng; > 13.3) sample of
Lyc lines is shown in Fig. 3.5.

Making the assumption that line broadening is due exclusively to thermal mo-
tion, the relation between Doppler parameter and temperature, b* = 2k T /m,
(where k is the Boltzmann constant and m is the hydrogen mass) implies that the
peak value b ~ 25 km s™! corresponds to a cloud temperature of 7' ~ 38000 K.

The Lyo sample contains 21 lines, i.e. ~ 14.5 %, with 10 < b < 20 km s77,
and 12 lines, i.e. ~ 8.3 %, with 15 < b < 20 km s™!. Such percentages are almost
halved compared with those found in the previous work by GCFT. Nonetheless, it
has to be noted that the peak value of the b distribution is roughly the same for the

two samples.
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As we already mentioned in § 3.5, the nature of the distribution of Ly clouds
Doppler parameters has led in the past to controversies. Pettini et al. (1990) found
Lyc lines with a median Doppler parameter of 17 km s~ and a strong intrinsic
correlation between Doppler width and column density. From these results a sce-
nario of very cool, dense and practically neutral clouds emerged, in contrast with
previous models. Starting from data with similar resolution, Carswell et al. (1991)
following different selection and analysis criteria obtained significantly larger av-
erage and median Doppler parameters and, above all, no b — N correlation. Our
median b value is intermediate between the results of Pettini et al. and that of
Carswell et al. and it agrees with Keck result at very high resolution (Hu at al.
1995; Lu et al. 1996).
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Figure 3.6: Column density distribution of the Ly lines out of 8 Mpc from the quasar
PKS 2126-158. The overplotted solid line represents a power-law distribution, oc N5,
with 8 = 1.5 (Hu et al. 1995; Giallongo et al. 1996)

‘T he column density distribution of our Ly« line sample is shown in Fig. 3.6.
As shown in Fig. 3.3, for values log Ngr < 13.3 a selection bias is expected: only
lines with small Doppler parameters are detectable. This is confirmed by the drop
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of the column density distribution below this log Ny; value. The shape of the
distribution is in agreement with the power-law fit N7, with 8 ~ 1.5, obtained
in the same column density range in other works (Hu et al. 1995; Giallongo et al.
1996).

The number density of lines per unit redshift, in the wavelength interval AA438—
506.5 nm for Ly« absorptions with log Ny > 14, is in good agreement with the
cosmological redshift distribution (Giallongo et al. 1996).

3.7.3 Metal Systems and the UV Background

As a first guess, heavy-element systems have been identified on the basis of the
line list presented by GCFT. Eventually, other element lines have been added to
the previously found systems, making use of a list of the lines most frequently
observed in QSO absorption spectra, derived from Morton (1991) and Verner et
al. (1996). |

As for the Lya lines, the operation of fitting has been carried out within the
context FITLYMAN of the reduction package MIDAS. In the case of the complex
profiles observed for the heavy-element lines, a minimum number of components
needed to obtain a x2 < 1 and a good fit was deduced from the C IV profiles (or,
in one case at low redshift, from the Mg II one).

Then an identification programme, based on the method of Young et al. (1979),
has been applied to the newly observed lines that seemed not to belong to existing
systems.

Besides the systems previously found at lower resolutions (Young et al. 1979;
Sargent et al. 1988a; GCFT), we show two new systems at redshifts z,ps = 2.5537
and z,ps = 3.2165 identified on the basis of the CIV doublet, whose column densi-

. ties and equivalent widths were too weak to be detected in previous observations.

Six of the twelve systems show a multicomponent substructure, with a velocity
extent up to ~ 350 km s~*. We have not adopted any velocity window, or other
strict rules for the classification into systems versus sub-systems. We have simply
considered as one system those groups of lines for which a simultaneous fit was
required because of the superposition of the various line profiles.

For the systems at z,,s = 2.8195 (I) and zps = 2.9072 (J) the reliability of
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Figure 3.7: The shape of the UV background at the epoch z = 2.9. Continuous line: as
computed by Haardt and Madau (1996); dashed line: with the jump at the He II edge,

B = J(4 Ryd)/J(4.5 Ryd), increased by a factor of 10. The ionisation potentials of a
few ions are shown ‘

the fit of the Lyman series allows a measure of the metallicity. In the Lyman
limit system at z,,s = 2.9675 (K) it is possible to put an upper limit to it on the
assumption of log Ng; > 17. We have used the standard photoionisation code
CLOUDY (Ferland 1996), following the same approach described in detail in
Savaglio et al. (1997).

In the analysis of the system J, if the standard UV background at z = 2.9
(Haardt & Madau 1996) is adopted and the size of the cloud is assumed not smaller
than 20 Kpc, we end up with an unplausibly high overdensity of silicon with re-
spect to carbon, > 50. To obtain a more realistic [Si/C] < 1 the cloud size should
decrease substantially below 10 kpc. Incongruities of this type are not uncommon,
as reported by Songaila and Cowie (1996) and Savaglio et al. (1997). Several pro-
cesses may increase the Si IV/C IV ratio: a photoionising background dominated

by local sources, non-equilibrium temperatures and non-uniform radiation fields
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(Giroux & Shull 1997). In Savaglio et al. (1997) and here we have explored the
possibility of an enhanced break at 4 Ryd in the metagalactic background radia-
tion, as could be originated by a contribution of primeval galaxies in addition to
the standard QSO background. With a jump, B = J(4 Ryd)/J(4.5 Ryd), in-
creased of a factor 10 at 4 Ryd (Fig. 3.7), the observed line ratios turn out to be
compatible, assuming a cloud size of 30 kpc, with a metallicity -2.5 dex solar and
an overabundance of silicon with respect to carbon of a factor 5-6.

The analysis of systems I and K, under the assumption of the same UV back-
ground with an enhanced jump at 4 Ryd and cloud sizes > 15 kpc, provides
metallicities of ~ —2.2 and < — 2.7, respectively. System I, again, requires an
overabundance of silicon with respect to carbon of a factor 4 that would become
much larger if the standard UV background is assumed.

3.7.4 Statistics of C 1v Systems

In order to investigate the statistical properties of C IV systems, an enlarged sam-
ple has been created by merging the data of PKS 2126-158 with those recently
obtained at similar resolution for Q000026 (Savaglio et al. 1997) and Q0055-
269 (Cristiani et al. 1995). All the spectra have been analysed in a homogeneous
way.

The distribution of C IV column densities is shown in Fig. 3.8. It can be
described as a single power-law distribution, dAV /dN o« N7, with § = 1.64
(in agreement with Petitjean & Bergeron 1994), down to a completeness limit
log Nepy ~ 13.3.

The distribution of the Doppler parameters for the same CIV lines has a mode
of b ~ 14 km s~ and a standard deviation ¢} =~ 8 km s™*. A simple derivation of
the expected < bcry > from the corresponding < brye >, with the hypothesis of
pure thermal broadening with a single temperature would provide < bory > 7
km s~1. This indicates either that turbulent motions are present or some of the
lines are blends of subcomponents, which would be separated only by observa-
tions with higher spectral resolution and S/N.

Figure 3.9 shows the equivalent widths, estimated from the b and N¢pv values
derived for each subcomponent by profile fitting, versus the column density. It
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Figure 3.8: Histogram of the logarithmic number of C IV absorptions as a function of
the column density. The solid line represents a power-law: NEIQ,, [ = 1.64 (Petitjean &
Bergeron 1994)

can be seen that most of the lines are on the linear part of the curve of growth, at
least for Nory < 10'* cm™2. Curves of growth have been drawn for values of the

Doppler parameter bery = 6,14, 22 km s~

3.8 Conclusions

In this chapter, I have presented some of the results obtained from the analysis
of QSO absorption spectra. I have discussed not only the most recent observa-
tional results, but also how they have evolved in the course of the years as higher
resolution and S/N spectra increased the available dataset.

In the case of the Ly« forest, a valuable improvement has been registered with
the advent of the HIRES spectrograph at the Keck telescope. In particular, the
detection of weak C IV absorptions associated to Ly« forest lines with column

density as low as 5 x 10! cm™2 has marked a turn in the picture of low column
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Figure 3.9: Rest equivalent width of single C IV system components as a function of
the column density (in units of 10*? cm™2). The overplotted curves of growth have been
computed for values b = 6,14, 22 km s~! of the Doppler parameter (Spitzer 1978; Press
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density Lya absorbers. Another fundamental piece of information in this context,
obtained with the 4m class ESO New Technology Telescope, has been given by
our detection of a significant clustering signal for the Lyo forest lines at slightly
lower column densities, as described in the next chapter.

Metal systems are less abundant than Ly forest lines so it is harder to compile
statistically significant sample of data.

We performed the reduction and studied the distribution of line parameters of
a high-resolution spectrum of the quasar PKS 2126-158 (zer, = 3.27) observed
in the context of the ESO Key Program on QSO absorption lines. The analysis of
the Ly« forest shows that:

e The peak value of the Doppler parameter distribution is ~ 25 km s™!. This
value is large enough to be in agreement with a standard ionisation model, but not
too high (b > 30) to make the Ly« clouds contribution to baryonic matter exceed
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the standard nucleosynthesis value. This because b can be related to the ionising
parameter (Donahue & Shull 1991) and the barion density can be written as a
function of the average ionisation fraction (Hu et al. 1995).

e The plot of the statistical sample of Lyc lines in the b — log IV plane shows no
significant correlation between the two parameters.

e The column density distribution shows a cutoff, due to incompleteness and
blending, for log Ny; < 13.3, for higher values it is well described by a power-
law dN /dN N—f with 8 = 1.5 (Hu et al. 1995; Giallongo et al. 1996).

e The number density of lines per unit redshift is in agreement with a standard
power-law evolution of the type dN'/dz o« (1 + z)7 with v = 2.7 (Giallongo et
al. 1996).

From the analysis of metal absorptions the following results have been ob-
tained:

e Two new C IV absorption systems have been detected at z = 3.2165 and z =
2.5537.

e A mean metallicity of ~ —2.5 dex solar has been found using the metal systems
at z = 2.8195, z = 2.9072 and z = 2.9675. In order to make the column densities
of the intervening systems compatible with realistic assumptions about the cloud
sizes and the [Si/C] ratios, it is necessary to assume an increase of a factor 10
in the jump at 4 Ryd of the standard spectrum of the ionising UV background
(Haardt & Madau 1996).

e Merging our data on PKS 2126158 with those obtained at comparable resolu-
tion for the two quasars Q0055-26 and QO000-26, has provided a relative large
sample (71 doublets) of C IV absorptions, complete down to a column density
log Ncrv =~ 13.3. The C IV column density distribution is well fitted by a single
power-law, with § = 1.64. The mode of the Doppler parameter distribution is
bory =~ 14 km s™L.
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Chapter 4

The Clustering Properties of
Absorbers

In this chapter, I presént a detailed description of the statistical techniques and the
results of the study of the spatial distribution properties of QSO absorbers.

In the first part, I focus on metal absorption systems, and in particular on CIV
systems: they were found to auto-correlate since the first observations and for this
reason they were associated to the galactic population. The study of the clustering
properties of the Ly lines and its evolution across the years are described in
Section § 4.4. The last section is dedicated to a new technique that recovers the
underlying density field from the transmitted flux. Once it will become easily and
reliably implementable, this algorithm will represent a powerful tool to constrain

cosmological model of structure formation.

4.1 Introduction

The evolution with redshift of the spatial distribution of matter gives a fundamen-
tal hint on the nature of the processes at the origin of the formation of galactic
structures.

In the last two decades, redshift surveys provided a wealth of information
about local galaxies. They revealed a galaxy distribution consisting of a web of
thin, large walls outlining the edges of voids tens of Mps in diameter, with no
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strong evidence of inhomogeneities on larger scales. The clustering of galaxies is
found to increase with luminosity and to depend on morphology and color, with
early type and red galaxies more clustered than spiral, irregular and blue galaxies,
respectively.. This is due in part to segregation effects that have to be understood
on the basis of a convincing structure formation theory. In general, it is accepted
that a power-law reasonably represents the behaviour of the two-point correlation
function (see definition below) for the observed galaxies in the range of scales
0.1 A~ Mpc <7 < 10 A7 Mpe,

T

£oo(r) = <—) - , 4.1)

Tg

where the exponent v ~ 1.8 and the correlation length r, ~ 5 h~* Mpc.

As previous studies were confined to the .nearby universe, nowadays new ob-
servational resources permit to extend the correlation analysis to samples as deep
as z ~ 1.5 (e.g. the Canada-France Redshift Survey, Le Fevre et al. 1996; the
Canadian Network for Observational Cosmology 2, Carlberg et al. 1998). This is
the best way to constrain different cosmological models, since the prediction for
the clustering properties of galaxies at low redshift are quite similar, while they
strongly differentiate at high redshift.

To go at even higher redshifts other kinds of objects have to be considered.
Quasars have been the first class of sources used to obtain direct information about
clustering at high redshift. They have some appealing properties when compared
to galaxies as cosmological probes of the intermediate-linear regime of clustering:
they have a rather flat redshift distribution, their point-like images are less prone
to the surface-brightness biases typical of galaxies and they sparse-sample the
environment. The standard objection with regard to the information content in
surveys of QSOs and radio galaxies is that, since they are exotic objects, one
risks learning possibly more about the formation and evolution of super-massive
black holes in galactic nuclei, which is something interesting per se, than about
cosmology.

An exciting progress in this field has been achieved with the recent compila-
tion of the sample of the so called Lyman Break Galaxies (LBGs), selected pho-
tometrically at z ~ 3 (Steidel & Hamilton 1993). The clustering strength of this
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galaxy population is comparable to that of present-day spiral galaxies (Steidel et
al. 1998; Giavalisco et al. 1998; Adelberger et al. 1998) and it is as large or larger
than any measured in recent intermediate-redshift galaxy samples (0.3 < z < 1).
By comparing the observed correlation length of LBGs to that of the mass pre-
dicted from CDM theory a linear bias of b ~ 4.5 (for ¢y = 0.5) is inferred. The
strong clustering and the bias are consistent with biased galaxy formation theories
and provide additional evidence that these systems are associated with massive
dark matter halos.

Thus, galaxies are exotic objects too, in the sense that they are also biased
tracers of mass.

The absorption spectra of QSOs, as already said, are sensitive probe of the

gaseous baryonic component of the universe, thus we can investigate the spatial

distribution properties of normal matter at redshifts larger than ~ 1 by properly

measuring and interpreting the clustering properties of absorption lines.

4.2 The Two Point Correlation Function: General

Definition

To study the nature of QSO absorbers and their relationship with local cosmologi-
cal objects, one of the first ideas was to compare their spatial distribution with the
distribution of galaxies, for obvious reasons the first estimator considered was the
two point correlation function (TPCF).

The definition of the TPCEF, &, is related to the joint probability

B P =n25V1 V4 [1 + £(r12)] (4.2)

of finding an object in the volume element ¢V; and another one in 6V, at sepa-
ration 715. In Eq. (4.2) the factorization of the n? term (n being the object mean
number density) makes £(r) a dimensionless quantity and the total probability
turns out to be normalized to the square of the total number of objects in the
distribution. According to its definition, the value of the correlation function is
a measure of the non-random behaviour of the distribution and, for an isotropic

clustering, depends only on the modulus of the separation vector rip. In partic-
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ular, object positions are said to be correlated if £(r) > 0 and anticorrelated if
—1 < &(r) < 0, while a Poissonian distribution is characterized by £(r) = 0 at
any separation.

The TPCF is known to be a satisfactory estimator when used to investigate
weak clustering on scales clonsiderably smaller than the total interval covered by
the data, which is the first domain explored in the case of QSO absorption lines.
The binning, intrinsic to this method, causes a loss of information, but the ease
in visualizing its results and in including observational effects in the computing
codes have made the TPCF one of the favorite statistical estimators in cosmology.

4.3 Spatial Distribution of Heavy Element Lines

4.3.1 The Measure of Clustering along a Single Line of Sight

Here, I make an historical excursus of the results on this issue, by presenting also
the different algorithms adopted to estimate the TPCF. The original work in this
section has been published in D’Odorico et al. (1998a).

Metal line absorption systems, in particular systems identified by the C IV
A 154.8,155.0 nm doublet, were found to show fine splitting among components
on a scale of ~ 150 km s™!, as soon as sufficient resolution spectra became avail-
able (Boksenberg & Sargent 1975). Sargent and collaborators (1980), having a
statistically significant sample of absorption lines, developed the practical tools to
estimate the TPCE.

Basically, the cosmological distance between two absorbers at redshifts z;
and 2, has to be computed. The matter is complicated by the change of distance
scale in the universe with time. It is then appropriate to calculate separations in
comoving coordinates. The comoving distance of an object at redshift z measured

at the present epoch is:

_c
=
where 09 = /2. Then at any earlier epoch when the scale factor is a, the

sz 3 . 2 _ 12 43
So(2) . u[200u® + (1 + o — 300)u” + 0o — Qo] (4.3)

distance is
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S(2) = So(2)(a/a0) = So(2)/(1 + 2). (44
For cosmological models with A = 0 so that oy = ¢p, and gy = 1/2, Eq. (4.3)
becomes:
2 .
So(2) = Fc[l —(1+2)722. (4.5)
0

The splittings of two lines at redshift z;, 2, can be described as:

1. The actual distance between the absorbers were they to survive to the present
epoch fixed in cosmological coordinates. This is given by the difference in the Sy
coordinate of Eq. (4.3) which is, for small redshift differences Az = |z; — 2| and
in units of the present Hubble radius (c = Hy),

s0 = [So(21) — So(z2)| = Az(1 4+ 2) 7M1 + 2¢92) "2, (4.6)

where z = (z1 + 23) /2.

2. The separation in distance of the two absorbers measured at the cosmic time
when the photons we receive now were passing through them. Note that this
distance s is measured in Hubble radii and that the Hubble constant at redshift z
is H(z) = Ho(1+ 2)(1 + 2g9z)"/2. Thus

5= so(1+42) " H(2)/Hy = so(1 + 2¢02)"/2. | 4.7)

The velocity splittings due to the Hubble flow between two such absorbers
measured at the present epoch and at the cosmic time when the photons were
passing through the absorbers are: vy = ¢ 50 and v = c s respectively.

Given a redshift range [Z¢, Z°], itis possible to define a distance range [S¢, Sp].
For each line, the distance Sy can be evaluated and then the separation sy =
Si — S3 for each line pair. With L lines, L(L — 1)/2 values of sy are obtained,
which are cast into bins of size Asy. Then to allow for the fact that a finite span
of data necessarily permits more small separations than do large ones, the number

of separations s, can be divided by the response function:

(s0) = (S8 — 5% — 50)/(SE — S2). @.8)



62

The Clustering Properties of Absorbers

With this correction, a Poissonian distribution of cloud separations will then
appear flat, with an average of my = L(L — 1)Asq/(S§ — S&) line pairs in a bin.
If we find m(sp) line pairs in a bin, then approximately, £(so) = m(so)/mp — 1.

Applying this statistics to a sample of three high resolution QSO spectra, Sar-
gent et al. (1980) found a massive peak on a velocity scale 90 — 180 km s™?, they
interpreted this as possibly due to multiple clouds within a single galaxy halo,
rather than to galaxy-galaxy correlations.

To further investigate this issue, first a sample of 33 QSOs spectra (Young,
Sargent & Boksenberg 1982a) and then a larger one of 55 QSOs spectra (Sargent,
Boksenberg & Steidel 1988) have been considered. The sample is formed by
around 200 C IV redshifts ranging from 1.27 to 3.53 with a median z ~ 1.87.

The TPCF is generally flat, as would be expected for absorbers randomly dis-
tributed along the line of sight. In addition, there is a significant clustering of the
redshifts on velocity scales in the range 200 — 600 km s~ in the rest frame of
the absorbers. The mean amplitude of the correlation function over this range is
11.5 £ 1.3.

Considerations on the rotational amplitudes and random motions observed in
luminous galaxies suggests that it is unlikely that the observed C IV splittings
are due to motions within galaxies; it is more likely that we are observing the
tip of the galaxian TPCF. A comparison of the observed C IV TPCF with the
simplest theory of the evolution of hierarchical clustering shows that the model is
in tolerable agreement with the observations.

Heisler, Hogan & White (1989) reconsidered the sample of 55 QSOs spectra
of Sargent, Boksenberg and Steidel (1988) and analysed the clustering of C IV
absorptions adopting a new estimate for the redshift space TPCE,

Tobs (U, AV)

f(’U,A’U) = nexp('U,A'U)

-1, 4.9

where n,ps is the observed number of line pairs with velocity separations between
v and v + Av and ney, is the number of pairs expected in the same velocity in-
terval from a random distribution in redshift. First, the set of bins in v is decided
requiring approximately equal numbers of expected random pairs in each bin once
statistics were accumulated for the sample as a whole. The following steps are
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Quasar 1 2 3

Figure 4.1: Pictorial explanation of the counting algorithm described in the text. Starting
from a particular reference system in quésar 1, marked with an (x), they count the number
of systems within the small dotted bins that are placed equidistantly in velocity above
and below the reference system. Below the reference system the full width of the bin
is accessible; above, the upper redshift limit for quasar 1 lies within the bin, and thus
the accessible range is narrower. The expected number of random systems is found by
centering over each of the dotted bins a larger interval of 50 000 km s™?; these intervals
are shown by dashed lines. Reproduced from Heisler, Hogan & White (1989)

‘then followed to estimate £ (v, Av) in each bin:

1. For each absorption system in each QSO, the range of redshifts whose velocity
separations from the system lie within the current bin and for which CIV systems
could have been detected is determined.

2. The count of observed pairs within the current bin is augmented by the number
of CIV systems found in the varius redshift intervals.

3. The random density of absorbers at the position of each redshift interval is
estimated by dividing the number of absorption systems within 425, 000 km s™!
of its center in the 54 other QSOs by the total pathlength in this redshift range for
which C IV lines could have been detected in them (see Fig. 4.1). This density
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is then multiplied by the length of the redshift interval under consideration to
estimate the expected number of random systems it should contain.

They clearly detect correlations in the lowest velocity bin (v < 1000 km s™1).
A significant signal is also shown in the range 1000 km s™! < v < 10,000 km
s~1, even if it can be due to the presence of a large cluster of systems in just one
of the QSO of the sample.

Petitjean and Bergeron (1990, 1994) investigated the clustering properties of
Mg I and C IV doublets at averagé redshifts z ~ 1 and z = 2.65 respectively, on
scales smaller than 1000 km s~1, following Sargent et al. (1980). They found that
the distribution of the velocity separations Av normalized for the width of the bin,
is well fitted by a sum of two Gaussians distributions,

2 _ 2
f(Av) = 2 [—é exp <_Ap ) + ! - A exp (__A_Ez_ﬂ . (4.10)
b

[ 2O'b

where A weights the two Gaussians. The fitted velocity dispersions for the Mgl
and C IV sample are 0, = 80 km s™! and 0, = 390 km s}, o, = 109 km s~* and
op = 525 km s™1, for the Mg IT and C IV respectively.

They suggested that the small velocity scale may reflect relative motion of
clouds within the same galactic halo, while the la}ge velocity separations could
correspond to the clustering of several haloes. Another interpretation (Haehnelt,
Steinmetz & Rauch 1996; Rauch et al. 1996) depicts C IV as groups of pro-
togalactic clumps (Mparyons ~ 10° M) with small internal velocity dispersion,
embedded in flattened large-scale “walls” expanding with the Hubble flow.

Works by Womble, Sargent and Lyons (1996) and Songaila and Cowie (1996)
analysed clustering of lower column density samples detecting a lower signal on
the same scales studied by Petitjean and Bergeron (1994).

Quashnock, Vanden Berk and York (1996) analysed line of sight correlations
of CIV and Mg II absorption line systems on large scales, using an extensive
catalog of 2200 heavy-element absorption line systems in over 500 QSO spectra
(York et al. 1991). These authors found that the absorbers are clustered, like
galaxies, on comoving scales of 50 — 100 ~~! Mpc.
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This high redshift (z from 1.5 to 3.5) superclustering of absorbers is on the
same comoving scale as that traced by the voids and walls of galaxy redshift sur-
veys in the local universe. It thus appears that the absorbers are tracing the same
structure as that traced by galaxies on very large scales, and that they are effective
probes of very large scale structure in the universe. Indeed, superclustering has
been detected by other studies, in particular using close multiple lines of sight
(Dinshaw & Impey 1996; Williger et al. 1996).

Quashnock and Vanden Berk (1998) considered the same large compilation
of heavy element absorption systems to study the clustering on comoving scales 7
from 1 to 16 h~! Mpc. They applied a likelyhood method that does not require the
binning of the data but the introduction of a model function for the TPCF and they
found that, for the C IV sample as a whole, the absorber line of sight correlation
function is well fitted by a power law of the form £(r) = (r/ro) 7, with maximum
likelyhood values of v = 1.7535:35 and comoving ry = 3.47}( h~! Mpc. The
clustering of absorbers at high redshift is thus of a form that is consistent with
that found for galaxies and clusters, at low redshifts, on megaparsec scale. They
‘also found that the amplitude of the correlation function, characterized by the

correlation length 7o, is growing with decreasing redshift.

We faced this issue considering three QSO spectra observed at high resolution
in the context of an ESO Key Programme devoted to the study of QSO absorption
systems at high redshift: PKS 2126-158 (D’Odorico et al. 1998a), Q0000-26
(Savaglio et al. 1997) and Q0055-269 (Cristiani et al. 1995). (See Tab. 4.1 for
the characteristics of these objects.)

To compute the TPCF of the sample of 71 CIV doublets, we adopted the defi-
nition given in Eq. (4.9). The number of expected pairs in a random distribution,
Nexp» 18 Obtained as the average of the results of 5000 numerical simulations of the
observed number of fedshifts, trying to account for all the relevant cosmological
and observational effects. In particular the set of redshifts is randomly generated
in the same redshift interval as the data according to the cosmological distribution
oc (1+2)7, where +y has been taken equal to —1.2 (Sargent, Boksenberg & Steidel
1988). Observed components with a velocity splitting Av < 30 km s~! have been
merged, while simulated ones have been excluded in the estimate of Nexp, because
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of the intrinsic line blending due to the typical widths of the C IV lines.
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Figure 4.2: Two point correlation function at large velocity separations for the 71 C IV

systems in our sample. The dotted line shows the 95 % confidence level

The TPCF for the C IV clouds is presented in Fig. 4.2 with 60 km s~ bins.
A strong clustering signal is detected at small velocity separations (Av < 1000
km s~!). At larger scales no significant signal is found, in particular the peaks
observed in the TPCF at ~ 3360 km s~, ~ 7140 km s~! and at ~ 9840 km s!
are aliases corresponding to the coupling of the low Av (high frequency) power
with the window function.

The present data have adequate resolution to allow a further investigation of
the distribution on scales smaller than 1000 km s~

The TPCF for velocity separations in the range 30 km s~} < Av < 1000 km
s~! is shown in Fig. 4.3. In this velocity interval 48 pairs are observed, while ~ 10
are predicted for a homogeneous distribution.

Our results are in agreement with those previously described, carried out at
comparable resolution (Petitjean and Bergeron 1994; Womble, Sargent & Lyons
1996; Songaila & Cowie 1996).
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Figure 4.3: Zoomed two point correlation function at small velocity separations for the
C IV systems in our sample. The dotted line shows the 95 % confidence level

The velocity scale at which the maximum clustering signal is observed is com-
parable with the extension of the complex metal absorption features in the spec-
trum. As already noticed by Petitjean and Bergeron (1994), this could be an ev-
idence of the fact that what we are measuring is not the clustering of galaxy-like

objects but of gas clouds within the same galactic halo.

If the resolution of the present data is degraded to the level typical of the older
investigations (Sargent, Boksenberg & Steidel 1988; Heisler, Hogan & White
1989; e.g. a resolution of 77 km s, a compatible result is obtained, with
£(0 < Av < 1000 km s™') ~ 2.0 £ 0.9.

The correlation on scales larger than 1000 km s~*

reported by Heisler, Hogan
and White (1989) is not reproduced. It has to be noted, however, that it appears to
be the result of the inclusion in their sample of one “exceptional” object, Q0237-
233.

The analysis of the clustering properties by means of the TPCF does not take
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into account the information on the equivalent width or the column density of the
lines. We investigated this aspect in the following section.

Correlations with the Column Density

It has long been assessed that a correlation exists between the equivalent width of
metal absorption systems and their number of components (Wolfe 1986; Petitjean
& Bergeron 1990, 1994).

1.5 T T T T T T T 1
A
7
rd
v
7/
o //
7
] ,/
. ]
7
1 .
o y =
—_
7/
< L o
= e
g 7’
g e
. . 4
o' Va
o e
7
e ’
o] s/
- 7/
05 b // —
/
o 7/
//°
7/
4
v
/
s, o
o Py o
/0
o
]
/gl
0 T (AR TSN AR NN DU N N B
1 2

3 4 5 6 7 8 9 10 11 12
No of components

Figure 4.4: Total equivalent width of C IV systems versus the corresponding number of
components. The dashed line is the linear correlation best fit for all points

In Fig. 4.4 the total equivalent width is plotted versus the number of compo-
nents for the C IV absorption systems. The dashed line represents the best linear
fit for all the points.

The number of components, however, is highly dependent on the spectral res-
olution and on subjective taste in the fitting procedure. To overcome this problem,
we examined the maximum velocity separation in a given system versus the total

equivalent width (Fig. 4.5). A correlation is apparent and the dashed line is, again,
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Figure 4.5: Total equivalent width of C IV systems versus the corresponding maximum

velocity separation. The dashed line is the linear correlation best fit

the best linear fit.

The observed trends suggest that the clustering amplitude of the C IV lines

could be a function of the column density.

In order to further investigate this issue, in Fig. 4.6 the amplitude of the TPCF
(in the bin 30 < Av < 90 km s7) is plotted as a function of the median value
of the C IV column density. The upper right point represents the result obtained
in this work for the C IV absorptions in our sample. The lower left point comes
from the lower column density sample obtained by Songaila and Cowie (1996)
for the QSO 1422+231. The TPCF has been computed, also for the latter data,
according to the procedure described previously. Lines of lower column density
show indeed a smaller amplitude of the TPCF at 30 < Av < 90 km s~ 1.

The correlation of the clustering amplitude with column density is analogous
to what has been observed for Ly« lines (Cristiani et al. 1997; see Fig. 4.9) and it
is qualitatively consistent with a picture of gravitationally induced correlations.
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Figure 4.6: Amplitude of the clustering of CIV lines as a function of the column density.
The upper right point has been obtained for our sample of C IV lines. The lower left
point has been derived from the data of the QSO 1422+231 (Songaila & Cowie 1996).
The vertical bars represent 1o poissonian uncertainties in the determination of the TPCF

while the horizontal ones show the 68% confidence interval of the column densities

In summary, the TPCF estimates obtained for heavy element systems along
single lines of sight shows a strong signal for velocity splittings Av < 600 km
s~! and a dependence of the clustering amplitude with the redshift (Quashnock
& Vanden Berk 1998) and with the column density of the absorbers (D’Odorico
et al. 1998a; Quashnock & Vanden Berk 1998). These evidences have convinced
researchers that metal line systems are related to galaxies and/or to galaxy clusters,
this has been proved directly in the case of Mg II absorptions (Bergeron & Boissé
1991; Steidel, Dickinson & Persson 1994; Churchill, Steidel & Vogt 1996).

4.3.2 The Estimate of the TPCF across Multiple Lines of Sight

The TPCF measured along the line of sight in the velocity space presents two
major drawbacks: the measured signal can be due in part to peculiar velocities
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within the absorbers rather than to their position in space and there is no straight-
forward way to compare the resulting one-dimensional correlation function with
the three-dimensional correlation computed for low-z galaxy samples.

Indeed, as said above, many papers have modelled QSO absorption line clus-
tering in terms of spatial separations indicated by their relative velocities, whereas
for highly overdense structures, large differences between velocity clustering and
spatial clustering become apparent (e.g. Kaiser 1987).

" A possible way to overcome these difficulties is to study the clustering of ab-
sorbers in adjacent lines of sight that are close enough together so that the angular
separation between them is less than or comparable to the velocity scales where
clustering is seen or sought in single sightlines. Purely internal velocity splittings
cannot shift an absorption in one QSO if the objects sits only in front of another,
and even if splittings increase the number of cross-correlation pairs between two
sightlines, they also increase the background density of pairs, so that both effects
cancel in a properly normalized TPCFE.

Furthermore, very high resolution spectra of close pairs or groups of QSOs al-
low to study clustering of absorbers in small redshift bins in order to have reliable
information on the redshift evolution of the correlation properties of absorbers.

The correlation of absorption lines observed in paired lines of sight can also be
interpreted as an indication of the size of the underlying absorbers, as discussed
in the following chapter. ‘

Multiple sightlines are also highly valuable in probing the large scale struc-
ture. In particular, multiple, well-sampled sightlines can provide a stronger test
for voids by placing more absorbers in a void-sized volume than could possibly

be obtained along a single sightline.

Williger et al. (1996) explored the spatial clustering of CIV absorbers between
adjacent lines of sight for a sample of 25 QSOs within an ~ 1 deg? region of the
South Galactic Pole having redshifts 1.5 < zem < 3.4. The pair separation I, for
systems at redshifts z1, z; and angular separation « are calculated by the law of

cosines

(512 -+ Sg - 25182 COS a)1/2
1+2

ho = ; (4.11)
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where z = (21 + 29)/2, and S is the proper distance given by Eq. (4.5).

They simulated a sinthetic data set extracting randomly the same number of
lines, in the same redshift range as the observed ones from the expected C IV ab-
sorber redshift density function dA /dz = (dN'/dz)o(1 + 2)” using the parameter
found by Steidel (1990). The TPCF in three dimensions is computed using the
estimator of Davis and Peebles (1983),

N2 DD(l)

O+ 1= N 172 DR

(4.12)

where DD(]) is the number of observed pairs with separation ! while DR(I)
refers to the number of cross-correlated observed-synthetic C IV pairs with sepa-
ration /. The normalization is due to the fact that the total number of pairs in the
synthetic—observéd cross-correlation is larger than that in the observed-observed
auto-correlation (/V, is the number of C IV absorptions).

They find evidence at the 3 o level for groups of C IV absorbers on the 5 —
10 A~ Mpc proper distance scale at 2.3 < z < 2.5, separated by a 15 — 25 A~}
proper Mpc gap, but because of the exiguity of the sample (they find 22 CIV at a
resolution of 0.2 nm) they could not obtain a significant TPCE

Crotts, Burles, and Tytler (1997) studied the cross-correlation properties of the
C IV absorption systems in the QSO triplet 1623427 (zem =~ 2.5). At z = 2.15
the transverse separations between the three QSOs correspond to velocities in the
Hubble flow of 286 to 399 km s~*, and to proper separations of 0.51 to 0.71 A~}
Mpc. ‘

Sightline cross-correlation for all C IV systems results in a TPCF £(Av <
500 km s~!) = 0.90, a significantly weaker signal when compared with the clus-
tering in velocity on corresponding scales along single line of sight.

The inconsistency of the TPCF implies that single sightline correlation func-
tions cannot be used in a straightforward way to study the spatial clustering of
absorbers on velocity scales of several hundred km s~!. This may be due either to
internal velocities within absorbers that are caused by nongravitational processes,
or by motion within gravitational potentials that have separated from the Hubble
flow. In either case, most of the line of sight correlational power is due to behavior

not described by the absorber positions alone, but by some peculiar motion.
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The results in this field are still preliminary: close QSO pair spectra observed
at high redshift are needed in order to have larger samples. Furthermore, a direct
comparison of the amplitude of the one-dimensional TPCF along the single lines
of sight with that of the three-dimensional TPCF between different lines of sight,
even if on the same velocity scale, could be misleading because the two functions
are measuring different quantities and first a reliable relationship between them

should be computed.

4.4 The Clustering Properties of Lya Absorbers

4.4.1 The unidimensional TPCF of Ly« lines

The original work in this section has been published in Cristiani et al. (1997).

At a variance with what said for the metal line systems, the search for cluster-
ing of the Ly« lines has provided along the years results that have been defined

disappointing or even controversial.

Systematic studies of the distribution of redshifts in the QSO Ly« forest began
in the early 1980’s with the work by Sargent et al. (1980). We already described
the statistical tools introduced by Sargent and collaborators. They found that the
TPCF of the Ly« absorption lines is flat to a level of ~ 15 % on all scales from
300 to 30,000 km s*. On a finer scale the TPCF is observed to be flat down to
the resolution limit 150 km s~*.

Sargent, Young and Schneider (1982) considered the clustering of Ly« lines in
a close pair of high redshift QSOs. The separation between the two lines of sight
is 173", that corresponds at a redshift z = 2.5 to a proper separation of ~ 670 h™!
kpc. The autocorrelation function is seen to be flat on all velocity scales from
138 km s~ ! to 12, 500 km s~*. They also measured the cross-correlation function
between the two lines of sight , applying a variation of the response function (4.8)
to normalize the number of oberved pairs. If [SZ4, , Sa,.] and [SB, | SE ] are the
distance ranges in the two lines of sight, the number of pairs with separation s is
normalized by dividing for the function ¢ (so) = F(so)/F(0), where
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F(so) = Min[She SEu + so] — Max[Sh,, S, + So) +

Min[SA_ 4+ 50, S5 ] — Max[S2, + s0, 52, . (4.13)

max m

The cross-correlation is also flat on the same scales.

Almost all the subsequent results have failed to detect any significant corre-
lation on velocity scales 300 < Av < 30000 km s~! (Bechtold 1987; Webb &
Barcons 1991).

On smaller scales (Av = 50—300 km s~1) there have been indications of weak
clustering (Webb 1987; Rauch et al. 1992; Chernomordik 1995; Cristiani et al.
1995), together with relevant non-detections (Pettini et al. 1990; Stengler-Larrea
& Webb 1993).

In fact, the absence of power in the TPCF has been claimed as a striking char-
acteristics of the Ly forest and has been used as a basic argument to develop a
scenario of the Ly« absorbers as a totally distinct population with respect to metal

systems and therefore galaxies.

We investigated this issue taking advantage of a large dataset obtained in the
framework of an ESO Key Programme devoted to the study of QSO absorption
systems at high redshifts. The sample is formed by spectra of six QSOs, at resolu-
tions between 9 and 14 km s™!, with emission redshifts ranging from 3.27 to 4.12.
The list of objects is given in Tab. 4.1 together with the main characteristics of
the sample of Ly« absorption lines. This constitutes a unique database, especially
at high redshift, where the density of lines provides particular sensitivity to any
clustering signal.

We have complemented our data with other spectra available in the literature
with similar resolution and redshift range, obtaining a final sample of 15 QSOs
(in the following extended sample, see Tab. 4.1).

All the identified heavy element systems present in the Lyo forest have been
removed from the extended sample, which consists of almost 1600 Ly« lines with
observed column density log Ny > 13.

Lines affected by the proximity effect, i.e. within a proper distance of 10 Mpc
from the emission redshift of each QSO, have been excluded from the clustering
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Table 4.1: QSO Spectra from the ESO KP

QSO Zem FWHM Mag Noof Sample
Name (kms™1) lines  Limit
lOg (NHI)

2126 — 15 3.27 11 V=173 106 13.3
2355+ 01 3.39 9 v=175 76 13.3
0055 — 26 3.67 14 V=175 187 13.3
1208 +10 3.82 9 V=175 66 13.3
1108 — 07 3.95 9 R=18.1 38 13.3
0000 — 26 4.12 12 v=17.5 181 13.3

Other QSO Spectra from the literature

QSO Zem FWHM Mag Noof Sample
Name (kms™') (V) lines Limit
IOg (NHI)

13314+ 17* 2.10 18 169 55 13.0
1101 —26° 2.15 9 16.0 37 13.3
2206 — 19¢  2.56 6 173 47 13.3
1700 + 64¢ 2.72 15 6.1 73 13.3
1946 + 76°  3.02 10 158 72 13.3
0636 + 687 3.17 16.6 172 13.0
0302 — 00/ 3.29 17.6 151 13.0
0956 + 12/ 3.30 17.6 151 13.0
0014 + 81/ 3.41 16.5 164 13.0

o 00 00 00

References:

@ Kulkarni et al. 1996

b Carswell et al. 1991

¢ Rauch et al. 1993

d Rodriguez-Pascual et al. 1995
¢ Fan and Tytler 1994

f Hu et al. 1995
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Figure 4.7: Two-point correlation function in the velocity space. Upper panel: for the
complete sample of Ly« lines. Lower panel: for lines with column densities < 10136
cm™2, The short-dashed and long-dashed lines represent the 1o and 20 confidence limits

for a Poissonian process

We adopted the TPCF estimator given by Eq. (4.9). In our line sample 7z,
is obtained averaging 1000 numerical simulations of the observed number of red-
shifts, trying to account for all the relevant cosmological and observational effects.
In particular the set of redshifts is randomly generated in the same redshift inter-
val as the data according to the cosmological distribution < (1 + z)7, where the
best value of v = 2.65 has been derived from a maximum likelihood analysis of
the same database (Giallongo et al. 1996). The results are not sensitive to the
value of v adopted and even a flat distribution (i.e. v = 0) gives values of £ that
differ typically by less than 0.02. Incomplete wavelength coverage due to gaps
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in the spectrum or line blanketing of weak lines due to strong complexes is also
accounted for. Lines with too small velocity splittings, compared with the finite
resolution or the intrinsic blending due to the typical line widths - the so called
“line-blanketing” effect (Giallongo et al. 1996) -, are excluded in the estimate of

Negp-

log(N,,) > 13.8 -

2000 3000
Av (km s-1)

Figure 4.8: Two-point correlation function in the velocity space for lines with column
densities > 10138 cm~2. Confidence limits as in Fig. 4.7. The continuous line shows
the model of Heisler, Hogan and White, Eq. (4.14), with v = 1.77, ¢ = 50 km s~h
re = 100h~! kpc and rg = 130k~ kpc at z = 3

The resulting correlation function for the full extended sample of Lya lines
is shown in the upper panel of Fig. 4.7. A weak but significant signal is present
with & ~ 0.2 in the 100 km s~! bin: 739 pairs are observed while only 624 are
expected for a random distribution, a 4.6 o deviation from poissonianity.

As in Cristiani et al. (1995), we have explored the variations of the clustering
as a function of the column density. In the bottom panel of Fig. 4.7 the correlation
function for lines with log N1 < 13.6 is shown. All the evidence for clustering
has disappeared. On the contrary, for lines with log Ngr 2 13.8 (Fig. 4.8), the cor-
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Figure 4.9: Evolution of the amplitude of the TPCF as a function of the column density
threshold for the sample of the Ly« lines. The two points in the upper-right side of the
picture show the correlation of the C IV metal systems (see text)

relation function at Av = 100 km s™! shows a remarkable increase in amplitude
(¢ ~ 0.6) and significance: 234 pairs are observed while only 145 are expected for
a random distribution, a more than 7 ¢ deviation from poissonianity. No relevant
feature other than the peak at small velocity separations is observed. In particu-
lar the evidence for anti-clustering on scales ~ 600 — 1000 km s~!, previously
suggested by Meiksin and Bouchet (1995) on the basis of data of Q0055-259 and
Q0014+813, is not confirmed. It should be noted that the assessment of the signif-
icance of a deviation from poissonianity is conceptually different when a velocity
bin given a priori (as in the analysis of small-scale clustering) is analysed, with
respect to the case in which a deviation in any of the bins is searched for. While in
the former situation the confidence levels shown in Figg. 4.7, 4.8, 4.10 (obtained
by comparing the number of pairs observed in each bin with the distributions ex-
pected from simulations) are perfectly valid, in the latter case the significance of
a positive or negative deviation in any of the bins is considerably less than what a
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naive comparison would at first glance suggest.

Figure 4.9 shows the variation of the amplitude of the TPCF as a function of
the column density threshold for the sample of the Ly« lines. On the same plot are
reported for comparison the TPCF’s derived for high and low column density CIV
metal systems from the works by Petitjean and Bergeron (1994) and by Songaila
and Cowie (1996), respectively. A reference value of log Ny1 ~ 1740.5 has been
assigned to high column density CIV metal systems on the basis of observations of
0420-388 (Atwood, Baldwin & Carswell 1985; Petitjean & Bergeron 1994). For
the low column density C IV systems a value of log Nu; ~ 15.5 = 0.6 is derived
from Songaila and Cowie (1996).

An extrapolation of the increasing amplitude trend observed for the TPCF of
the Ly lines would easily intercept the corresponding estimates derived from the
CIV metal systems. We stress also the similarity between the shapes of the TPCF’s
of Ly« and C IV systems, when observed at comparable resolution (see Fig. 4.3)
and the fact that a trend of increasing correlation with increasing column density
is observed also in C IV systems (see e.g. D’Odorico et al. 1998a, Quashnock
& Vanden Berk 1998), for which the strong systems appear usually in clumps of
many components, while the weak doublets (generally optically thin at the Lyman
limit) are typically made of an isolated, sihgle component (Bergeron 1995).

Fernandez-Soto et al. (1996) have investigated the clustering properties of the
Ly clouds on the basis of the corresponding CIV absorptions, suggesting that CIV
may resolve better the small-scale velocity structure that cannot be fully traced by
Ly lines. As a consequence, the estimates of the TPCF of the Lya absorbers, al-
though the effects of the non-negligible width of the lines (the “line-blanketing”)
are considered in our simulations, should be regarded as a lower limit to the real
clustering amplitude. However, it is not straightforward to translate the proper-
ties of the C IV absorbers in the corresponding ones of the Ly absorbers, since
observations (e.g. Prochaska & Wolfe 1996) show that the velocity structures of
high and low-ionisation species are often different. Since the underestimation of
the Lya TPCF would be more severe at larger column densities, the trend of an
increasing correlation with increasing column density appears to be real, from the
lowest column densities up to those corresponding to the strongest metal systems.

In Fig. 4.10 we study the evolution of the TPCF with the redshift for the sub-
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Figure 4.10: Evolution of the two-point correlation function with redshift for the sample
of the Ly lines with column densities above log Ng1 = 13.8. The three redshift intervals
1.7 <2< 31,31 < 2z<3.7,37 < z < 4.0 (upper, middle and lower panel, respec-
tively) have been chosen in a way that the confidence limits, estimated as in Figg. 4.7-4.8,

turn out to be roughly the same in all three ranges

sample of Ly lines with column densities log Ng; > 13.8. The amplitude of the
correlation at 100 km s~! decreases with increasing redshift from 0.85 4 0.14 at
1.7<2<3.1,t00.74+0.14at3.1 < z < 3.7and 0.21 +0.14 at 3.7 < z < 4.0.
This trend persists at lower redshifts, as conﬁrmedvby the measure of the Ly«
on scales of 200—500kms~tat0 < z < 1.3
and by the results on the Ly« forest lines in the spectrum of the Hubble Deep Field
South QSO J2233-606 for which 199 ~ 1.3 at < z >= 1.7 (Savaglio et al. 1999).

The observed clustering properties are qualitatively consistent with a scenario
of gravitationally induced correlations. The dependence of the clustering ampli-
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tude on the column density, is easily explained by models involving biasing for
the formation of structures in the universe. Objects associated with the stronger
potential wells are expected to be more clustered and the H I column density is
naturally related to the depth of the well (and to the associated mass).

The trend of increasing correlation with decreasing redshift (Fig. 4.10) is also
a strong prediction of any model of structure formation based on gravitational
instability. On the contrary, theories of explosive structure formation (Vishniac,
Ostriker & Bertschinger 1985; Weinberg, Ostriker & Dekel 1989) expect a veloc-
ity correlation either unchanging or diminishing with time.

Numerical simulations in the framework of a CDM model, including photo-
ionisation and cooling of the baryonic component, have reproduced to a remark-
able extent the observed correlation function and also its dependence on the col-
umn density of the lines (Miicket et al. 1996).

In this way the observed clustering properties (in particular the correlation
between clustering amplitude and column density) become part of a new con-
tinuity scenario that rests on two other pieces of evidence: the metallicities of
the order 10~2 observed for Ly« clouds with log Ng; > 14 (Cowie et al. 1995;
Tytler et al. 1995) and the volume density and cosmological evolution of the same
clouds found to be similar to those of the damped systems (Giallongo et al. 1996).
All togethér this suggests a physical association between the Lya clouds with
log Ny > 14 and the halos of protogalactic systems. At low redshift a consider-
able fraction of the Ly« lines has been observed to be associated with luminous
galaxies and the local large-scale structure (Lanzetta et al. 1995; Le Brun, Berg-
eron & Boissé 1996).

The typical column density below which no clustering of the Lyo lines is
observed (log N1 ~ 13.6, Fig. 4.7) corresponds to the position of the break in
their column density distribution (Giallongo et al. 1996; Hu et al. 1995), which
has been identified with the transition from a variety of systems in various stages
of gravitational infall and collapse (or even under-densities) to gas associated with
star forming galaxies (Zhang, Anninos & Norman 1996; Miicket et al. 1996).

Heisler, Hogan and White (1989) presented a relationship to derive the three-
dimensional spatial autocorrelation function of the absorbers &, from the velocity
correlation &,, assuming a Gaussian distribution of the peculiar motions of the
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absorbers with respect to the Hubble flow and a power-law form for the spatial

correlation function, as observed for galaxies.

& = /OooHdrg(r) P(v]r)oc/rolo LZT (%)ﬂ
— )2 2
X {exp [—————————(Hgagv) ] + exp [__—(Hg;—gv) ]} “4.14)

At small velocity splittings, the correlation scale 7, depends mainly on the
cloud sizes r; and on the velocity dispersion o, assumed. The very fact that a sig-
nificant correlation in velocity is observed results in an upper limit on the cloud
proper sizes of the order of 100 ™! kpc. We will see in the next chapter that large
sizes for the Lya absorbers are obtained from the analysis of QSO pairs spec-
tra (e.g. D’Odorico et al. 1998b; Crotts & Fang 1998). Furthermore, the trend
observed in Fig. 4.10 is consistent, in the framework of a simple hierarchical clus-
tering model predicting that r, scales with the redshift according to the relation
ro(2) = 7o(0)(1 + 2)~%/, with large cloud sizes (14 < 100 h™" kpc) and low
velocity dispersions (few tens km s™1).

Following Cristiani et al. (1995), we assume an index v = 1.77 for the power-
law spatial correlation function as commonly measured for galaxies, relatively
low velocity dispersions (< 100 km s™') as suggested by observations of quasar
pairs (e.g. Dinshaw et al. 1994) and cloud sizes of 100 A~ kpc, this implies,
to reproduce the observed correlation in the velocity space, a correlation scale at
z ~ 3 0of 100 — 150 h~! comoving kpc. This amplitude extrapolates, according to
the (1 4 z)~%2 scaling, to 1 — 1.5 h~! Mpc at the present epoch, to be compared
with the values 5 and 3.5h~! Mpc observed for present day optical (de Lapparent,
Geller & Huchra 1988) and IRAS (Fisher et al. 1994) galaxies, respectively.

A spatial correlation function with a correlation scale To(z = 0) ~ 1.5 Mpc,
convolved with a velocity dispersion o, ~ 50 km s~!, would result in a correla-
tion function in the velocity space non dissimilar with respect to what is observed
for C IV systems (Womble, Sargent & Lyons 1996; Songaila & Cowie 1996) if
a cloud radius ~ 7.5 h~! kpc (proper) is assumed. Such a value appears consid-
erably smaller than what is commonly inferred for galactic halos giving origin to
metal-rich absorption systems (r ~ 40h~! kpc, Bergeron 1995), but certainly at
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least part of the small-scale correlation observed for C IV systems is due to the
motion of clouds of size < 40 kpc within individual galaxy halos. The observed
correlations in the velocity space might then arise from the same spatial correla-
tion function both for Lya and metal systems, with different degrees of amplitude
suppression due to the different sizes of the regions giving origin to the Lya and
metal absorption, a well-known phenomenon occurring when the cloud sizes are

non-negligible with respect to the correlation scale (Bajtlik 1995).

4.4.2 The Cross-Correlation of Lya Absorbers

In § 4.3.2, we discussed the drawbacks of the TPCF computed along the line of
sight.

Sargent, Young and Schneider (1982), as already said, found no significant
correlation between the Ly« absorption lines in a QSO pair of separation ~ 173".
Shaver and Robertson (1983) obtained spectra of the QSO pair Q0307-195A,B
(separated by 58"): they found a marginal tendency among the Lya lines in the
two spectra to correlate with each other at small velocity separations ( < 500 km
s7H.

Crotts (1989) considered three high redshift QSOs (< 2z >= 2.5) with mu-
tual angular separations 127", 147" and 177". A cross-correlation of the Ly«
forest samples in each of the three QSOs with samples from the other two reveals
that Ly« absorbers with equivalent width w, > 0.04 nm cluster in space on scales
less than ~ 700 h~! kpc for velocity splittings Av < 100 km s~*. Ly« absorbers
with w, > 0.08 nm may cluster up to Av = 400 km s™*. Neither clustering signal
is seen for lines with 0.02 nm < w, < 0.04 nm.

In Crotts and Fang (1998), they investigated the same issue on new, higher
resolution spectra of the same triplet. They again found a clustering signal for
the Ly sample with w, > 0.04 nm and < z >= 2.25 for velocity separations
Av < 50 km s, significative at the ~ 2.5 ¢ level. There is a weak signal for the
sample with w, > 0.08 nm on scales Av < 600 km s~
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4.4.3 Lyo Lines Tracing the Large Scale Structure of the Uni-

vVerse

The TPCF is known to be inefficient for detecting structures on scales compara-
ble with the dimension of the sample (e.g. Pando & Fang 1996). For this reason
to investigate the clustering properties of the Lyo absorbers on scales of several
comoving megaparsecs, searching for over- and under-densities of lines signifi-
cantly deviating from a Poissonian distribution, the void probability function and,
more generally, neighbor statistics (Ostriker, Bajtlik & Duncan 1988; Liu & Jones
1990; Fang 1991; Meiksin & Bouchet 1995) have been used, invariably reveal-
ing the non-Poissonian (clustered) nature of the distribution of clouds in velocity
space (Ostriker, Bajtlik & Duncan 1988; Bi, Borer & Chu 1989; Liu & Jones
1990; Babul 1991).

Structure has been detected on many different scales: Fang (1991) used a
Kolmogorov-Smirnov test for nearest neighbor intervals to detect a signal on
scales 30 — 50 h~! Mpc. Mo et al. (1992), from an analysis of the extrema in
the slope of the TPCF saw structure at 60 and 130 A~ Mpc. Meiksin & Bouchet
(1995) found an anti-correlation in the TPCF around 3 — 6 h~! Mpc. Pando &
Fang (1996), applying the wavelet transform, found clusters ~ 20 h~! Mpc in size
in the Ly« forest. The physical interpretation of the various results is not entirely
obvious. There are intrinsic scales in the spectra (like the quasi-periodic change in
S/N ratio caused by the sensitivity maxima of the orders in an echelle spectrum)
which are of similar magnitude (~ 5000 km s™%, or ~ 25 h~! Mpc comoving at

z ~ 3) as some of the above detections.

Voids in the Ly« forest provide a test for models of the large-scale structure
in the Universe. However, lack of Ly« forest absorption lines may not necessarily
mean that a particular volume of space contains no hydrogen. We observe the
clouds only through Ly« absorption, i.e. the presence of H 1. If the clouds in one
area were for any reason more ionised than average, more of the hydrogen would
be H1II, and we could observe a void there. Thus, the absence of voids can also be

considered as a test of the homogeneity of the UV ionising flux.

The probability function for a Poissonian gap of size Az in a spectrum with
absorption line density dN'/dz is simply
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P(Az) = exp [— (‘%) Az} . (4.15)

Carswell and Rees (1987) concluded that voids with sizes like those in the
local universe (~ 50 h~! Mpc comoving) cannot fill more than 5 % of the volume
at < z >~ 3.2. This result was confirmed by work by Duncan, Ostriker and
Bajtlik (1989), based on a larger dataset. A similar conclusion was reached by
Pierre, Shaver and Iovino (1988), who found that the Ly« absorbing gas cannot
exhibit a void structure that is similar to that of low redshift galaxies, without

producing strong clustering inconsistent with the observations.
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Figure 4.11: Over and under-densities of lines at a scale of 20 Mpc in the spectrum of
Q0055 — 26. The positions of two voids, at 500 and 520 nm respectively (see Tab. 4.2),
are shown together with and over-density at 508 nm. The relatively low resolution of the
plot does not allow to fully visualize the significance of the over-density: 15 lines with
log Ngr > 13.3 are observed while only 7 are expected

Nevertheless, individual large gaps have been found. Crotts (1987), discov-
ered an 43 h~! Mpc gap towards Q0420-388. This result was variously con-
tested and confirmed in a dispute about significance levels (Ostriker, Bajtlik &
Duncan 1988; Crotts 1989; Duncan, Ostriker & Bajtlik 1989; Bi, Borner & Chu
1991, Rauch et al. 1992), fuelled, among other things by the lack of a universally
adopted definition of the term “void” which takes into account that a void may be
void of lines only down to a certain detection threshold. It turned out that Crotts’
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gap, though not entirely empty, is a region of significantly lower line density. Do-
brzycki and Bechtold (1991b) found another void of size ~ 32 h~! Mpc in the
spectrum of Q0302-003, and Cristiani et al. (1995) discovered a significant pair
of smaller voids towards Q0055-269.

High resolution data, less affected by blending effects, are ideal also for the
study of voids, but great care has to be taken in the statistical approach to avoid
the pitfalls of “a posteriori statistics”. Detections of voids in individual cases
are interesting but a more general approach, assessing more quantitatively how
common is the phenomenon, is to be preferred. Differences in the redshifts and
S/N (and consequently in the line density) can make difficult a global and uniform
usage of extended samples of data.

We have designed the following procedure for the extended sample described
in the previous section: for each of the objects listed in Tab. 4.1 and for lines
with log Vg1 > 13.3 we have estimated through Monte Carlo simulations the void
size Ar (in comoving coordinates) for which the probability to find at least one
void > Ar is 0.05. The objects for which the density of lines and the absence
of spectral gaps allow a meaningful analysis are listed in Tab. 4.2. Then we have
searched each spectrum for voids of dimensions equal or larger than Ar. In 3 out
of 9 cases at least one void was detected (two voids for 0055 — 26). The binomial
probability corresponding to such occurrences is 8 - 1073,

The four voids reported in Tab. 4.2 have been found in the spectra of Q0636+68
at 434—436.2 nm (16.1 Mpc size), Q005526 at 498 —501.7 and 518.8 —522.4 nm
(22.3 and 19.8 Mpc, respectively) and Q0000-26 at 562.7 — 564.4 nm (8.5 Mpc).
The well known void at 505 — 510 nm in the spectrum of Q0302-00 (Dobrzycki
& Bechtold 1991b) has not been found because the spectrum of Hu et al. (1995)
does not cover this region of the Ly« forest.

From the published spectra and from Fig. 4.11 it is apparent that the regions
corresponding to the voids are not completely devoid of lines: weak absorptions
are observed within the voids. This agrees with low-redshift observations (Shull,
Stocke & Penton 1996) that have shown that in the local Universe voids are not

entirely devoid of matter.

Even if underdense regions are statistically significant in our sample, the filling
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Table 4.2: QSO Spectra used in the search for voids

QSO Zeyn ~minimum  Number of

Name void size detected
Ar (Mpc) voids

0636 4+ 68 3.17 15.9
2126 — 15 3.27 24.7
0302 - 00 3.29 17.5
0956 + 12 3.30 16.9
2355+ 01 3.39 13.1
0014 +81 3.41 15.8
0055 — 26 3.67 14.9
1208 +10 3.82 8.5
0000 — 26 4.12 6.9

— O N O O O O O =

factor is rather low: the voids reported in Tab. 4.2 cover only about 2% of the
available line-of-sight path-length, confirming what already noticed by Carswell
and Rees (1987).

Over- and Under-Densities of Lines

Voids are just an extreme case of spectral regions showing an under-density of
lines. Various theoretical reasons prompt to tackle the issue of over- and under-
densities of lines from a more general point of view: the typical signature of a
“proximity effect” due to a foreground quasar is a lack of weak lines in the Lyman
forest, rather than lack of lines in general (Dobrzycky & Bechtold 1991a); the rel-
ative filling factor of under-densities and over-densities may provide a constraint
on the theories of structure formation.

We have analysed the spectra of the quasars reported in Tab. 4.1 with a counts-
in-cells technique searching for over- and under-densities of lines with log Nur >
13.3 on scales from 10 to 80 Mpc and comparing the observed counts with Monte
Carlo simulations in order to assess the significance of the deviations. On smaller
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Table 4.3: Over-densities of lines found in QSO spectra
Scale 10 Mpc 20Mpc 30Mpc 40Mpc 80 Mpc
QSO over-density center

Name (nm)

1331 +17 3494 3493 3490  349.0
360.5  360.9
1101 — 26 374.2 : 374.3
2206 —19 - ; _ ] ]
1700 + 64 - ] _ _ )
1046 +76 4427 4435 ] ] ]
0636 +68 - ; ) ] _
2126 —15 - ; _ ] _
0302-00 - - 469.6 ] -
0956 +12 - _ ] ) )
9355 + 01 - 5217 - ] _
0014 +81 - ; ] S
0055 —26 5085  508.0 ; ; )
1208 +10  562.1 ; 564.5 ; %
1108 — 07 - ; ; 583.9 *
0000 — 26 - - ) ] _

scales the shot noise is too large, on larger scales the “integral constraint”, forcing
the simulated number of lines to be equal to the observed one, prevents from
the possibility of detecting any deviation. The threshold to define significant a
deviation (for example in excess) in a given spectral interval has been set in a way
that at a given scale for a given quasar there is a 0.05 probability of observing
at least one deviation of this type on the whole spectrum for a locally Poissonian
distribution. In Tab. 4.3 we report the results of the analysis. An asterisk denotes
that a meaningful search at that particular scale has not been possible for the given

object.
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Table 4.4: Under-densities of lines found in QSO spectra

Scale 10Mpc 20Mpc 30Mpc 40Mpc 80 Mpc

QSO under-density center

Name (nm)
1331 4+ 17 * * 370.7 - -
1101 — 26 * * 367.9 - 367.0
2206 — 19 * 423.8 - - -
1700 + 64 * - - - -
1946 4 76 * - - 479.9 -
0636 + 68 * - - - -
2126 — 15 * - - - -
0302 — 00 * - - - -
0956 +12  * - - - -
2355+ 01 * - - - -
0014 + 81 * - - - -
0055 —26 5263  500.1 500.7  498.8 -

520.8  540.6

1208 4+ 10 - - - - -
1108 — 07 - - - - *

0000 — 26  563.7 - - - -
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5 QSOs out of 15 show at least one over-density in their spectrum at 10 Mpc
scales, corresponding to a binomial probability of 6 - 10~* of being drawn from
a poissonian distribution of lines. 4 QSOs show at least one over-density of lines
at 20 and 30 Mpc scales, corresponding to a binomial probability of 5 - 1073,
At larger scales the number of significant over-densities decreases. None is ob-
served at 80 Mpc. Over-densities detected at one scale tend to persist at larger
scales, analogously to what observed in the wavelet identification of structures
from galaxy counts (Slezak, Bijaoui & Mars 1990).

Under-densities appear to be roughly as common as over-densities, once the
lack of sensitivity at lower redshifts and smaller scales, due to the low density
of lines, is taken into account. In practice in Tab. 4.4 the voids of Tab. 4.2 are
recovered, except for the void of Q0636+68, the least significant case.

The existence of a roughly equal number of over and under-densities on scales
10 — 40 Mpc is easily understandable in terms of the linear theory of the evo-
lution of the perturbations, that is a plausible approximation at such relatively
high redshifts: gravity has not yet had time to give a significant skewness to the
(under)over-density distribution. Besides, almost any hierarchical clustering sce-
nario would expect that at z ~ 2—4 gravity has not yet had enough time to transfer
power on 80 Mpc scales and give origin to significant over or under-densities.

4.5 Recovering the Mass Power Spectrum from the

Lya Forest

The analysis of clustering of QSO absorption lines by means of the TPCF was
aimed to the comparison of the results with the analogous measure for the local
galaxies. If, more in general, we want to use QSO absorption spectra to test the
predictions of theoretical models of cosmic structure formation, we have to take
into account the selection function and the biases that allow to relate the TPCF of
the discrete population of absorbers to that of the underlying mass distribution, or
to its Fourier transform, the power spectrum P(k)

Since now, most efforts to measure P (k) have focused on galaxy redshift sur-

veys. This route to the primordial power spectrum has several obstacles, includ-



4.5 Recovering the Mass Power Spectrum from the Ly Forest

91

ing shot noise stemming from the discrete nature of the galaxy distribution and
nonlinear gravitational evolution of P(k), which is important over much of the
accessible range of scales. The most difficult problem to overcome is the uncer-
tain relation between the galaxy and mass distributions, usually parametrized in
terms of a (possibly scale dependent) “bias factor” between the galaxy and mass
power spectra. Furthermore, galaxy redshift surveys primarily probe structure at
a single epoch, redshift zero.

As I will describe in § 6.2, simulations sustained a relatively new paradigm
fdr the Ly« forest already investigated using analytical calculations (e.g. Bond,
Szalay & Silk 1988; Mc Gill 1990; Bi, Borner & Chu 1992). The forest is now
generally believed to be due to absorption by large-scale neutral hydrogen density
fluctuations of moderate amplitude (6 < 10) in a warm photoionised intergalac-
tic medium (IGM). Important results of these simulations are a tight correlation
between the H I and the dark matter distribution (on scales larger than the Jeans
length of the IGM), p, >~ p, and a simple temperature-density relation for the gas
(e.g. Hui & Gnedin 1997; Haehnelt & Steinmetz 1998), T' = T, (py/55)®. The
parameters 7 and o depend on the reionisation history of the universe and on
the spectral shape of the UV background. They are expected to lie in the ranges
4000 < Tp < 15,000K and 0.3 < o < 0.6 (Hui & Gnedin 1997). For most of the
gas in this density regime, the Ly optical depth is proportional to the neutral hy-
drogen density (Gunn & Peterson 1965), which since the gas is in photoionisation
equilibrium is proportional to the density times the recombination rate:

T oo T = Alp/ ), (4.16)
1+z2 6 Qbh2 2 TO =0.7
A= 0'433< 3.5) (o.oz) (GOOOK) 8

() (B) ()

with § = 2 — 0.7a, varying in the range 1.6 — 1.8. I is the H I photoionisation

4.17)

rate. Because Eq. (4.16) describes the analog of Gunn-Peterson absorption for a

non-uniform, photoionised medium (ignoring the effect of peculiar velocities), it
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has been called the Fluctuating Gunn-Peterson Approximation (FGPA, see Rauch
et al. 1997; Weinberg et al. 1998; § 6.3).

The transmitted flux in a QSO spectrum, F' = €™, is monotonically related to
p in this approximation. Because the relation between 7 and p is fairly simple, one
can extract information about the underlying mass density field from the observed
flux distribution.

One approach would be to invert the above relations, deriving 7 from F' and
p from 7. However, the mapping between p and F' is nonlinear (en exponential

of a power law), and it depends on the unknown constant of proportionality in the

T — p relation. Also, it is difficult to measure 7 accurately in saturated regions,

where F' ~ 0.

Croft et al. (1998) proposed a method to recover the density field along the
line of sight using “Gaussianization”, a technique introduced by Weinberg (1992)
as a tool for recovering primordial density fluctuations from the observed galaxy
distribution. In the hypothesis that the primordial density field has a Gaussian

- probability distribution function (PDF), the flux in a QSO spectrum is monoton-

ically mapped back to a Gaussian density field, by sorting the pixels so that they
have the same rank order but a Gaussian PDF.

Then the one-dimensional power spectrum of the approximated initial density
field along the line of sight, P,p(k) =< &%(k) >, can be estimated. ¢%(k) is
computed using a fast Fourier transform and is averaged over bins in k.

In general, the three-dimensional power spectrum of some random field is
related to its one-dimensional projection through the following integral (Kaiser &
Peacock 1991):

1 0
Pip(k) = 5= /k P(y) ydy. (4.18)

In order to recover P (k) from P;p(k), one must invert Eq. (4.18),

P(k) = —2% di; Pip(k) (4.19)

To normalize the spectrum, Croft and collaborators used the derived P(k)

to set up initial conditions for particle-mesh N-body simulations. They evolved
these simulations to the observed redshift and required them to reproduce the
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three-dimensional power spectrum of the (non-Gaussianized) flux on large scales.
The value of the uncertain parameter A is determined in the normalizing simu-
lations by matching an independent observation, the effective mean optical depth
7.1 = —In < e77 >.This observational determination of .4 removes any depen-
dence of the derived P(k) on unknown “bias factors”.

The test of the method over artificial QSO spectra created from realistic hy-
drodynamic cosmological simulations shows that it successfully recovers both the
shape and the amplitude of the mass power spectrum on scales from 2 A~ to
12 h~! Mpc. The main uncertainties are due to continuum fitting, that limits the
largest scale at which P(k) can be measured to k ~ 2x 1073 (kms™')™!, the possi-
ble inhomogeneity of the UV background intensity (and hence the photoionisation
rate) and to the assumption that primordial fluctuations are Gaussians. While the
errors that affect the determination of P(k) are mainly “cosmic variance” errors
that can be limited taking as many independent sightlines as possible.

An application of this method to 19 QSO spectra (Croft et al. 1999) indicates
that the slope and amplitude of the derived P (k) are consistent with the predictions
of some scale-invariant, COBE-normalized CDM models (e.g. an open model
with Qg = 0.4, h = 0.65, oz = 0.75) and inconsistent with others (the COBE
CDM model, with Qy = 1, h = 0.5, g = 1.2). A comparison of P(k) to the
measured clustering of Lyman Break Galaxies implies that the latter are a highly
biased population, with bias factor b ~ 2 — 5.

Equation (4.19) assumes that the distribution of matter is isotropic with respect
to the line of sight. Redshift-space distortions mean that this is not strictly true
(Kaiser 1987), and these distortions must be taken into account for a truly accurate
inversion of one-dimensional clustering.

Hui (1999) considered that redshift distortions imply that P is in general a
function of the wavevector along the line of sight, k||, as well as of the magnitude
of the three-dimensional wavevector, k, in which case differentiation of P, alone
would not recover the true shape of the three-dimensional real space mass power

spectrum. Equation (4.18) becomes

1 o0
Puolky) = 5= | Pl ) bk (4.20)
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and the effect of redshift space distortions on the power spectrum, at both small
and large scales, can be described by

P(k“,k) = W(k”/k, k) P(k) “4.21)

where P(k) is the isotropic power spectrum in the absence of peculiar motion,
and W is a suitable distortion kernel. Finally, the one-dimensional redshift-space
transmission power spectrum can also be related to the three-dimensional real-

space mass power spectrum by an effective kernel, W¥*:

PE (k) = / WEe(ky /k, k) P?(k) k dk. (4.22)

The special case considered by Croft et al. (1998) corresponds to WFP =const..
Hui finds that in general a simple differentiation method tends to make the in-
verted three-dimensional real-space power spectrum flatter than it really is on
large scales. He carried out a linear perturbative calculation (i.e. assuming ép <
D of W,

W (ky/k, k) = [L+ Bekf /" + A exp[ =K /K], (423)
__fa
br=5—0ma M=35 Sa S5 itk (4.24)

where fq = dlnD/dlIna, with D being the linear growth factor and a the ex-
pansion scale factor, by is the thermal broadening width, and « is the exponential
in the temperature-density relation. The smoothing scale ls;“ is associated to the
thermal broadening scale as well as spectral resolution.

A promising application of this machinery is a version of the Alcock and
Paczynski test (1979, AP) proposed by Hui, Stebbins and Burles (1999). The idea
of the AP test is that an object placed at cosmological distance have a definite rela-
tionship between its angular and redshift extents, which is cosmology-dependent.
This relation is particularly sensitive to the presence of a component of the cosmo-
logical energy contents which has negative pressure, let us call it ). In the case of
the Ly forest, the “object” to use is the TPCF or its Fourier counterpart: the one-
dimensional correlation along the line of sight is compared to the cross-correlation
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between two close-by lines of sight. More precisely, given the observed transmis-
sion power spectrum, one can invert Eq. (4.22) to obtain the mass power spectrum,
and then use the following equation to predict the cross-spectrum P§ between two

lines of sight with separation

PE(ky,0) = % /k :o W (ky /K, k) PP(k) Jolku(6)]k dk (4.25)

where J; is the spherical Bessel function and (6) is the transverse velocity sepa-
ration for the given #. This prediction is cosmological dependent mainly through
the parameter u(f) and also through the distortion kernel W (k) /k, k). A com-
parison of the predicted with the observed cross spectra, provides a version of the
AP test: assuming the wrong cosmology will result in a wrong prediction for the
Ccross spectrum.

Also McDonald and Miralda-Escudé (1999) pointed out the effects of peculiar
velocities in the recovery of the mass power spectrum and applied the technique
to an AP test.

Both groups of research showed that at least ~ 25 pairs of QOSs with angular
separations < 3’ are needed to reach a 4o level of discrimination between different
cosmological models.

Nusser and Haehnelt (1999) propose to use an analytical model of the IGM
for a direct inversion of the absorption features in QSO spectra. The advantage of
this approach is that no particular cosmological model has to be assumed.

The optical depth in redshift space due to resonant Lyc scattering is related to
the H I density along the line of sight in real space by

m(w) = GO% /_o:o nur(z) Hjw — z — vp(z), b(z)]dz, (4.26)

where w is the redshift space coordinate, oy is the effective cross section for reso-
nant line scattering, H (z) is the Hubble constant at redshift z, z is the real space
coordinate (in km s~1), H is the Voigt profile normalized such that [ H dz = 1,
, Up is the line of sight peculiar velocity and b(z) is the Doppler parameter due to
thermal/turbulent broadening. Assuming that the IGM that produces the absorp-
tion features in the Ly« forest is highly ionised and in photoionisation equilibrium
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(ngr o< n%J71), and that the gas density traces the fluctuations in the DM density
on scales larger than the Jeans length:

B
ngr = Nyl (ngl(f)> = figr (p(z)/p) (4.27)

where the possible range for the parameter § is 1.56 < 8 < 2 (Hui & Gnedin
1997) depending on the reionisation history and 7y is the H I density at mean
DM density. On scales larger than the Jeans length, Eq. (4.26) can be written as

—co 1]
where A is given in Eq. (4.17). The method presented by Nusser and Haehnelt

T(w) = A(z) /Oo (@)ﬁ Hiw — z — v,(z), b(z)]dz, (4.28)

directly recover the optical depth and the corresponding mass and velocity fields
in the line of sight from the normalized flux, F' = ™7, using a Lucy-type itera-
tive scheme (Lucy 1974). They showed that the density field can be successfully
recovered below a threshold value above which the corresponding flux saturates.
The inversion becomes increasingly more difficult at higher densities due to shell
crossing and shock heating of the gas.

They further used mock spectra extracted from an N-body simulation to show
that the moments of the mass density can be reasonably well estimated by fitting
a log-normal PDF to the low density tail of the PDF of the recovered density.

This approach, even if more direct, is less indicated to estimate the correlation
function and the power spectrum of the recovered density field than the method
presented by Croft et al. (1998). The latter is more robust and more broadly
applicable for several reasons:

1. it is relatively insensitive to what is occurring in saturated regions, which cannot
be inverted directly from observations of Ly alone, and which in any case are less
likely to obey FGPA, '

2. it relies mainly on large scale clustering information; it therefore does not re-
quire data that fully resolve all Ly features;

3. the use of simulations in the normalizing procedure provides a convenient way
to estimate the unknown parameter .A. ‘

On the other hand, it will be affected by peculiar motions, and it is not able to



4.6 Conclusions

97

recover high density regions. The entity of the resulting errors has not yet been

investigated.

4.6 Conclusions

The amplitude of the clustering of QSO absorbers gives a hint both on the nature
of these objects and on the distribution of “normal” matter at high redshifts. In the
- case of QSO spectra, we are not biased by selection effects due to luminosity and
we trace neutral hydrogen down to slightly overdense or even underdense regions.

The clustering properties of Ly« absorbers were a strongly debated topic across
the years. We formed a sample of 15 QSOs observed at high resolution (between
9 km s~* and 14 km s~1), for a total of 1600 lines and we computed the TPCF
along the line of sight. We assessed a ~ 5 o deviation from poissonianity in the
amplitude of the TPCF in the bin 50 < Av < 150 km s~! for the lines with
log Ngy > 13.8.

This result together with the Keck detection of C IV absorptions associated
to Ly« lines with log Ng; ~ 14 changed the interpretation of the nature of these
absorbers. They were no longer thought as completely separated from the heavy
element absorbers and, consequently, from the galactic population.

Now, thanks to the scenario depicted by semi-analytical and numerical simu-
lations, these absorption can be interpreted as due to the outer regions of galactic
halos or to the filamentary structure which links them. .

As regards metal absorption systems, the presence of clustering was confirmed
since the first observations. We computed the TPCF of 71 C IV doublets from a
subsample of the QSOs considered in the Lya study. Due to the high resolution
of the spectra, we could verify that there is a clustering signal up to Av ~ 300 km
s~1, in agreement with previous study at lower resolution.

In the last couple of years new approaches have been proposed to study the
clustering properties of absorbers, to relate them more effectively to the analogous
measure for galaxies and for the matter distribution.

The first preliminary results of the cross-correlation between multiple lines
of sight and of the recovering of the power spectrum of the density have been
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obtained recently.

In order to increase the significance and verify the viability of the obtained
results, more and more QSO pairs and close groups have to be observed at inter-
mediate to high resolution. The present instrumentation capabilities restrict to a
few suitable candidates the choice for this kind of investigation.

I am part of a project for measuring the cross-correlation of C IV absorbers at
z ~ 2 among multiple lines of sight. The observations at intermediate resolution
of a group of 8 QSOs and two QSO pairs, spanning proper spatial scales 1—10 A~
Mpc, will be carried out in September and October 1999. This will supply the
largest dataset ever obtained to study cross-correlation of C IV absorptions.

In the near future, a clear improvement in the number of known quasars will
be given by the SLOAN survey, while the performance of the very high resolu-
tion UVES spectrograph at the UT2 ESO telescope will allow multi-object spec-
troscopy in 1 square degree fields.



Chapter 5

The Size and Geometry of Lyo
Absorbers

In this chapter, I deal with the problem of the estimate of the size of QSO ab-
sorbers. The transverse dimension is a fundamental piece of information to dis-
tinguish between competing theoretical models for the absorbers and, together
with the intensity of the ionising background, allows to compute the mass of these
objects.

The paper by D’Odorico et al. (1998b) contains the original work described

here.

5.1 Introduction

The lack of two-dimensional information is one of the main shortcomings of high
redshift QSO spectroscopy. This problem makes it hard to understand the ge-
ometry of the absorbers, and to disentangle positions in velocity and real space.
An intuitive way to put at least limits on the spatial dimension across the sky is
through observations of common absorption systems in spatially separated lines
of sight (multiple images of gravitationally lensed QSOs, or QSO pairs).

The ray path separation of gravitationally lensed QSOs usually spans sub-
galactic scales (< 100 kpc). The first studies of these spectra have put lower
limits on the extension of the clouds of ~ 5 — 30 h™! kpc (the range is due to the
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uncertainties in the determination of the redshift of the lensing galaxies) simply
considering the separation between the lines of sight at the redshift of the common
absorption (Weymann & Foltz 1983; Foltz et al. 1934)

Smette and collaborators (1992, 1995) have used Monte Carlo simulations to
determine the size of the clouds by comparing the observed ratio of the number of
anticoincidences (lines that are present only in one spectrum and not in the other)
and the total number of lines in the sample, to the corresponding ratio obtained by
randomly distributing - over idealised identical, spherical clouds - pairs of lines of
sight separated by the same linear distance as between the light-paths towards the
two considered images. They derived a 2 o lower limit of 50 2" kpc for the cloud
diameter at z ~ 2. The estimated size, together with the strong correlation of
equivalent widths and the small velocity differences of coincident lines, are hardly
compatible with the relatively small clouds envisaged in the pressure confined
model and in the mini-halo model (see § 6.1), nor they are consistent with the
possibility that the absorption of a significant fraction of the systems could arise
in the virialised regions of galaxies, or could exhibit the small scale variations
typical of the interstellar medium.

Further results again pointing at very large sizes have been obtained for QSO
pairs with line of sight separations of a few arcminutes or Jess.

Shaver and Robertson (1983) saw common absorption over ~ 380 h~" kpc at
z ~ 2 in metal absorption systems (Q0307-195A,B). Francis and Hewett (1993)
found coincident damped Lya absorption over ~ 3 h~! Mpc across the sky.

Considering the firm lower limits from gravitational lensing there was reason
to expect large sizes for the low column density forest as well, and such evidence
was eventually found: Bechtold and collaborators (1994) and Dinshaw and col-
laborators (1994) obtained indipendently optical MMT data of the unusually close
QSO pair Q1343+266A,B (also known as Q1343+264A,B; with a separation of
9.5 arcseconds corresponding to ~ 40 ™! kpc at z ~ 2). The former obtained
an estimate of the size of Ly« absorbers with the application of Bayes’s Theo-
rem (see below), while the latter followed the approach outlined by Smette et al.
(1992); both of them obtained radii of ~ 100 A~* kpc at redshifts just below 2.

Even larger sizes appear to occur at somewhat lower redshift. Dinshaw and
collaborators (1995) deduced a most probable diameter of 360 A" kpc for 0.5 <
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z < 0.9 from HST FOS spectra of the Q0107-25A,B pair (angular separation
1'.29). Dinshaw and collaborators (1994, 1995) observed also that coincident ab-
sorptions in the two lines of sight show small velocity differences, < 100 km
s~1, with respect to the velocity dispersions produced on the same spatial scales
for clouds in the discs or virialised halos of normal galaxies (of the order of
~ 200 — 400 km s~1). Additional observations of the spectra of the Q0107-25A,B
pair indicate, using a simple maximum likelihood analysis (McGill 1990), a char-
acteristic radius of 505 k™! kpc assuming spherical absorbers and of 715 A~ kpc
in the case of disc-like geometry (Dinshaw et al. 1997, D97).

Fang and collaborators (1996, FDCB) developped a procedure based on Bayes’s
Theorem that points to a median diameter of ~ 0.5 h~* Mpc for Q1343+266A,B.
Furthermore, they compiled a sample with the closely separated QSO pairs ob-
served at high resolution available in the literature and found a trend of larger
inferred cloud radius with larger proper separation between the two sightlines.
This could be due to nonuniform cloud sizes or to clustered clouds. Crotts and
Fang (1998, CF98) studied the geometry of the absorbers using new spectra of the
triplet Q1623+2651, the strong-lined absorbers seem consistent with flat, nearly
round shapes expanding with the Hubble flow.

Stimulated by these last two papers and having at our disposal new observa-
tions of the QSO pair Q0307-195A,B, we focussed on this subject and critically
reformulated the statistical machinery adopted up to that moment in order to ob-

tain a reliable estimate of the radius of simply idealised absorbers.

5.2 Bayesian Statistics for Cloud Size Determina-
tion

As already said, a maximum likelihood technique to obtain an estimate of the ab-
sorber size was first proposed by McGill (1990) and later on it was improved by
FDCB. We introduced some modifications to the method, in particular, to deal
more reliably with the case of low numbers of coincidences and/or anticoinci-
dences. In the following, we give a description of the procedure and we report the
results obtained for a compilation of all the QSO pairs observed at high resolution
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available in the literature at the time of our writing.

The spectra of observed QSO pairs show a number of hits, N}‘l’ , and of misses,
N2. A hit occurs when an absorption line above a given threshold in rest equiva-
lent width, wy, appears in both QSO spectra, with a velocity difference less than
a limit, Av. A miss occurs when a line is seen in any of the QSO spectra, but no
line above the wq threshold is seen in the other.

The main idea applied by FDCB is to assume that the observed number of hits
and misses is produced by a binomial random process; if the probability for a hit
is given by U, the likelihood function of this binomial process is

LING, NR|T) = 0 (1 — )V, (5.1)

¥ is the probability that both ray paths intersect the cloud, given that at least
one ray path does. ¥ is related to the probability ®, that one given line of sight
intersects the cloud given that the other adjacent ray path already does, by the
formula:

U=>0/(2-9). (5.2)

if the two ray paths have approximately the same propensities for detectable in-
tersections with Ly« clouds. In practice, line detection thresholds can vary from
one spectrum to the other and/or across a single spectrum because of the intrinsic
magnitude difference of QSOs, their intensity variations with wavelength, and the
spectrograph response function. Thus, given a line in spectrum A, the chance of
detecting a corresponding line in spectrum B, ® 4, is different from the chance ®p
for detecting a line in spectrum A, given a line in B. That is, the probability & is
line of sight dependent because of different intrinsic signal-to-noise ratio in the
two-component spectra. The simplistic hypothesis we make for the nature of the
Lya absorbers do not justify such a detailed and elaborate theoretical fits of the
data, thus in the following we will assume ® = ¢4 = $p.

The functional form of the probability ¢ depends on the assumptions for the
geometrical shape of the absorbers. We assumed two simple geometries:
1. Single radius, spherical clouds. Defining X = S/(2 R), where S is the proper
separation of ray paths and R is the cloud radius, it is found (McGill 1990):
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® = (2/n) [arccos X — X(1 — XH)¥?] for X <1, (5.3)

and ¢ = 0 otherwise.

2. Circular discs, with a given radius R, much larger then their thickness, and an
observed inclination angle 6. The probability that one ray path intersects the disc
within the angle § — 0+ d6, given that the other ray path already does, is (McGill
1990):

o(0) = (COSG/W){E\ICC05< X )_( X >

cos @ cos @
X 2 1/2
X [1 - ( ) } } for X < cos®#, 5.4)

cos @

and ® = 0 otherwise. By integrating over 6 for randomly oriented discs, the
probability is then given by:
w2
d = ®(6) do. (5.5)
—/2

In practice, from the observations the numbers of hits and misses, N and
N 2, is obtained. Before using those numbers in the determination of the size, it is
necessary to correct them for the number of accidental hits due to random velocity
matches.

Two different procedures have been devised to compute the value of N}?: in
the first, the velocity separation between all the line pairs is computed and, when
a given line combines to give more than one hit, only the one with the smallest
velocity separation is taken into account, and the others are neglected. If, for
example, lines 1 and 2 of spectrum A combine with lines 1 and 2 of spectrum B
forming the couples 1-1, 1-2 and 2-2, and the couple 1-2 has the smallest velocity
separation, we count just one hit. The second method takes the minimum value
between the “A vs. B” hits and the “B vs. A” hits (where A and B are the lines of
sight to the QSOs in the pair).

The two methods turned out to yield the same result in all the investigated

cases.
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The number of observed misses is given by the sum of the two lel’s, “A vs.
B” and “B vs. A”.

To take into account the possibility of accidental hits due to random velocity
matches, we have used simulations of Poissonian distributions of absorption lines
in the two QSO lines of sight, with a number of lines in each spectrum equal to
the observed one. For each simulation we have computed:

- the number of accidental hits, AV;, applying the same procedures used for the real
spectra;

- the corrected number of hits, Ny, (misses, MVp,) by subtracting NV; from (adding
2 N; to) the observed value.

Eventually, the probability distribution of the number of corrected hits C(N5)
was evaluated, for My, varying from A to 0, by dividing the number of simula-

_tions that gave a certain value for N; for the total number of simulations. The

probability C(0) takes into account all the occurrences with M, > N?.

For each pair of values of corrected hits and misses, given the expressions
for the probability distributions ® and ¥, it is possible to apply Bayes’s Theorem
(Press 1989, FDCB) to yield the a posteriori probability density for the radius R,

_ L(Ne, Nl ®) £(R)
J5° L(Nw, Nm|¥) f(R) dR

P(R, Nn, Nm) (5.6)

At variance with FDCB, we have chosen as a prior distribution, f(R), a uni-
form distribution for R between 0 and R.,, and not a uniform distribution of
U (R).

It is worth stressing that a uniform prior distribution for the probability ¥
introduces a cutoff at high and low R that forces the 95 % confidence intervals to
be narrow also in situations with a very low number of hits or misses. In particular,
a spurious dependence of R on the proper separation S is induced in the case of
very few hits, which is the common situation at large separations, because the
probability U(R) actually depends on .S. Since there is no particular justification
to assume a uniform ¥(R), we have chosen a uniform distribution for R which

does not introduce biases in the results.

Equation (5.6) then becomes



5.3 Results and Discussion

105

_ L(Nuy N |T)
o e L( Ny N ) AR

We have adopted as Rpax a value of 3 h~! Mpc which represent the mean

P(R, Nn, Nm) (5.7)

free path between two absorbers along the line of sight, as obtained from the line
distribution 82N /0z 0Ny (Giallongo et al. 1996) at a redshift z ~ 2, in the
column density range 14 < log Ny < 17.

In the case of discs, the maximum value is increased by a factor v/2, yielding
a value Ryax =~ 4 h~! Mpc.

It has to be noted that the value of this maximum radius does not influence in
practice the resulting modal radii and confidence intervals, because the probability
distributions for R usually go to zero well before this upper limit. Rmax plays a
significant role only if the number of misses is extremely low (1 or 0).

In the case of no hits, recipe (5.7) gives an incorrect result, in fact, the proba-
bility ® becomes zero for R < S/2 by definition. In this extreme occurrence we

have then to write:

1 if R < 5/2

LNy, N ) if R > S5/2 )

P(R,Nh,./\/m) =A X {

where, A is the proper normalisation factor which makes f*=* P (R, My, Nmm) =
1.
The global P(R) for a given QSO pair is finally obtained by the sum:

P(R) =Y P(R, Nn, M) x C(M), (5.9)
for V, which goes from N to 0.

5.3 Results and Discussion

We observed the QSO pair Q0307-195A,B (already studied by Shaver & Robert-
son 1983) at a resolution of 0.07 and 0.05 nm in the UV and blue range respec-
tively. Both QSOs are about of 19th magnitude, their redshifts are zem(A) =
2.1439 £ 0.0003 and zen(B) = 2.1217 & 0.0003 (SR83), and they are separated
by 56 arcseconds on the plane of the sky.
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Figure 5.1: Spectra of Q0307-195A,B obtained with the NTT EMMI instrument as a
function of vacuum heliocentric wavelength. The dashed line shows the 1o error in the
flux. Tick marks indicate absorption lines detected at or above the 3.5¢ confidence level,

upper and lower tick marks are referred to Lyc and metal absorption lines respectively

The normalised spectra are shown in Figs. 5.1, 5.2.

In order to investigate the possible correlations of the radius R with the line
of sight separation and with the redshift, we have applied our analysis to 7 other
data samples of comparable quality, published in the literature: Q1343+2640A,B
(Crotts et al. 1994), Q1026-0045A,B (Petitjean et al. 1998), Q0107-025A,B
(D97), Q1517+2356,1517+2357 (CF98), Q1623+2651A,1623+2653,1623+2651B
(CF98). The QSO pair Q1343+2640A,B has been observed also by Dinshaw et al.
(1994), we have chosen to use Crotts et al. (1994) line list because of the larger
wavelength coverage and larger number of identified lines.

The relevant information are displayed in Tab. 5.2. Columns 6 and 7 report

the observed number of hits and misses, respectively.
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Figure 5.2: Same as Fig. 5.1, for the C IV region

In order to avoid spurious effects due to the “proximity effect”, only the Lyc
lines with velocity separation greater than 5000 km s~ from the lower QSO red-

shift in the pair were considered in the sample.

A value Av = 200 km s~! has been adopted as the most suitable velocity
window to define hits and misses, being significantly larger than the resolution (~
40 km s™') and close to the clustering scale observed for Lyo absorbers (Cristiani
et al. 1997). As a consequence, all the Lyc lines in the sample whose separation
was less than 200 km s~! have been merged into a single line with wavelength
given by the average of the wavelengths and equivalent width equal to the sum of
the equivalent widths of the “parent” lines.

In Tab. 5.1, the hits observed in the spectra of Q0307-195A,B are reported
together with the velocity differences between the lines.

The most probable number of accidental hits for each QSO pair is: 0 for
134342640A.B; 0 for 1026-0045A,B (for both wy = 0.2 and wy = 0.3); 2
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Table 5.1: Lya lines that give rise to hits in the spectrum of Q0307-195A,B

Aa (Obs.) Wy (rest) Ap (Obs.) Wp (rest) vs —um

No.  (A) (A) (A) @A) (msh)
1* 3669.36 0.33 3669.45 0.54 =749
2 3676.08 0.32 3677.81 0.27 -14148
3* 3689.15 1.34 3687.80 119 11049
4 3694.16 0.23 3693.10 0.54 86116
5 3699.64 0.26 3700.04 1.25 -3244
6 3704.01 0.20 3703.81 0.28 16413
6 3704.98 0.22 3703.81 0.28 9548

Hit in the case w, > 0.3

for 0307-195A,B (wy = 0.3); 6 for 0307-195A,B (wy = 0.2); 0 for 0107-
025A,B; 1 for 1517+2356/57; 2 for 1623+2651A,B; 2 for 1623+2651A/53 and
5 for 1623+2653,51B.

In the actual computation of the cloud sizes the average value of the proper
separation in the Ly« redshift range has been adopted (see Tab. 5.2).

In Fig. 5.3 the probability distributions given by Eq. (5.9) for all the QSO pairs
presented in the paper are plotted for the two cases of spherical and disc geometry.

In Figs. 5.4 and 5.5 the values estimated for the modal radii are plotted as a
function of S. We consider that if the typical radius Rsq < S/2, where Rjg is
defined as the radius at which the probability equals the 50 %,

/ORso P(R) = 0.5, (5.10)

only an upper limit can be set to the dimension of the absorber. This is the case
for Q0307-195A,B (with wy > 0.03 nm) for which Rso ~ 90 h~! kpe < 114 A~}
kpc for the spherical model and Rso ~ 107 h~* kpc < 114 h™! kpc for the disc
model. The dashed line represents the most probable modal radius, R = 362 At
kpc, with 95% confidence limits 298 < R < 426 h™! kpc (spherical absorbers)
and R = 412 h™" kpc, with 95% confidence limits 333 < R < 514 h~* kpc (disc).
These values correspond to the peak of the total probability density obtained as
the product of the probability densities of the considered QSO pairs.

The quality of the present data on the pair Q0307-195A,B and of the data by
Petitjean et al. (1998) for the pair Q1026-0045A,B allows defining a complete
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Table 5.2: Parameters of the QSO pairs forming our enlarged sample and Lya cloud
radius estimates in the hypothesis of spherical and disc geometry
Spheres Discs
Angular Lya =z S, Proper Wy 95% Confid. Modal 95% Confid. Modal
QSO Pair Separ. Range Separation cutoff AP N2 Intervalin B Radius Interval in R Radius
(arcsec) (R"'kpe)  (A) (A~ kpc)  (A7! kpc) (A"t kpc)  (R7T kpe)
1343+2640A /B! 9.5 1.756-1.979 39-40 0.4 6 1 50-2705 80 70-3000 117
1026-0045A /B? 36 0.833-1.398 149-155 0.2 5 15 98-268 137 117-385 179
0.3 4 12 98-305 139 118-443 183
0307-195A /B3 56 2.011-2.070  228-229 0.2 6 7 10-294 146 11-406 171
0.3 2 9 < 269 < 365 :
0107-025A/B* 86 0.481-0.892  301-361 0.3 5 6 291-1776 475 379-2636 663
1517+2356/57° 102 1.390-1.787  427-438 0.4 3 21 34-460 277 39-618 330
1623+2651A/B* 127 2.025-2.409  497-519 0.4 5 20 99-604 348 113-828 425
1623+2651A/53° 147 1.971-2.409  575-604 0.4 7 18 356-883 481 414-1247 619
1623+2653/518° 177 2.025-2.468  687-723 0.4 5 32 27-600 418 30-773 482

! Crotts et al. 1994
2 Petitjean et al. 1998
3 This paper

. * Dinshaw et al. 1997

5 Crotts & Fang 1997

sample of lines down to an equivalent width wy = 0.02 nm. The resulting number
of hits and misses, the radius and confidence interval are reported in Tab. 5.2. The
corresponding values of the global modal radius and 95 % confidence interval are
R = 350 h™! kpc and 276 < R < 417 h™! kpc (sphere), R = 408 h~! kpc and
325 < R < 501 A~ kpc (disc).

The extended confidence intervals in Figs. 5.4, 5.5 decrease the evidence of
a correlation between the separation of the lines of sight and the expected radius
of the Lya absorbers, with respect to FDCB and CF98 determinations. However,
if we compute a linear fit of R versus S, adopting as an error on the radius the
minimum difference between the radius itself and the extrema of the confidence
interval, we find a correlation with a slope 0.7 £ 0.2 in the case of the sphere
model and 0.8 + 0.2 in the case of the disc model. Such correlation would not be
expected if the hypothesis of unclustered, single sized clouds was realistic, and it
can be ascribed to cloud clustering, non-spherical shape and/or a range of cloud

sizes spanning the observed range in S.

We performed another test to investigate the nature of the cloud population.
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Figure 5.3: Probability distribution P(R) as given by eq. 5.9 for spherical absorbers
(solid curve) and randomly inclined discs (dotted curve) as functions of cloud radius for all
the QSO pairs considered in the paper. The plateau at separation below S/2 arises because
there is a non-vanishing probability that the number of corrected hits be 0 (C(0) # 0)

We divided the sample of Ly« lines ordered in equivalent width in two halves, the
central equivalent width results to be wya¢ = 0.053 nm (that for b = 30 km s71
corresponds to log Ng; ~ 15.6). The two new samples have been used again to
compute the modal radii of Ly« absorbers for the two simple geometries: sphere

and disc.

The upper sample gives a best estimate radius R = 360 h~" kpc, with 95%
confidence limits 273 < R < 442 h~' kpc (sphere) and R = 414 h~! kpc, with
95% confidence limits 317 < R < 538 h~! kpc (disc). These values are quite
similar to the ones obtained with the complete sample, apart from an increase of
the 95 % confidence interval due to the fact that the number of hits and misses has
decreased. On the other hand, the low equivalent width sample is characterized
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Figure 5.4: Inferred cloud radius R (and 95 % confidence interval) from a model as-
suming single-radius, unclustered spherical clouds, as a function of QSO pair sightline
separation S. The dashed line shows the most probable value for R and the dotted lines

the 95 % confidence interval (see text)

by the fact that almost all the pairs present no observed hits.

This last result is at a variance with the findings of the simulations of Cen and
Simcoe (1997, see below), in which the number of hits increases with decreasing
column density threshold. The overall result points against the picture of a popu-
lation of spherical (or disc-like) single-radius clouds, from which we would have
expected a decrease of the size with increasing equivalent width threshold (in the
hypothesis, suggested by observations, that the column density in the cloud falls
off gradually from a central peak).

A plot of the modal radius as a function of the average redshift of the Ly«
forest of the corresponding QSO pair is shown in Figs. 5.6, 5.7. No correlation can
be inferred between the two, the probability that the observed poor x? has occured
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Figure 5.5: Same as Fig. 5.4 but for single-radius, unclustered thin discs

by chance (i.e., the goodness-of-fit parameter) is 0.004 and 0.06 for the sphere and
disc model respectively. Thus, our compilation of data does not confirm the trend
of incresing dimension with decreasing redshift found by Dinshaw et al. (1998).

Given the large transverse size determined at z ~ 2 by our analysis, a con-
straint on the geometry of the absorbers can be put by the following argument.
With the presently inferred sizes and the typical UV background conditions at
z ~ 2 (Giallongo et al. 1996), optically thin absorbers of log Vg1 ~ 14 — 15
are expected to show a remarkably small fraction of neutral Hydrogen, roughly
105% — 10~°. In this way the mean intergalactic density contributed by these
clouds (Hu et al. 1995), especially in the spherical case, is close to conflict with
the baryon limit from nucleosynthesis 2, < 0.015h~2 (Walker et al. 1991). This
potential incongruity can however be alleviated if flattened geometries are as-
sumed.
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Figure 5.6: Inferred cloud radius R and 95 % confidence interval for spherical clouds
(see Fig. 5.4) as a function of the average redshift of the Ly« forest in the QSO pair
spectra. The dashed line shows the most probable value for R and the dotted lines the 95

% confidence interval (see text)

5.4 Towards More Realistic Models

The approach described in the previous section, although customarily used to de-
termine the size of the Ly« absorbers, is expected to give just a rough idea of
the dimension of these structures, due to the simplistic hypotheses made on their
geometry.

In particular, the information on the equivalent width of the lines are not taken
into account, since no density distribution is assumed inside the absorbers. Be-
sides, all the clouds are assumed to have the same radius.

In the literature (Smette et al. 1992, 1995; Charlton et al. 1997; Dinshaw et al.
1997) this problem has been tackled adopting a statistical technique that utilizes
the information about the equivalent width of the lines.
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Figure 5.7: Same as Fig. 5.6 but for single-radius, unclustered thin discs

Dinshaw et al. (1997) adopted a power-law column density profile for the ab-
sorbers, N(r) = Nim(r/Ro)™7, where M, = 1.26 x 10 cm™ for b = 35 km
s~! is the limiting column density of the sample, R, is the radius of the absorber at
N = Ny and v = 4, and three simple geometries with fixed radius: spheres, ran-
domly inclined discs, and pseudo-filamentary structures (approximated as discs
with fixed inclination cos ¢ = 0.2).

The column density distribution along paired lines of sight for each of the ge-
ometric models considered is simulated by means of the Monte Carlo techniques
outlined by Smette et al. (1992). The relevant features coming out from the anal-
ysis of the plots of log N4 versus log N are the following (D97):

1. for both spherical and filamentary absorbers there are sharp boundaries delin-
eating regions of significant and zero probability, this is not true for randomly
inclined discs for which the column density across the disc and the radius of the

disc depend on the inclination;
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Figure 5.8: Equivalent width distributions for spherical halo models (top row of panels),
filamentary structures (middle row of panels), and randomly inclined discs (bottom row of
panels) as compute by D97. The observed and simulated equivalent widths are arranged
such that w; = max(w4,wp) and wo = min(w4,wp). The horizontal dashed lines
represent the rest equivalent width threshold (wg > 0.032 nm) of the “strong sample” of
lines of Q0107-025A,B defined in D97. The points lying above the dashed lines represent
hits, and those falling below the orizontal dashed line are misses. The superimposed solid
squares are the equivalent widths of the observed hits and misses for the D97 strong-line

sample. Reproduced from Dinshaw et al. (1997)

2. models involving spherical clouds with radii comparable to the line of sight
separation cannot produce coincidences at large column densities, whereas anti-
coincidences at large column densities cannot arise in large spherical absorbers;

3. for radii progressively larger than the line of sight separation, the column den-
sities become more highly correlated; ( '
4. for progressively larger -y (i.e., steeper drops in column density across the ab-
sorber), the cross section for detecting high column density systefns increases,
producing a greater spread in the probability density because a larger range of

column densities is sampled.
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Figure 5.9: Equivalent widths of the hits and misses for the 8 QSO pairs. in our
sample plus the data by Smette et al (1995), they are grouped as follows: (a)
HE1104-1805; (b) Q1343+2640A,B; (c) Q1026-0045A,B Q0307-195A,B and Q0107-
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(e) Q1623+2653,1623+2651B. The equivalent widths are arranged such that w; =
max(wy,wp) and wy = min(wa,wp). The horizontal dashed lines represent the rest
equivalent width threshold: wg > 0.02 for (a), wg > 0.03 for (b), (¢) and wy > 0.04 for
(d), (). The error bars in the upper right corners of the plots represents the average 1 o

errors for the equivalent width

The distribution of column densities can be converted into the corresponding
equivalent width distribution adopting an approximation to the curve of growth,
having an accuracy better than 10 % in the range of optical depths 0.1 < 7 < 40
(Chernomordik & Ozernoy 1993):

w = @ [ln (1 -+ gfz)]m, (5.11)

where A is the wavelength of the line, c is the speed of light, 7 = 1.497 X
1072MfN/b is the optical depth, and f = 0.416 is the oscillator strength for the
Lyo transition. ’

Figure 5.8 (D97) shows the equivalent width distributions for spherical (fop
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panels), pseudo-filamentary (middle panels), and disc-like (bottom panels) ab-
sorbers with superimposed the equivalent width of the observed coincidences and
anticoincidences for the sample of lines of Q0107-025A,B with w > 0.032 nm.

In Fig. 5.9, we plotted the observed equivalent widths of the hits and misses for
an enlarged sample of QSO pairs formed by our previously described 8 cases plus
the lensed QSO HE 1104-1805A,B observed by Smette et al. (1995). The pairs
are grouped according to their typical proper separation. It should be noted that it
is now certain that the double QSO HE 1104-1805A,B is actually a gravitational
lens system, as the lensing galaxy has been detected (Courbin et al. 1998; Remy et
al. 1998). The exact value of the separation between the two light beams depends
on the still badly determined lens redshift. The values we reported in Fig. 5.9 have
been estimated using Fig. 6 of the paper by Smette et al. (1995), for the redshift
Zlens = 1.32, favoured by Remy et al. (1998).

It is clear from the figure that the fraction of hits decreases as the proper sep-
aration increases, while, at the same time, the correlation between the equivalent
widths of the absorbers in the two line of sight becomes poorer and poorer.

A comparison of Fig. 5.8 with Fig. 5.9(a) shows reasonable agreement with
the prediction of a disc model with By ~ 7S that is Ry ~ 90 h~! kpc; panel
(b) agrees with the case By = 2 — 3 S for both filament and disc model, that
is Ry ~ 80 — 120 h~! kpc; panel (c) can be explained by filaments and disc
with Ry = S which implies Ry ~ 220 h™! kpc and, finally, panels (d) and (e)
agrees with filament and disc models with Rd < Sor Ry <500 — 700 h~* kpc.
Altogether a disc geometry with Ry ~ 100 — 200 h~! kpc seems to be favored.

It should be noted, however, that the number of degrees of freedom is not the
same in the three models: once a given radius is chosen in the disc idealisation the
two orientation angles can vary at random, for the filament geometry one angle
is fixed, and for the sphere no angular variable exists to define an orientation. In
this way, it is obviously easier for the disc model to reproduce the real data that
show a substantial amount of scatter due to measurement errors and possibly to a
non-unique value of the cloud size.

In fact, by introducing one more degree of freedom in the spherical cloud
model: i.e. allowing the radius R to vary according to one of the two distribution:
(1)exponential, and (2)power law with indices & = —4, -3, ..., 5, 6, it is found that
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a power law distribution with oo = 3 provides an equally reasonable representation
of the observed equivalent width distribution (D97).

5.5 Hints from Numerical Simulations

The relevance of cosmological simulations for the study of the nature of QSO
absorbers will be discussed in the next chapter.

Thousands of synthetic pair spectra can be obtained from double lines of sight
crossing randomly simulated cubes. These large database can be processed as the
observed spectra to verify the reliability of the algorithm applied to estimate the
size of the absorbers, study the dependence on transverse separation, redshift and
column density threshold and work out tests sensitive to the shape and distribution
of the absorbers.

On the other hand the observationally determined size of the absorbers is a key
element to identify the corresponding objects in the simulations (see, e.g., Cen et
al. 1994, dealing with ~ 20 kpc proper diameter clouds, in contrast with Miralda-
Escudé et al. 1996, dealing with clouds 100 kpc wide and 1 Mpc long) and the
comparison of results from large compilations of real data with those of simulated
spectra can put constraints on the cosmological model originating the simulation.

Here we review the two main theoretical works that propose observational
tests involving pairs of sightlines.

Charlton et al. (1997) performed two hierarchical N-body/hydrodynamical
simulations of a CDM-dominated flat universe in two boxes of comoving dimen-
sions 3.2 and 9.6 Mpc. Sinthetic spectra were generated for variuos random lines
of sight through the simulation boxes at z =3, 2 and 1, following Zhang et al.
(1997) procedure. A Bayesan estimate of structure sizes from the simulated dou-
ble lines of sight yields (1) larger sizes for lower Ny; contour levels, as would
result from a density distribution that decreases smoothly from a central value, (2)
a size that increases with the double lines of sight separation used to probe it, as
obtained from observations and, (3) a decrease of the size at fixed column densities
with decreasing redshift, this could be partly due to the effects of contamination
by chance pairs and the increased line densities at higher redshifts.

Three diagnostic have been applied to the synthetic sample of coincidences
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and anticoincidences: (1) the distribution log V4 versus log Ng, (2) the Ny distri-
bution of anticoincidences, and (3) the distribution of velocity differences f(AV =
|V4 — Vg|). The results have been compared with Monte Carlo simulations of
double lines of sight for a spherical structure with an isotropic velocity field, a
constant rotation “disc”, and a flattened “slab” with constant velocity flowing ra-
dially toward or away from a central point (Charlton, Churchill & Linder 1995).
They show good agreement with those obtained from idealised models in which
Lyc: absorption is produced by a single population of discs with Ngr(r) o< 7%
In particular: (1) Hits exhibit an increasing spread of column densities from the
correlation line as the double lines of sight separation is increased. (2) The dis-
tribution of column densities for anticoincidences does exhibit some large values
for double lines of sight with all separations. This indicates that spherical clouds
are not a good description of the simulated data. (3) The velocity difference dis-
tribution for coincident lines becomes wider for more widely spaced double lines
of sight, as expected for coherent motion in the plane of a disc.

A visual inspection of the structures responsible for absorption in a slice through
the 3.2 Mpc box at redshifts 3, 2 and 1 shows that contours of increasing column
density trace from sheetlike, through elongated, to spherical shapes. The lower
density threshold which define extended structures at high redshifts, correspond
to more compact objects as the universe expand to smaller redshifts, and structures
at the same threshold thus appear to decrease in size. At z = 2 the filamentary
structures appear to have a coherence length ranging from a few hundred kilopar-
secs up to about 1 Mpc, with a thickness of 100 — 200 kpc.

A more complex approach was followed by Cen and Simcoe (1997) with a
hydrodynamic simulation of a spatially flat CDM universe with a non-zero cos-
mological constant over the redhift range 2 < z < 4. They did not restrict their
analysis to simulated spectra, but they define Lyd clouds in their simulated uni-
verse as regions with density above a chosen threshold and investigated the rela-
tionship between absorption and absorber in a closer way. They found that clouds
are larger at lower dp, as expected, and exhibit a wide range in size, from a few
to about a hundred proper kiloparsecs. The median size varies from 15 A~! kpc
for 6p = 30 (corresponding to Ng; ~ 10'° cm™2) to 35 h~! kpc for dp = 3
(corresponding to Ny; ~ 10'* cm™2). Furthermore, Lyo clouds display a vari-
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ety of shapes ranging from quasispherical clouds to filaments and sheets. This
analysis of simulated quasar double sightlines allows to distinguish the nature of
coincident absorption lines. At small transverse double line of sight separations
(S < 40 h~* kpc proper), a hit most likely represents absorption by a common
cloud. However, at larger S, a pair of coincident lines most likely samples two sep-
arate clouds which belong to the same cloud cluster. At S = 100 h™* kpc, 80-90
% of hits can be explained in this fashion. At very large separations, S > 500 h™*
kpc, the coincident line events are entirely due to random intersections of two un-
related, uncorrelated clouds. A signature of clustering-dominated coincident lines
would be that the difference in line of sight velocity between the two absorption
lines should be a weak function of the separation perpendicular to the line of sight.

Cen and Simcoe infer that the estimate of the actual size of Ly« clouds from
the analysis of observed coincident absorption lines in the hypothesis of simpli-
fied geometry (e.g., spheres, discs) is reasonably accurate only when the sightline
separations are small (S < 50 h™! kpc). For larger S, the inferred sizes are not
related to the true sizes of the clouds and are grossly inflated.

5.6 Conclusions

The determination of the transverse size of QSO absorbers is an intriguing topic
which obviously holds a big relevance in the investigation of the nature of these
objects.

A natural way to put at least lower limits on the dimension is to exploit dou-
ble lines of sight toward gravitationally lensed QSOs or close pairs and look for
common absorptions.

To properly face this issue, we compiled a sample with all the QSO pairs
observed at intermediate to high resolution available in the literature for a total
of 8. We looked for hits and misses in the pair spectra and applied a Bayesian
statistic to compute the probability distribution for a given radius R in the case of
spherical and disc geometry (McGill 1990 and Fang et al. 1996). Our approach
presents some improvements in order to deal correctly with the extreme cases of
very low numbers (1 or 0) of hits or misses and avoid any spurious dependence
on the separation between the lines of sight. Our results point to very large Ly
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clouds with proper radius R ~ 350 & 50 h™! kpc. These sizes rule out the clas-
sic theoretical models for Lya clouds pressure confined by an external medium
and gravitationally confined by dark matter minihalos which predicted very small
objects.

Our approach lowered the significance of the correlation radius versus separa-
tion of the lines of sight, even if we cannot state its disappearance. On the other
hand, we do not find any correlation of the radius with the average redshift of the
Lya absorbers.

If we take into account the information on the equivalent width of the lines and
compare the distribution w, versus wg with the results of Monte Carlo simula-
tions by Dinshaw et al. (1997), a disc shape with density profile N(r) o (r/Ro)™*
and Ry ~ 100 — 200 h~! kpc seems favoured.

Large database of synthetic pair spectra obtained from cosmological simula-
tions for different line of sight separation, redshifts and column density threshold
constitutes a valuable tool to test the viability of the size estimation algorithm
and suggest sensitive tests to diagnosis the shape of absorbers. Cen and Simcoe
(1997) suggest that the size we detect are inflated by accidental hits in double lines
of sight with large transverse separation. Significative results in this sense will be
obtained only when large samples of real data will be available, the study of close
QSO pairs and groups is a major target of 8-10meter class telescopes.
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Chapter 6

Models and Simulations of QSO
Absorbers

In this chapter, I give an overview on the theoretical side of the study of QSO
absorption spectra. The first part is a review of the models proposed for the inter-
galactic population of clouds in which Ly forest absorptions should arise, differ-
ent kind of confinement were introduced to reproduce the density and temperature
properties of these objects.

The latter half of the chapter describes the “modern” approach - by semi-
analytical and numerical simulations - that disclosed a new scenario for the origin

of QSO absorption systems.

6.1 The first generation of models

Theoretical modelling of absorption systems can be traced back to Spitzer’s (1956)
prediction (expanded by Bahcall & Spitzer 1969) that normal galaxies have large
gaseous halos giving rise to heavy element UV absorption lines. Bahcall and
- Salpeter (1965) considered groups of galaxies, Arons (1972) suggested forming
low mass protogalaxies as the probable sites of Ly« absorption. Sargent and col-
laborators (1980) asserted that observational results indicated a different nature for
metal and Ly« forest absorption systems, with the evidence for the latter pointing
away from galaxies, to distinct astronomical objects, intergalactic gas clouds.
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6.1.1 Lyo Clouds Confined by the Pressure of an Intercloud

Medium

If the Lyo absorbers correspond to overdense clumps of gas, their persistence
throughout the history of the universe must be either due to only a slow change in
their properties, or to replenishment of the clouds on a shorter time scale. An ap-
parent lack of evolution in the number density of the forest lines (later shown to be
a statistical fluke) justified the treatment of the clouds as “self-contained entities
in equilibrium” (Sargent et al. 1980). A two phase intergalactic medium was pos-
tulated, with the hot, tenuous intercloud medium (ICM) in pressure equilibrium
with the cooler and denser Ly« clouds. The basic properties of the standard ver-
sion of the pressure confinement model (Sargent et al. 1980; Ostriker & Ikeuchi
1983; Ikeuchi & Ostriker 1986) can be summerized as follows:

The Lya absorbers are supposed to be spherical, and, since gravity is ignored,
homogeneous clouds. They are in photoionisation equilibrium with an ionising
UV background. The gas is heated by photoionisation, and cools via thermal
bremsstrahlung, Compton cooling, and the usual recombination and collisional
excitation processes. The ICM is expanding adiabatically by the cosmic expan-
sion at all times because the high degree of ionisation does not allow for efficient
photoionisation heating. The denser clouds embedded in the hot ICM start out
in isothermal expansion with a temperature fixed by thermal ionisation equilib-
rium (T, ~ 3 x 104K), until the density n, oc Prom/Te o (1 + 2)° has dropped
sufficiently that photoheating cannot compensate for the work of expansion any
longer, and the clouds begin to cool and to expand less rapidly. The sound speed
drops even faster so ultimately pressure equilibrium with the ICM ceases and the
clouds enter free expansion.

The available range of cloud masses is constrained by the requirements that
the clouds must be small enough not to be Jeans-unstable, but large enough not to
be evaporated rapidly when heated by thermal conduction from the ambient ICM
(Sargent et al. 1980; Ostriker & Ikeuchi 1933). Clouds formed at z ~ 6 would
survive down to accessible redshifts (~ 4) only if their masses range between
105 < M, <10 M. |

This model is self-consistent, but there are no very compelling physical rea-
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sons for preferring pressure to gravitational confinement or to no confinement at
all, and the possibility of self-gravitating clouds as an alternative was discussed
soon (Melott 1980; Black 1981).

Nevertheless, the pressure confinement model for Ly clouds has some ap-
pealing properties: The hot intercloud medium might be a possible source of the
X-ray background. The explosion scenario of structure formation (Schwarz, Os-
triker & Yahil 1975; Ostriker & Cowie 1981) provides a theory for the formation
of the clouds. Finally, the model makes testable predictions, which indeed paved

the way to its demise.

If Lya clouds were originated in cosmic shocks due to large scale explosions
from galaxies and QSOs, a correlation with galaxies would have been expected. In
particular, the absorbers should be clustered in a manner similar to that of galaxies
(Vishniac & Bust 1987). Whereas, the observed clustering signal does not show
the requisite strength (Barcons & Webb 1990).

A weighty problem is represented by the reproduction of the large range of

neutral hydrogen column densities observed. The following relationship is valid,
Nip o MM3T729/12 j=1 p=5/3, (6.1)

To reproduce only the low column density systems between 13 < log Ng; < 16
the mass has to vary by 9 orders of magnitude, or the radiation field by 3 orders, or
the pressure by a factor of 63. To ensure cloud survival the mass range is limited
to less than 4 dex (see above), and the temperature is constant; furthermore, look-
ing for pressure related spatial correlations among the equivalent widths of Ly«
forest lines excluded pressure fluctuations AP/P > 14% at the 20 level (Webb
& Barcons 1991), and a similar limit must hold for the radiation field J.

To summarize, the pure pressure confinement model is unlikely to explain the
Lya forest as a whole, though it is clear that some line of sight must go through
sites where gas is locally confined by external hydrostatic or ram pressure.

6.1.2 Gravitational Confinement: Selfgravity

Self-gravitating baryonic clouds were suggested by Melott (1980) as an alternative
to the pressure confinement model. Black (1981) investigated in detail the phys-
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ical structure of such objects. He assumed that clouds are spheres in hydrostatic
equilibrium, thus they exhibit gradients of temperature, density and pressure. He
found that gravitationally stable clouds with properties consistent with the obser-
vations have to be extended (~1 Mpc), and must either be truncated and bounded
by the pression of an external medium, or be large enough to overlap, providing
their own boundary pressure. In this model the appearance of the intergalactic
medium as a forest of lines is more due to the strong internal gradients of the neu-
tral gas density, than to a sharp transition between separate entities. The huge sizes
would also have been able to reconcile a larger mass density of the intergalactic
medium with the observed cloud parameters, whereas pressure confined clouds
would contain only a small fraction of all baryons. When proposed, the model
met with scepticism because the large sizes appeared to contradict the scant ob-
servational evidence. After the recent estimates (D’Odorico et al. 1998b) the large
dimensions are no longer a problem. However, also this model meet with some
difficulty in reproducing the column density distribution (Petitjean et al. 1993a).

6.1.3 Gravitational Confinement: Cold Dark Matter Mini-

haloes

The first theory of gravitational structure formation to address the Ly« forest phe-

nomenon was the hot dark matter (HDM) model. Zeldovich (1970) suggested the
formation of adiabatic pancakes expected to produce a primordial gas phase with
the right properties for detection in H I absorption (Doroshkevich & Shandarin
1977). The predicted size for the pancakes is too large. Even after fragmentation,
coherent absorption should be extending over Mpcs across the sky (Doroshkevich
& Miicket 1985).

The underlying HDM structure formation scenario has become somewhat un-
popular, but the physical idea of Ly absorbers as flattened pancakes survives into
the currently favored, CDM based picture.

The properties of gas clouds under the influence of the gravitational field of
dark matter have been investigated by Umemura and Ikeuchi (1985), and, more
specifically in terms of the “minihalo” model by Rees (1986) and Ikeuchi (1986).
In this picture, Ly clouds are a natural by-product of the CDM structure forma-
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tion scenario. Photoionised gas settles in the potential well of an isothermal CDM
halo. The gas is stably confined, if the potential is sufficiently shallow to avoid
gravitational collapse but deep enough to prevent the warm gas from escaping.
The CDM minihalos are more compact than the self-gravitating baryonic clouds
of Black (1981) because of the larger dark matter gravity. The minihalo model
has the attractive feature of reproducing the overall shape of the observed column
density distribution function (CDDF). If the baryon distribution is an isothermal
sphere (n, oc r72), the H1 density in the highly ionised region of the minihalo
drops like ngr o< r—* with radius r, and the resulting column density distri-
bution seen by random lines of sight through a population of such halos obeys
dN /dNmg Nﬁll's (Rees 1988; Milgrom 1988). The largest column densities,
including damped Lya systems, are caused by the neutral cores in the shielded
centers of the clouds (Murakami & Ikeuchi 1990). Thus minihalos can produce a
column density power law over almost nine decades, with the correct slope, pro-
viding a physical basis for Tytler’s (1987a) suggestion of a common origin for all
QSO absorbers. ‘

A non-stationary version of the minihalo model was studied by Bond, Sza-
lay and Silk (1988), who examined the hydrodynamics of a collapsing spherical
top-hat perturbation. The absorption lines could arise in gas around the dark mat-
ter halos predicted by the CDM model. This gas could either be infalling and
contracting if the halo was sufficiently massive, or expanding after having been
reheated during reionisation (see also Murakami & Ikeuchi 1993).

Charlton et al. (1993,1994) modelled the Lya clouds as slabs of hydrogen
with an jonising extragalactic radiation field incident from both sides. The equi-
librium configuration is determined by the combined action of selfgravity, the pull
of CDM gravity and an external pressure. It was found that the change of slope
in the column density distribution function (near log Ny ~ 15) can be explained
by a transition between pressure and gravitational confinement, in the sense that
at higher column densities gravity takes over and imposes a steeper dependence
of the neutral column density with total column density.

Other recent suggestions include the possible association of Lya clouds with
the debris from merging satellites (Wang 1993; Morris & van den Bergh 1994),
galactic outflows (Fransson & Epstein 1982; Wang 1995) or primordial, linear
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density fluctuations in the intergalactic medium (Bi 1993).

However, the degree of realism with which spherically collapsed dark matter
“halos” can describe the observed properties of gas clouds is limited. Hydrody-
namic simulations (see below) show that in a hierarchical universe at intermediate
redshift (~ 2) most baryonic matter may not have settled in spherical, or rotation-
ally supported virialised objects, as suggested by the word “halo”. Virial radii of
objects capable of stably confining H I clouds are ~ 10 kpc (Rees 1986). The
coherence lengths of Ly« systems from gravitational lensing constraints (Smette
et al. 1992,1995) are much larger, implying that only few lines of sight ever hit the
virialised region. Thus, Ly« absorbers may still be accreting matter at the epoch
when we observe them. A way to test this possibility is to look for signs of non-
equilibrium, especially departures from thermal line profile caused by the bulk
motion of the infalling gas (Miralda-Escudé & Rees 1993). Meiksin (1994) has
traced the formation and internal structure of minihalos and slabs with hydrody-
namical simulations to search for such observable non-equilibrium effects. For a
slab or pancake geometry, noticeable deviations from Voigt profiles are predicted,
but they would be hard to detect for spherical clouds.

6.2 Simulations and the New Scenario

A theory of structure formation, in general, has to specify the spectrum of pri-
mordial density fluctuations, the nature and abundance of dark matter and the
cosmological parameters, Hy, (n,, {2y, A. However, there is a large gap between a
theory specified at this level and a set of testable predictions. The power of numer-
ical simulations is that, starting from theoretically specified initial conditions, they
evolve them in time and show whether and how a theoretical model can produce
cosmological objects like galaxies.

Turning the attention to the diffuse intergalactic medium (IGM), the crucial
physics that a simulation must incorporate to model this component correctly, in
addition to gravity, is photoionisation by the UV background radiation.

Starting from the qualitative model described above (Ikeuchi 1986; Rees 1986;
Bond, Szalay & Silk 1988), Cen et al. (1994; see also Miralda-Escudé et al. 1996)
performed a high-resolution hydrodynamical Eulerian simulation in a CDM + A
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model. The advantage of this approach is that it is not necessary to impose a priori
any physical constraints on the clouds or on their environments. The remarkable
result found is that the growth of structure on subgalactic scales by gravitational
collapse provides a natural, ab initio explanation for the origin of the observed
Ly forest.

Afterwards, a variety of approaches has been adopted. A standard CDM model
has been studied by Zhang et al. (1995, 1997) with an Eulerian code, and by
Hernquist et al. (1996), with a Lagrangian, Smoothed Particle Hydrodynamics
(SPH). As a general rule of thumb, the Eulerian codes work on a fixed mesh
basis, thus they are capable of higher resolution in the void regions producing the
lowest column density Ly« forest. Whereas in the Lagrangian codes the gas is
represented by particles. The overall properties, density and pressure gradient,
are computed by averaging over neighbouring particles. As a consequence, this
“codes are superior to describe regions where a larger dynamical range is required.
Their use has been extended to study damped Ly« systems (Katz et al. 1996) and
metal absorption systems (Haehnelt, Steinmetz & Rauch 1996; Rauch, Haehnelt
& Steinmetz 1997).

6.2.1 The Nature of Lya Absorbers

Inspite of some quantitative differences, all these studies agree on a generic picture
of the Ly« forest (see Fig. 6.1). The high column density systems (Ng > 10
cm™?) are those that most resemble the clouds envisaged by the minihalo model.
They generally have roundish or elongated shapes and correspond to highly over-
dense structures (p,/pp > 10). The intermediate range of column density absorp-
tions (10 cm™2 < Ngr < 10'° cm™2) is produced by systems characterized by
an assortment of scales and in various stages of gravitational infall and collapse.
Column density contours of Ngy ~ 10'* cm™2 trace filamentary structures extend-
ing continously and with relatively constant thickness (~ 40 — 100 kpc proper)
over Mpc distances. Lower column density systems (Ngp < 10 cm™?) are asso-
ciated with sheet-like structures, not unlike small versions (length scale ~ a few
hundred kpc to 1 Mpec proper) of Zeldovich pancakes. Gas accretes through weak
shocks (creating a double humped temperature profile), and settles in a dense,
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Figure 6.1: HI column density for a slice of the 10 h~! Mpc (comoving) box, averaged
over 48 cells in thickness, from the A CDM simulation by Miralda-Escudé et al. (1996).
The contours are Ny = 1032+0% ¢m=2, § = 1 shown dotted and i = 2,3,- shown
solid. The visual appearance of the low column density, sheetlike-filamentary structure
has been aptly described as a “Cosmic Web” (Bond & Wadsley 1997). Reproduced from
Miralda-Escudé et al. (1996)

central cooling layer, presumably to form stars. At the lowest column densities
gas remains unshocked and just bounces back because of the hydrostatic pressure.
The gas is partly confined by gravity and partly by ram-pressure.

Absorption features optically thin at the line center, for which Ngr < 10
cm™2, tend to arise in minivoids, where both the baryonic and dark matter compo-
nents are underdense relative to the cosmic average density. Thus they appear not
to have formed from a Jeans instability. Meiksin (1997) suggested an interpreta-
tion of these features as local maxima in an underdense region. The perturbation
would grow relative to the diminishing local béckground and then freeze, retaining

its integrity as a discrete entity.

The flow pattern of the structures is one of outflow from the voids, which
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expand with a substantial fraction of the Hubble velocity. Then there is a com-
pression into sheets at the boundaries of the voids, and a resulting flow along the
sheets toward their intersections. Here the gas is cooling and collapsing, with ve-
locity dispersions typical of dwarf galaxies at present (v ~ 50 — 100 km s~1).
These are the densest regions that could be responsible for the damped absorp-
tion systems, and could later merge to form present-day galaxies (see Katz et al.
1996).

photoionization equilibrium
107 F C E

1076 107> 1074 1073 1072
ny [em™]

Figure 6.2: A typical density-temperature (n— 1) scatter plot of the Ly« forest at redshift
3.1 from an SPH simulation of a standard CDM universe (Haehnelt, Rauch & Steinmetz
1996, Haehnelt, Steinmetz & Rauch 1996). Each dot represents the mean values of the
total hydrogen density n and the gas temperature 1" along a random line of sight through
the simulated box. The solid curve gives the locus of thermal photoionisation equilib-
rium. Around the peak of the equilibrium curve, the temperature is generally larger than
the equilibrium value because of compressional and shock heating during gravitational
collapse. While the modest deviation from the equilibrium curve toward smaller tem-
peratures is due to adiabatic cooling at the lowest densities. Reproduced from Haehnelt,
Steinmetz and Rauch (1996)

A typical density-temperature diagram (Figure 6.2) for random lines of sight
through an SPH simulation (Haehnelt, Rauch & Steinmetz 1996) reveals signif-
icant departures from thermal photoionisation equilibrium for all but the highest
density gas (ng < 1072 cm™3). The temperature-density relation is generally
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steeper than the equilibrium curve, because the lower density gas cools by ex-
pansion, while the gas in the density range ng ~ a few times 107° — 107% cm™®
is heated by adiabatic compression or shock heating. Temperatures below 10* K

occur in voids where the expansion velocity is larger.

6.2.2 The Large Baryonic Content

Regardless of the details and uncertainties in the individual simulations, it is clear
that the history of galaxy formation is closely related to the Ly absorption sys-
tems. Any gas which has not been incorporated into galaxies at high redshift
should be in the Lya clouds, and different theories on the rate at which gas can
cool and form galaxies would lead to different predictions on the number of lines
of different column densities.

To calculate the baryon content of Lya clouds we need to know the ionisa-
tion correction, as most of the gas is highly ionised. For a given ionising radiation
field the degree of ionisation depends on the density and thus, for a given observed
column density, on the spatial extent of the gas. Deriving the mass content then
requires fixing the size of the clouds either from measurement, or from theoreti-
cal prejudices. For example, the fraction of mass required to cause the observed
amount of absorption can be quite large for gravitationally confined, extended,
baryonic clouds (Black 1981). In contrast, the small baryon content expected if
the Ly were caused by pressure confined clouds (Sargent et al.1980) is largely a
result of the small cloud sizes adopted. By varying the size and the filling factor
of the absorbers, the Lya forest can be made to contain anything from a negligible
fraction up to virtually all of the baryons, and still be consistent with the obser-
vations (Meiksin & Madau 1993). Specifically for the CDM minihalo model,
Petitjean et al. (1993b) found that the Ly« forest clouds had to contain most of
the baryons at redshift 2-3, in order to match the observed column density dis-
tribution function. This is in agreement with Shapiro, Giroux and Babul (1994),
who found that in a CDM model the fraction of baryons not yet collapsed into
galaxies should be of the order of 50-90% .

Hydrodynamical simulations predict that 80-90 % of the baryons in the uni-
verse are in the Ly« clouds, with practically no change from z = 4 to 2 = 2.



6.3 The Fluctuating Gunn-Peterson Effect and the Semi-analytical Approach

133

In particular the majority of them are in clouds with column densities ~ 10
cm~2(Miralda-Escudé et al. 1996). This result is not in contrast with the well
known fact that most of the neutral gas is observed to be in very high column
density systems (the damped Ly« systems associated with protogalaxies) having
Ngr > 102 cm™2. The reason is simply the high state of ionisation of most of
the gas in the low column density systems and the increasing neutral fraction as a
function of column density.

Independent of the cosmological model, the large transverse sizes of Ly« ab-
sorbers measured from QSO pairs give another, indirect indication that the baryon
density in Ly« clouds must be large, or the absorbers must be extremely flattened
(Rauch & Haehnelt 1995).

6.3 The Fluctuating Gunn-Peterson Effect and the

Semi-analytical Approach

Since the discovery of the Ly« forest, there have been several attempts to detect a
Gunn-Peterson (GP) effect due to the presence of a uniform intercloud medium,
as distinct from individual clouds (Steidel & Sargent 1987; Jenkins & Ostriker
1991; Webb et al. 1992; Giallongo et al. 1993, 1994). However, there does not
seem to be any theoretical justification for such a distinction for the case of a pho-
toionised intergalactic medium. The galaxies and clusters we observe today must
have collapsed from density fluctuations which were already substantial even at
the highest redshifts of observed quasars. Moreover, in any theory of hierarchi-
cal gravitational collapse, fluctuations on subgalactic scales are even larger and
collapse at an earlier epoch. Thus, a uniform intergalactic medium cannot exists
and the Lya (or GP) optical depth should vary even at the lowest column densi-
ties (Black 1981; McGill 1990; Bi, Borner & Chu 1992; Miralda-Escudé & Rees
1993; Reisenegger & Miralda-Escudé 1995).

In a CDM dominated structure formation scenario the accumulation of matter
in overdense regions reduces the optical depth for Ly« absorption considerably
below the average in most of the volume of the universe. Because the pressure of

the photoionised gas prevents it from collapsing on scales smaller than the Jeans
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scale, an intergalactic medium pervading all space must be present, and the in-
homogeneous distribution of gas in voids must yield a fluctuating GP effect (see
Eq. (4.16)). Given this, the traditional searches for the GP effect that try to mea-
sure the amount of matter between the absorption lines can easily overestimate
the amount of ionising radiation necessary to keep the neutral hydrogen GP ab-
sorption below current detection limits. |

As another consequence, the distinction between the low column density Lya
forest “lines”, and the GP “trough”, becomes somewhat artificial. Bi and collabo-
rators (Bi, Borner & Chu1992; Bi 1993; Bi & Davidsen 1997) have shown that the
optical depth fluctuations corresponding to the linear regime of gravitational col-
lapse in the intergalactic medium can give a remarkably realistic representation of
the Lyc forest (ignoring the higher column density lines, which are produced from
non-linear structures, e.g., minihalo type objects). Their semi-analytical work is
based on a log-normal density fluctuation field. For low densities where dissipa-
tion is not important the collapse of dark matter and baryons differs mainly by the
presence of the gas pressure which effectively smooths the baryons distribution
on scales below the Jeans length. Bi et al. treated the pressure as a modification
to the power spectrum of the baryon density contrast dy, suppressing power on
scales below the Jeans length: '

__ Oom(k)
%(k) = 17 kg(AJ/QwP

where )\; is the Jeans length, k the wavenumber, and dpy the dark matter overden-

(6.2)

sity. This method can elucidate many of the basic features of low column density
Lya clouds. The schematic treatment of the equation of state and the lack of in-
clusion of shock heating limit the approach, however, to overdensities of § < 5,
where gas physics beyond the Jeans criterion is not very imp‘ortant.

Gnedin and Hui (1996) and Hui, Gnedin and Zhang (1997) led a similar anal-
ysis for the low column density Lya forest making use of the truncated Zeldovich
approximation to compute the density and peculiar velocity fields. They adopted
a density-peak Ansatz: each density peak in the real space is associated with an
absorption line whose column density is assigned on the basis of the height and
curvature of the peak. The column density distribution f(IV) is then a statistics

of density peaks in real space. They found that the amplitude and slope of the
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linear power spectrum on comoving scales of around 10-20 h~* Mpc are the most
important factors in determining the slope of the column density distribution. De-
creasing the amplitude and/or steepening the slope of the power spectrum tends
to steepen the distribution in the column density range ~ 1025 — 10 cm™2,
Changes in the equation of state T = T'(p) have an additional, but smaller im-
pact. The overall normalization of f(NN) is given by (,h*)?/T" where T' is the
photoionisation rate; a change in this quantity shifts f(V) horizontally to larger

N.

Furthermore, in § 4.5, we exhaustively spoke about the techniques, based on
the equation for the optical depth due to a fluctuating GP effect ( 4.16), for recov-
ering the initial power spectrum of density fluctuations directly from the fluctua-
tions of the optical depth (Croft et al. 1998; Hui 1999; Nusser & Haehnelt 1999;
McDonald & Miralda-Escudé 1999).

For a more accurate “semi-numerical approach”, much cheaper than a high
resolution hydrodynamic calculation, one can run a lower resolution /N-body sim-
ulation, compute the density field from the particle distribution, impose the tempe-
rature-density relation, and extract spectra. This tecnhique uses a fully non-linear
solution for the density and velocity fields, but it still assumes that gas traces
dark matter and that all gas lies on the temperature-density relation, approxima-
tions that are good but not perfect. Similar techniques have been used by Gnedin
and Hui (1998), who also incorporate an approximate treatment of gas pressure
in the N-body calculation by modifying the gravitational potential, and by Petit-
jean, Miicket and Kates (1995), Miicket et al. (1996) and Riediger, Petitjean and
Miicket (1998), who use a more elaborate method to compute gas temperatures.

Although not “hydrodynamically correct” the semi-analytical techniques present
a major advantage over numerical simulations: They can be easily rerun testing
the effect of changing the input parameters and/or they can be evolved for a long
time span, e.g., down to redshift z = 0.
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6.4 Modelling the Metal Absorbers at High Redshift

Bahcall & Spitzer (1969) and Burbidge et al. (1977) pointed out that to explain ob-
servations of metal absorption lines the cross section of absorbing gas would have
to be much larger than the typical half-light radii of present-day spiral galaxies
if these objects had the same comoving space density as such galaxies. First ob-
servational evidence in favor of large metal absorption cross-sections came from
the work by Bergeron (1986) who discovered low redshift galaxies close to the
line of sight to QSOs with known Mg II absorption systems, coincident in redshift
with the absorbers. Surveys of optically thick (Lyman Limit) absorption systems
and galaxies at intermediate redshift have reported results consistent with galax-
ies being surrounded by Mg II absorbing halos of radius ~ 40 kpc (e.g. Bergeron
1995; Steidel 1995; Churchill, Steidel & Vogt 1996). Similarly, damped Lyc
systems were interpreted by Wolfe and collaborators (e.g. Wolfe 1988; Lanzetta
et al. 1991) as large protodisks, progenitors of present-day spiral galaxies with
significantly larger radii at high redshift.

The large-halo/disk scenario can qualitatively explain the component and in-
ternal structure of heavy element absorption systems, especially the strong clus-
tering measured for C IV systems (see Chapter 4). In this picture the individual
absorption components could be clouds orbiting in a halo or co-rotating in a disk,
produced and replenished e.g. by thermal instability (Bahcall 1975; Fall & Rees
1985; Mo 1994; Mo & Miralda-Escudé 1996).

Unambiguous evidence in favor of large absorption cross-sections and the
identification of the absorbing objects with massive galaxies is restricted to low
redshift observations. Massive disks are not the only viable dynamical model for
the observed velocity structure in damped Lyo systems (Haehnelt, Steinmetz &
Rauch 1998; Ledoux et al. 1998). Moreover, observations of galaxies at high red-
shift are strongly biased towards objects with high current star formation rates.
Thus it is not clear whether the transverse separations on the sky of galaxy-
absorber pairs coincident in redshift do reliably indicate the presence and sizes
of any (hypothetical) halos/disks. It is difficult to ascertain that there is not an
undetected (not necessarily faint) galaxy closer to the line of sight.

The possibility of “smaller” but more numerous objects as sources of the metal
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absorption has been explored earlier. Tyson (1988) suggested identifying damped
Lya systems with gas-rich dwarf galaxies instead of large proto-disks. York et
al. (1986) discussed clusters of such objects to explain the component structure of
C1V systems. Individual galaxy halos cannot produce potential wells deep enough
to explain the largest velocity splittings of C IV systems (up to 1000km s~ 1) as
virialised motions. Pettini et al. (1983) and Morris et al. (1986) concluded that
the velocity splitting and large cross-sections are equally difficult to understand if
objects similar to present-day galaxy clusters placed at high redshift were causing
the absorption. '

Earlier attempts at understanding QSO absorption systems have mostly em-
ployed heuristic models. The ionisation state of the gas was calculated with sim-
plified assumptions about the geometry, temperature and dynamical structure of
the gas. In the new picture traced by realistic hydrodynamical simulations of the
fate of gas in a universe subject to hierarchical structure formation (see § 6.2), a co-
herent filamentary large scale structure of dark matter and baryons is responsible
for Ly« forest absorption lines. Denser condensations embedded in the filaments
are unstable against rapid collapse and cooling of the gas and probably form stars
at their centers.

In such a hierarchical picture metal absorption systems at high redshift are
more likely to arise from groups of relatively small, merging protogalactic objects,
rather than from ensembles of clouds in huge virialised halos (Haehnelt, Steinmetz
& Rauch 1996; Rauch, Haehnelt & Steinmetz 1997). This hypothesis is asserted
by observational and theoretical arguments:

1. Carbon is found to be associated to more than half of the high redshift Ly«
lines with Ny ~ a few x10*cm™2 (Cowie et al. 1995; Tytler et al. 1995). In the
numerical simulations such column densities typically correspond to gas densities
smaller than those expected for fully collapsed objects at these redshifts (indicat-
ing baryonic overdensities of order ten), so at least some metal absorption systems
appear to occur outside virialised regions.

2. Typical observed temperatures of C IV systems are somewhat larger than ex-
pected if the gas were heated only by photoionisation (Rauch et al. 1996). Such
an enhancement is predicted by numerical simulations (Haehnelt, Steinmetz &
Rauch 1996, see Fig. 6.2) and is most likely due to shock and (to a smaller ex-
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tent) adiabatic heating during the gravitational éompression of the gas. Absorber
sizes along the line of sight inferred from ionisation balance calculations are of
order ten kpc. This is uncomfortably large for a cloudlet-in-halo model (Haehnelt,
Rauch, & Steinmetz 1996).

3. Simple scaling laws predict that in a hierarchical scenario the typical ratio of
cooling time to dynamical time decreases as (1 + 2)~3/2, At high redshift the gas
will generally cool rapidly out to the virial radius. It will be difficult to maintain
large, massive, hot halos for an extended period of time. Similarly for fixed cir-
cular velocity both the mass and the size of the dark matter component of typical
objects at high redshift decrease as (1 + z)~%2 (see Kauffmann 1996; Steinmetz
1997).

Rauch, Haehnelt and Steinmetz (1997, see also Haehnelt, Steinmetz & Rauch
1996) have carried out a SPH hydrodynamical simulation to investigate the spatial
distribution and absorption properties of metal-enriched gas in regions of ongoing
galaxy formation. They make the simple hypothesis that gas is homogeneously
contaminated by metals (C, Si, N, O). Different ionic species are found to probe
different density and temperature regimes. In the diffuse gas which gives rise
to the lowest H I column densities (102 to 10'* cm~2) high ionisation species are
prevalent and OVI A103.1 nm is often the strongest metal absorption line. Towards
higher H I column densities, which probes filaments embedded in the large-scale
sheets, low column density C IV A\154.8,155.0 nm lines from infalling gas with
densities around 10~* cm™? (overdensities of about 10 to 100) dominate the metal
absorption features. C IV remains the most easily visible metal ion in the as yet
unvirialised regions around the protogalactic clumps which are later to merge into
present-day galaxies. Still larger H I column densities occur for lines of sight
approaching the central regions of the protogalactic clumps. Total densities here
exceed 10~* cm™2, and species like C IT and Si IV become increasingly promi-
nent. At densities above 1073 cm™2 we have reached the virialised region which

is generally optically thick for radiation shortward of 1 Rydberg.
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6.5 Comparison with the Observations

The simulations have been quite successful in matching the overall observed prop-
erties of the absorption systems, and the agreement ranges from the acceptable to
the amazing.

The shape of the column density distribution and the Doppler parameter distri-
bution are reasonably well reproduced by the simulations (Cen et al. 1994; Zhang
et al. 1995,1997; Hernquist et al. 1996; Miralda-Escudé et al. 1996). Although
the approximate range of Doppler parameters is hard to miss (with photoionisation
being the great equaliser), subtle effects can raise or lower the mean line width by
~ 30% and change the shape of the Doppler parameter distribution. There may
be some discrepancy for the Doppler parameters between different simulations
(Zhang et al. 1997; Davé et al. 1997; Miralda-Escud€ et al. 1996) but it is not yet
clear whether this is due to different types of data analysis, different assumptions
about the process of reionisation, or limited numerical resolution. A departure
from Voigt profile shapes, especially the broad wings of weak lines signifying
bulk motion broadening in sheets, is seen in the simulations (Cen et al. 1994) and
appears to be present in real high resolution spectra (Rauch 1996).

Theuns et al. (1999) investigated the properties of the simulated Ly« forest in
three popular cosmologies (critical, open and Vacuum-ddnlinated). All the models
produce column density distributions which are well matched to the observations.
On the other hand, they found that the observed Doppler parameter distribution is
better reproduced by models with a higher baryon density 2,42 and a lower matter
density. These models are hotter and have higher peculiar velocities shifting the
b-parameter distribution towards larger b values.

The large transverse sizes of the absorbers seen against background QSO pairs
and lensed QSOs are readily explained by the coherence length of the sheets and
filaments (Miralda-Escudé et al. 1996; Charlton et al. 1997; Cen & Simcoe 1997).
The weak clustering amplitude appears to be in agreement with the observations.
The histogram of residual fluxes in the Ly« forest is reproduced very well by the
models (Rauch et al. 1997).

The computed He II opacity requires a break in the standard UV background
intensity (Haardt & Madau 1996) between the H I and He II photoelectric edges
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by a factor of 100-150 to match the observations (Miralda-Escudé et al. 1996;
Zhang et al. 1995, 1997). This is consistent with the break required to match
the amount of Si and C absorption measured in the Lyo forest (Songaila & Cowie
1996; Savaglio et al. 1997; D’Odorico et al. 1998a). The observed column density
ratios of the different ionic species at z = 3 are well reproduced if a carbon
abudance [C/H] = —2.5, relative abundances as found in present-day galactic-
halo stars, a UV background intensity at the Lyman limit J_y; = 0.3 and either
a power-law spectrum (J o< v~1®) or the Haardt & Madau (1996) spectrum are
assumed (Rauch, Haehnelt & Steinmetz 1997).

The evolution of the Ly forest with time at high redshift is mainly driven by
the Hubble expansion and the resulting increase in the mean ionisation of the gas,
and to a lesser degree by the gas streaming along the filaments (Miralda-Escudé et
al. 1996). Riediger et al. (1998, see also Miicket et al. 1996), from their simula-
tion, find that the number of absorbers per redshift is given by a broken power law,
withy ~ 2.6 (1.5 < z < 3)andy ~ 0.6 (0 < z < 1.5), (log Ngg > 14), a remark-
able agreement with the observed data. The break in the power law can be under-
stood as a change with time in the dimensionality of the structures dominating the
absorption. The sheetlike absorbers dominating the high redshift Lyc forest are
expanding with time and are dropping below the detection threshold first because
of their low column density, leaving the absorption from the less rapidly evolving
gas distribution in the filaments and knots to dominate. There the column den-
sity also decreases, but since the original column was higher, the filaments remain
visible for longer. Continuing infall also contributes to the increasing prominence
of the more compact structures. Theuns, Leonard and Efstathiou (1998) find an
excellent agreement between their simulated redshift evolution of the number of
Lyo lines and observations. They explain the observed decrease in the rate of
evolution at z < 2 by the steep decline in the photoionising background resulting

from the rapid decline in quasar numbers at low redshift.

6.6 Conclusions

The new paradigm for the QSO absorption systems has considerable explanatory
power, but that does not mean that it is correct. The interpretation of the absorption
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systems, and the cosmological measurements planned or already performed to
date depend on gravitational collapse as the dominant source of structure in the
intergalactic medium. Even if the hierarchical models are basically correct, it
is conceivable that local physical effects may upset some of the cosmological
conclusions. A fluctuating radiation field may be a source of non-gravitational
structure in the forest, as may be stellar feedback. Metal enrichment has been
found to be common for absorption systems with H I column densities as low
as log Ng; ~ 14 (Tytler et al.1995; Cowie et al.1995). If this is not due to a
very early phase of metal enrichment we have to worry that some process other
than gravitational collapse may have formed the metal enriched Ly« clouds. The
origin of the ionising radiation, the epoch of reheating and the spectral slope are
others sources of uncertainty. On the technical side: Do hydrodynamic codes
already converge, or how much do the inferred cosmological parameters (£2;, the
amount of small scale structure present) depend on the resolution and size of the
simulations, and the numerical technique ?

Finally, the cosmological picture itself could be wrong, and the interpretation
of the forest as absorption mostly due to the intergalactic medium (as opposed to
distinct galaxies) may be doubtful. Galaxy halos or disks could be big/numerous
enough to produce the low column density Ly forest as well. The relationship
between Lya absorbers and galaxies at low redshift have received much atten-
tion recently (Morris et al. 1991; Salzer 1992; Morris et al. 1993; Salpeter &
Hoffman 1995; Lanzetta et al. 1995; Le Brun, Bergeron & Boissé 1996; Bowen,
Blades & Pettini 1996; Le Brun & Bergeron 1998). At the moment results are still

controversial and no firm conclusion can be drawn from them.
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Chapter 7
Conclusions and Perspectives

The formation and evolution of structures in the Universe is one of the central
issues in modern cosmology. This study probes the abundance and form of dark
matter, the mean baryonic density, the turnover scale in the perturbation power
spectrum, and the formation processes of galaxies and clusters, that is, it provides
a useful tool to discriminate between the various cosmological models.

On the observational side, surveys of galaxies have always been the common
way to investigate the distribution properties of matter. Larger and larger surveys
(see e.g., Da Costa 1998 for a review) composed a scenario of the local universe
as a closely packed network of voids ~ 5000 km s in diameter bounded by thin,
large walls.

The advent of 8-10m class telescopes and the use of new photometric tech-
niques (see e.g., Steidel, Pettini, & Hamilton 1995) have allowed to detect galax-
ies in emission up to redshift z ~ 4, the so-called Lyman break galaxies (Steidel et
al. 1996; Giavalisco et al. 1998; Adelberger et al. 1998; Steidel et al. 1999). The
most striking and robust result at present is that these star-forming objects must
be much more clustered than the overall mass distribution on scales of ~ 10 A~!
Mpc, for any reasonable cosmological model. As a consequence, they are thought
to be the progenitors of objects that end up in groups and clusters of galaxies by
the present day (Governato et al. 1998). Most excitingly, the UV luminosity of
these objects suggests, if interpreted correctly, a star formation rate that keeps
constant up to redshift z ~ 4 (Steidel et al. 1999).

A complementary probe of the high redshift universe is represented by QSO
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absorption line systems. By definition, they trace the sites along the line of sight
rich in gas, where most of the baryons resides at redshift z ~ 2 — 3. They present
some appealing qualities. The complete range of redshift from zero to the highest
QSO redshift, z = 4.897 (Schneider, Schmidt & Gunn 1991), is accessible. On
the one hand, column densities as large as log Ng; ~ 22 are observed which reveal
most certainly proto-galactic disks. On the other hand, due to the large absorption
cross-section of the neutral hydrogen Lya transition, the method is sensitive to

column densities as low as log Nyg; ~ 12 which arise in tenuous intergalactic gas.

In this thesis, I wanted to emphasize the potentialities and the results obtained
from the investigation of QSO absorption spectra. Since the main aim was to ex-
plain my original contribution to the subject, I skipped or touched only marginally
some very interesting topics I did not face in the course of my PhD work. In par-
ticular, I almost did not talk about Damped Lyman « systems and the element
abundance estimate at high redshift (see e.g., Pettini 1999 for a recent review).
Furthermore, I did not treat other applications of absorption lines like the re-
markably militant debate about the deuterium to hydrogen ratio, the process of
reionisation and the associated systems (2,ps ~ Zem)-

My approach to the study of QSO absorption spectra has been mainly obser-
vational. I reduced and in some cases, directly obtained at the telescope, rough
data, facing all the problems related to the optimal way to transform them in the
final spectrum: the maximisation of signal-to-noise ratio, a reliable estimate of the
continuum and an effective procedure to detect, identify and fit lines. These is-
sues are briefly treated in § 3.7, where I reported the analysis of the high resolution
spectrum of the high redshift QSO PKS 2126-158 (D’Odorico et al. 1998a).

The main issues I faced in the course of my PhD studies are summarised below.

The Doppler parameter and column density distributions

We investigated the statistical properties of the Lyc lines in the forest of PKS
2126-158 and of an enlarged sample of C IV doublets, obtained by merging the
lines of this QSO with those of two other quasars observed at comparable reso-
lution. Our results as regards the distribution of column densities and Doppler
widths are in agreement with previous papers and with the Keck findings for the
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Lya forest lines (Hu et al. 1995). We could also carry out an investigation of the
variations of line fitting parameters with resolution and signal-to-noise ratio by
comparing our results with those of Giallongo et al. (1993). Eventually, we did
not confirm the correlation between b and Nyg; found by Pettini et al. (1990).

The spectral shape of the UV background flux

Two of the metal systems found in the spectrum PKS 2126-158 exhibit a well
defined H I column density and were used to estimate the metallicity of the gas
at z ~ 3. In order to make the column densities compatible with realistic as-
sumptions about the cloud sizes and the silicon to carbon overabundance, it was
necessary to assume a spectrum of the UV ionising background atz ~ 3 witha
jump beyond the He II edge a factor of 10 larger than the standard predictions for
the integrated quasar contribution (Haardt & Madau 1996). This could be origi-
nated by a contribution of primeval galaxies. The mean metallicity is found to be
~ —2.5 dex solar.

The clustering properties of absorbers

My reasearch interest has been mainly devoted to the study of the clustering prop-
erties of absorbers.

The predicted clustering properties of matter at high redshifts show detectable
differences in different cosmological models. A comparison with suitable obser-
vational data could, thus, constrain the viability of such theoretical models. The
information obtained from high redshift galaxies is strongly biased by two basic
problems: the relation between luminosity and mass is still poorly known and we
are selecting the bright end of the luminosity function for this class of objects.
This thicken the relationship between the theoretical matter correlation function
and the measured correlation function of objects. In the case of QSO absorption
systems it is easier to relate observations to the underlying matter density field (see
§ 4.5), but on the other hand, the intrinsic lack of tridimenionality in QSO spectral
data still requires the development of new statistical technique to compare them
to the predicted results.

An historical review and all our results are reported in Chapter 4.
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One of the principal characteristic of the Ly« forest population established by
Sargent et al. (1980) was the Poissonian distribution of absorbers, that suggested
their alternative nature with respect to galaxies. The truthfulness of this property
was debated between confirmation and marginally significant detection of clus-
tering on small scales. We compiled a statistical sample of 1600 Ly« lines in 15
quasars observed at high resolution (~ 10 km s71) in the framework of an ESO
key programme with the addition of literature data. The two point correlation
function computed along the line of sight in velocity space shows a significant
signal on small velocity scales (Av < 300 km s~1) with amplitude and signif-
icance increasing with increasing column density. We found an apparent trend
of increasing correlation with decreasing redshift and a continuity of properties
between Lya forest absorbers and metal absorbers suggesting physical associa-
tion between the Lya clouds with log Ny 2> 14 and the haloes of protogalactic
systems (Cristiani et al. 1997).

We estimated also the clustering properties of C IV metal lines by considering
a sample of 71 doublets at redshifts 2.3 < z < 4 (D’Odorico et al. 1998a). A
significant signal is found for scales smaller than 200 — 300 km s~1 in agreement
with previous results at lower resolution.

The single sightline approach to the estimate of the correlation among ab-
sorbers presents some drawbacks that cannot be neglected: purely internal ve-
locity motions distort the redshift space possibly adding spurious signal to the
measured clustering, and lines at quite different redshifts are mixed together. A
way to minimise these effects is to study the cross-correlation between absorbers
along adjacent lines of sight. Only few attempts have been made to compute the
cross-correlation function up to now (e.g., Williger et al. 1996; Crotts, Burles &
Tytler 1997). The reason is that the number of known suitable adjacent lines of
sight is very small. With the advent of 10 m-class telescopes this number will
increase dramatically.

We are engaged at the moment in a project to obtain additional data at the New
Technology Telescope NTT on a group of 8 QSOs with separations spanning be-
tween a few arcminutes and ~ 60 arcmin and two QSO pairs - 0056-35A,B and
2344+125A,B - separated by 3.7 arcmin and 5 arcmin respectively. Time has al-
ready been allocated in September and October 1999. The set of data will be ideal
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to investigate the spatial correlation of C IV absorption systems in the redshift
range 1.7 < zaps < 3.4, on proper scales of ~ 1 h~! Mpc or above. These scales
are characteristic of the transition between the outskirts of individual haloes and
the larger structures, filaments or sheets. Our spectra will have a resolution ~ 4
times better than in Williger et al. (1996), we expect a number of absorbers 4-5
times larger and thus an increase in the statistical significance of our result. Fur-
thermore, we investigate a wider range of spatial scales and, in particular, smaller
transverse scales thanks to the two QSO pairs.

The size and geometry of Lya absorbers

We have exploited the 3-dimensional information enclosed in lines of sight to
QSO pairs to estimate the transverse dimension of Ly absorbers (D’Odorico et
al. 1998b). Chapter 5 describes the algorithm we adopted and our results, together
with a review of the similar analysis present in the literature.

We added to our new data on the QSO pair Q0307-195A,B all the spectra
of QSO pairs at comparable resolution available in the literature, for a total of 8
couples. We adopted a Bayesian approach based on the statistic of the hits (i.e.,
when an absorption line appears in both QSO spectra) and misses (i.e., when a line
is seen in any of the QSO spectra, but no line is seen in the other) (Mc Gill 1990;
Fang et al. 1996). Some improvements have been applied to the standard methods
in order to deal correctly with the extreme cases of very low numbers (1 or 0)
of hits or misses and avoid any spurious dependence on the separation between
lines of sight. In the hypothesis of single radius, unclustered, spherical or disc-like
clouds we obtained very large proper radii of the order of 300 — 500 A~! kpc. No
correlation between the typical inferred size and the redshift was detected while a
correlation with the proper separation of the pair is possible, suggesting that our
hypothesis are too simple to describe the real scenario. If we add the information
on the equivalent width of the lines and consider clouds with a power law column
density profile, a disc geometry with radii R ~ 100 — 200 h~! kpc reasonably
reproduce the data.

Our results together with analysis carried out with the use of hydrodynamical
simulations indicate that the adopted models are too simple to reliably compute
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the size of absorbers.

Improvements in this sense can be effected on the one hand by the use of
Monte Carlo simulations following the approach of Dinshaw et al. (1997, and
references therein), by adopting more realistic models for the clouds. On the
other hand, big hydrodynamical simulations allow to investigate the relationship
absorption/absorber (almost) without the need of a defined model for the clouds.
Eventually, a necessary condition is to have more and more observational data on

QSO pairs and close groups.

The Hubble Deep Field South quasar

Another topic I did not touched in the course of this thesis is the relationship be-
tween galaxies and absorbers. The connection between apparently normal galax-
ies and strong metal absorptions has been explored directly only recently. This
is done by identification in the same field as the quasar, of galaxies that coincide
in redshift with absorptions seen in the spectrum (e.g. Bergeron & Boissé 1991;
Steidel, Dickinson & Persson 1994). At intermediate redshift (z ~ 0.7), Mg II
systems with equivalent width w; > 0.03 nm are primarily associated with large
R ~ 35 h~! kpc haloes of a population of luminous (~ Lf) galaxies which ap-
pear not to evolve significantly over the observed redshift range. By analogy, the
C IV systems, which are observable from the ground at 1.2 < z < 5, are thought
to arise in the halo of normal galaxies.

Most of the numerous Ly« lines are thought to be of intergalactic origin at
high redshift, while at low redshift the relationship with galaxies has not yet been
cleared (Lanzetta et al. 1995; Le Brun, Bergeron & Boissé 1996; Le Brun et
al. 1997). Very deep imaging is necessary to test whether absorption lines and in
particular Ly lines either are produced by a population of gas-rich dwarf galaxies
or are of pure intergalactic origin.

At the moment, the best field in which this question can be addressed is the
STIS HDF-S field, which is centered on a bright, high-redshift quasar (J2233-606,
V ~ 17.5, 2em = 2.24; see e.g. Savaglio et al. 1999). Indeed a very deep image
of the field (without any filter) has been obtained with STIS and deep imaging in
U,B,V,R,ILJ.H and K is planned in the course of the ESO Imaging Survey. More-
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over, Tresse et al. (1999) report identification of a new 2, = 1.335 quasar with
1=20.8 at a projected angular separation of 44.5” (or 200 h~! kpc) from J2233-
606. This makes the QSO pair an ideal target for QSO environment studies. The
QS0 J2233-606 will be one of the first targets for the UV and Visual Echelle Spec-
trograph (UVES) first light observations in Fall 1999 on the Very Large Telescope
(VLT). This will be the best spectrum in the wavelength range AA330 — 500 nm.
In addition, we have obtained an EMMI echelle spectra of the QSO at a resolution
R ~ 7700 in the wavelength range AA390 — 770 nm in September 1998. .

At the moment, I am working on a complex metal system in the spectrum of
J2233-606 that presents lines of many different ions and of different ionisation
stages of the same elements. This particularly favourable juncture allows to put
tightening constraints on the shape of the UV background and of the ionising
parameter (e.g. Bergeron & Stasinska 1986).

We can expect new observational facilities to enlarge the scope of absorption
line studies considerably. The projected Cosmic Origins Spectrograph (COS) will
increase the spectroscopic efficiency of the HST, benefitting almost all of the ob-
servational areas mentioned here. The Sloan Digital Sky Survey (SDSS) should
produce large numbers of QSOs useful for spectroscopic follow-up, to study (for
example) the large scale structure from intergalactic absorption in three dimen-
sions. Even low resolution QSO spectra will be useful for cosmological purposes.
And the use of large optical telescopes is inevitable for studies of gravitationally
lensed QSOs, the absorber-galaxy connection at any redshift, and of course for
most projects involving narrow, metal absorption lines, a subject of increasing

relevance for our understanding of the process of galaxy formation.
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