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Chapter 1

Introduction

In the last years much progresses have been achieved in the theory of quasi-periodic motions for
infinite dimensional Hamiltonian and reversible dynamical systems, that we shall call, in a broad
sense, KAM (Kolmogorov-Arnold-Moser) theory for PDEs (including also the Newton-Nash-Moser
implicit function theorem approach).

A challenging and open question concerns its possible extension to quasi-linear (also called
“strongly nonlinear” in [56]) and fully nonlinear PDEs, namely equations whose nonlinearities
contain derivatives of the same order as the linear operator. Besides its mathematical interest,
this question is also relevant in view of applications to physical real world nonlinear models, for
example in fluid dynamics, water waves and elasticity. This Thesis is a first step in this direction.
In particular we develop KAM theory for both quasi-linear and fully nonlinear forced perturbations
of the Airy equation

ut + uxxx + εf(ωt, x, u, ux, uxx, uxxx) = 0 , (1.0.1)

and for quasi-linear Hamiltonian autonomous perturbations of KdV

ut + uxxx − 6uux +N4(x, u, ux, uxx, uxxx) = 0 , (1.0.2)

with periodic boundary conditions x ∈ T := R/2πZ.

The main results of this Thesis prove the existence of Cantor families of small amplitude, linearly
stable, quasi-periodic solutions for both the equations (1.0.1), (1.0.2), under suitable assumptions
on the nonlinearities f (see for instance (1.2.6), (1.2.7), the reversibility condition (1.2.15)) and N4

in (1.3.2). We recall that a quasi-periodic solution is a function

u(ωt, x) , u : Tν × T→ R ,

where the frequency vector ω := (ω1, ω2, . . . , ων) is rationally independent, namely ω · l 6= 0, for all
l ∈ Zν \ {0}.

Note that the equation (1.0.1) depends on the frequency vector ω. It will be used as an external
parameter in order to impose the non-resonance conditions which naturally appear in KAM theory.
On the other hand, (1.0.2) is an autonomous PDE with no external parameters, hence the frequency
of the expected quasi-periodic solution is a-priori unknown. A careful bifurcation analysis has to
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be performed, in order to determine how the frequencies depend on the amplitudes of the quasi-
periodic solutions. This is one of the reasons why we have decided to study the forced equation
(1.0.1) before the autonomous PDE (1.0.2).

Before describing the main KAM results concerning the equations (1.0.1), (1.0.2), we outline a
short history of the KAM and Nash-Moser theory for PDEs, focusing in particular on the results
which deal with unbounded perturbations.

1.1 Historical preface

The “KAM for PDEs” theory is a generalization of the original KAM theory for quasi integrable
finite dimensional Hamiltonian systems, developed in the sixties by Kolmogorov [52] and Arnold
[2] for analytic Hamiltonian systems and then extended by Moser for only differentiable perturba-
tions and for reversible dynamical systems, see [61], [63]. These results prove that, for Hamiltonian
systems which are small perturbations of an integrable one, under suitable non-degeneracy con-
ditions on the Hamiltonian, the quasi-periodic orbits form a full-measure set of the phase space.
Such quasi-periodic orbits are constructed by means of an iterative scheme. The main difficulty
of this procedure is due to the well-known small-divisors, namely the numbers ω · l, l ∈ Zν (ω is
the frequency of oscillation of the solution). The small divisors enter at the denominator of the
Fourier coefficients in the Fourier expansion of the approximate solutions defined at each step of
the KAM iteration. They can become arbitrarily small, affecting the convergence of the iterative
scheme, since, for almost every ω, the set {

ω · l : l ∈ Zν
}

accumulates to 0. This difficulty is overcome by imposing non-resonance diophantine conditions of
the form

|ω · l| ≥ γ

|l|τ
, ∀l 6= 0 , γ ∈ (0, 1) ,

which are sufficient to prove the convergence of the scheme. Such non-resonance conditions are
called zero-th order Melnikov conditions.

Later on, KAM theory has been extended by Moser [63], Eliasson [36] and Pöschel [64] for
elliptic invariant tori of lower dimension. In these problems, also first and second order Melnikov
non resonance conditions (see (2.1.14)-(2.1.16)) are required along the KAM iterative scheme.

In the ninetiees, it started the investigation concerning the existence of periodic and quasi-
periodic solutions for PDEs. In order to overcome the small divisors difficulty, the two main
approaches which have been developed are:

• normal form KAM methods,

• Newton-Nash-Moser implicit function iterative schemes.

The normal form KAM procedure consists in an iterative super-quadratic scheme, which, by
means of infinitely many canonical transformations, brings the Hamiltonian associated to the PDE
into another one which has an invariant torus at the origin. This method is an infinite dimensional
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extension of the KAM theory for lower dimensional elliptic tori in Eliasson [36] and Pöschel [64].
The classical KAM procedure for 1-dimensional PDEs with bounded nonlinear perturbations will
be described in Section 2.1.

The small divisors arise at each step of the iteration in solving the so-called homological equations
(see (2.1.7)). In the usual KAM framework, such equations are constant coefficients linear PDE,
which can be solved by imposing the Melnikov non resonance conditions on the frequencies (see
(2.1.13)-(2.1.16)). As a consequence of having solved constant coefficients homological equations
at each step of the iteration, also the linearized equation at the final KAM torus has constant
coefficients (reducible torus). In many cases its Lyapunov exponents are purely imaginary and
therefore the KAM quasi-periodic solutions are linearly stable, see the end of Section 2.1.

The KAM theory for PDEs has been developed for the first time in the pioneering works of
Kuksin [53] and Wayne [73] for bounded perturbations of parameter dependent 1-dimensional linear
Schrödinger and wave equations with Dirichlet boundary conditions. Then Kuksin-Pöschel [57] and
Pöschel [65] extended these results for parameter independent nonlinear Schrödinger (NLS) and
nonlinear wave (NLW) equations like

iut − uxx +mu+ f(|u|2)u = 0 , m > 0 , (NLS) , (1.1.1)

utt − uxx +mu+ au3 + f(u) , m > 0 , a 6= 0 , f(u) = O(u5) , (NLW) , (1.1.2)

where f is an analytic nonlinearity (for more references see also the monograph [56]).

Now we describe the Newton-Nash-Moser implicit function theorem approach for Hamiltonian
PDEs. In this method, the search of periodic and quasi-periodic solutions is reduced to find zeros
of a nonlinear operator by means of an iterative quadratic Newton-type scheme in scales of Banach
spaces of analytic or differentiable functions. The typical framework is the following: one has to
solve a nonlinear functional equation of the form

F (u) = 0 , (1.1.3)

where F is a nonlinear operator acting on a scale of Banach spaces. The approximate solutions are
defined iteratively as

u0 := 0 , un+1 := un + hn+1 , hn+1 := −SnF ′(un)−1F (un) ,

where Sn is a suitable smoothing operator which regularizes the approximate solutions at each step
(this is strictly required only to deal with spaces of differentiable functions).

The main advantage of the Nash-Moser method is to require only the first order Melnikov non-
resonance conditions to invert the linearized operator Ln := F ′(un) at each step of the iteration.
These conditions are essentially the minimal assumptions. On the other hand, the main difficulty
is that the linear operator Ln is an operator with variable coefficients; it is represented by a matrix
which is a small perturbation of a diagonal matrix with arbitrarily small eigenvalues and therefore
it is hard to estimate its inverse in high Sobolev norm.

The Newton-Nash-Moser approach has been proposed by Craig-Wayne in [34] (see also the
monograph [31]) to prove the existence of periodic solutions of 1-dimensional nonlinear Klein-
Gordon and Schrödinger equations with periodic boundary conditions. Later on, still for periodic
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solutions, it has been extended by Berti-Bolle in [17], [18] for completely resonant nonlinear wave
equations both with analytic and differentiable nonlinearities, see also Gentile-Mastropietro-Procesi
[41] and the monograph [13].

For quasi-periodic solutions, the Nash-Moser techniques have been considerably extended by
Bourgain in [25], [27], [29] for analytic NLS and NLW with convolution potential on Td. We
underline that this approach is especially convenient for PDEs in higher space dimension, because
the second order Melnikov conditions (required in the KAM scheme) are violated due to the high
multiplicity of the eigenvalues. The techniques of Bourgain have been recently extended by Wang
[72] for completely resonant NLS on Td, and by Berti-Bolle [21], [20] for forced NLS and NLW
with a multiplicative potential on Td and differentiable nonlinearities (see [19], [42] for previous
results about periodic solutions). We mention also the recent paper of Berti-Corsi-Procesi [24]
which contains an abstract Nash-Moser implicit function theorem with applications to NLW and
NLS on compact Lie groups.

As a consequence of having imposed only the first order Melnikov conditions, this method
does not provide information about the linear stability of the quasi-periodic solutions, because the
linearized equations have variable coefficients.

Via KAM methods, existence and stability of quasi-periodic solutions with periodic boundary
conditions have been proved by Chierchia-You in [30] for 1-dimensional NLW equations. For what
concerns PDEs in higher space dimension, the first KAM results have been obtained by Eliasson-
Kuksin [39] for NLS with convolution potential on Td. The second order Melnikov conditions are
verified by introducing the notion of “Töplitz-Lipschitz” Hamiltonians. KAM results for completely
resonant NLS in any space dimension have been then obtained by Procesi-Procesi [68], see also
Geng-You-Xu [40] for d = 2.

All the results quoted above, concern PDEs in which the nonlinearity is a bounded nonlinear
differential operator of order 0. Now we start to describe KAM and Nash-Moser results for PDEs
with unbounded nonlinearities. In this case the usual way to construct a bounded transformation
of the phase space at each KAM-step fails. If such a transformation were unbounded (as the
perturbation) then along the iteration the order of unboundedness of the transformed vector fields
would increase quadratically and the scheme would not converge.

The first KAM results for unbounded perturbations have been obtained by Kuksin [55], [56] and
then, Kappeler-Pöschel [49] for Hamiltonian, analytic perturbations of KdV

ut + uxxx − 6uux + ε∂xf(x, u) = 0 , (1.1.4)

with periodic boundary conditions x ∈ T. Note that the constant coefficients linear operator is
∂xxx and the nonlinearity contains one space derivative ∂x. These results, which we describe in
Section 2.2, prove the continuation of Cantor families of finite gap solutions of KdV. The main
issue is that the Hamiltonian vector field generated by the perturbation is unbounded of order 1.
In order to overcome this difficulty, the key idea, introduced by Kuksin in [55], is to work with a
variable-coefficients normal form (see (2.2.11)). The frequencies of KdV grow as ∼ j3, hence for
j 6= k (outside the diagonal) the difference |j3−k3| ≥ (j2+k2)/2, so that KdV gains two derivatives.
This smoothing effect of the small divisors is sufficient to produce a bounded transformation of the
phase space at each step of the KAM iteration, since the perturbation is of order 1. On the other
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hand for j = k there is no smoothing effect and therefore such diagonal terms cannot be removed in
the homological equations. These angle-dependent terms will be inserted into the normal form. As
a consequence, the homological equations have variable coefficients and they can be solved thanks
to the “Kuksin’s lemma” (see Lemma 2.2.1). Note that such homological equations are scalar and
so they are much easier than the variable coefficients functional equations which appear in the
Newton-Nash-Moser approach of Craig-Wayne-Bourgain.

The proof given in [55] and [49] works also for Hamiltonian analytic pseudo-differential pertur-
bations of order 2 (in space), like

ut + uxxx − 6uux + ε∂x|∂x|
1
2 f(x, |∂x|

1
2u) = 0 , x ∈ T ,

using an improved version of the Kuksin’s lemma proved by Liu-Yuan in [60] (see also [59] ). Then
in [60] (see also Zhang-Gao-Yuan [75]) Liu-Yuan applied it to 1-dimensional derivative NLS (DNLS)
and Benjamin-Ono equations, where the highest order constant coefficients linear operator is ∂xx
and the nonlinearity contains one derivative ∂x. These methods apply to dispersive PDEs with
derivatives like KdV, DNLS, the Duffing oscillator (see Bambusi-Graffi [10]), but not to derivative
wave equations (DNLW) which contain first order derivatives ∂x, ∂t in the nonlinearity.

For DNLW Bourgain [28] proved the existence of periodic solutions of

utt − uxx +mu+ u2
t = 0 , m > 0 , x ∈ T ,

extending the Craig-Wayne approach in [34].
KAM theory for DNLW has been recently developed by Berti-Biasco-Procesi in [15] for the

Hamiltonian equation

utt − uxx +mu+ g(Du) = 0 , D :=
√
−∂xx +m, x ∈ T , (1.1.5)

and in [16] for the reversible equation

utt − uxx +mu+ g(x, u, ut, ux) = 0 , x ∈ T , (1.1.6)

assuming the conditions

g(x, u, ux, ut) = g(x, u, ux,−ut) , g(x, u, ux, ut) = g(−x, u,−ux, ut) ,

where in both the equations (1.1.5), (1.1.6), g is analytic. The key ingredient is an asymptotic
expansion of the perturbed eigenvalues that is sufficiently accurate to impose the second order
Melnikov non-resonance conditions. This is achieved by introducing the notion of “quasi-Töplitz”
vector field developed by Procesi-Xu in [69] (see also Grébert-Thomann [43], Procesi-Procesi [68]).

All the aforementioned results concern “semilinear” PDEs, namely equations in which the non-
linearity contains strictly less derivatives than the constant coefficients linear differential operator.
For quasi-linear or fully nonlinear PDEs (called “strongly non linear” in [56]) the perturbative effect
is much stronger, and the possibility of extending KAM theory in this context is doubtful, see [49],
[31], [60], because of the possible phenomenon of formation of singularities outlined in Lax [58],
Klainerman and Majda [51]. For example, Kappeler-Pöschel [49] (remark 3, page 19) wrote:
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“It would be interesting to obtain perturbation results which also include terms of higher order,
at least in the region where the KdV approximation is valid. However, results of this type are still
out of reach, if true at all”.

The study of this important issue is at its first steps.

For quasi-linear and fully nonlinear PDEs, the literature concerns, before the results [6], [8], [9]
presented in this Thesis, only existence of periodic solutions.

We quote the classical bifurcation results of Rabinowitz [70] for fully nonlinear forced wave
equations with a small dissipation term

utt − uxx + αut + εf(t, x, u, ut, ux, utt, utx, uxx) = 0 , x ∈ T .

Recently, Baldi, in [3], proved existence of periodic forced vibrations for quasi-linear Kirchhoff
equations

utt −
(

1 +
∫

Ω
|∇u|2 dx

)
∆u = εf(ωt, x) , x ∈ Ω

with Dirichlet boundary conditions u|∂Ω = 0 and also for periodic boundary conditions Ω = Td.
Here the quasi-linear perturbation term depends explicitly only on time. Both these results are
proved via Nash-Moser methods.

For the water waves equations (see Section 7), which are fully nonlinear PDEs, we mention the
pioneering work of Iooss-Plotnikov-Toland [45] about existence of time periodic standing waves,
and of Iooss-Plotnikov [46], [47] for 3-dimensional traveling water waves. The key idea is to use
diffeomorphisms of the torus T2 and pseudo-differential operators, in order to conjugate the lin-
earized operator to one with constant coefficients plus a sufficiently smoothing remainder. This is
enough to invert the whole linearized operator by Neumann series. Very recently Baldi [4] has fur-
ther developed the techniques of [45], proving the existence of periodic solutions for fully nonlinear
autonomous, reversible Benjamin-Ono equations

ut +Huxx + ∂x(u3) + f(x, u,Hu, ux,Huxx) = 0 , x ∈ T , H(eijx) = −isign(j)eijx , j ∈ Z

where H is the Hilbert transform.
We mention also the recent paper of Alazard and Baldi [1] concerning the existence of periodic

standing solutions of the water waves equations with surface tension.
These methods do not work for proving the existence of quasi-periodic solutions and they do

not imply either the linear stability of the solutions.

In the remaining part of this introduction, we shall present in detail the results proved in this
Thesis about the existence and stability of quasi-periodic solutions of the equations (1.0.1), (1.0.2)
and the main ideas of the proofs, see Sections 1.2.1, 1.3.1. To the best of our knowledge, these are
the first KAM results for quasi-linear or fully nonlinear PDEs.

1.2 Main results for forced Airy equation

We now present the results announced in [5] and proved in [6]. The details of the proofs will be
given in Chapter 4.
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We consider quasi-linear or fully nonlinear perturbations of Airy equation, namely

ut + uxxx + εf(ωt, x, u, ux, uxx, uxxx) = 0 , x ∈ T := R/2πZ , (1.2.1)

where ε > 0 is a small parameter, the nonlinearity is quasi-periodic in time with diophantine
frequency vector

ω = λω̄ ∈ Rν , λ ∈ Λ :=
[1

2
,
3
2

]
, |ω̄ · l| ≥ 3γ0

|l|τ0
∀l ∈ Zν \ {0}, (1.2.2)

and f(ϕ, x, z), ϕ ∈ Tν , z := (z0, z1, z2, z3) ∈ R4, is a finitely many times differentiable function,
namely

f ∈ Cq(Tν × T× R4; R) (1.2.3)

for some q ∈ N large enough. For simplicity we fix in (1.2.2) the diophantine exponent τ0 := ν.
The only “external” parameter in (1.2.1) is λ, which is the length of the frequency vector (this
corresponds to a time scaling). We consider the following questions:

• For ε small enough, do there exist quasi-periodic solutions of (1.2.1) for positive measure sets
of λ ∈ Λ?

• Are these solutions linearly stable?

Clearly, if f(ϕ, x, 0) is not identically zero, then u = 0 is not a solution of (1.2.1) for ε 6= 0. Thus
we look for non-trivial (2π)ν+1-periodic solutions u(ϕ, x) of the Airy equation

ω · ∂ϕu+ uxxx + εf(ϕ, x, u, ux, uxx, uxxx) = 0 (1.2.4)

in the Sobolev space

Hs := Hs(Tν × T; R) (1.2.5)

:=
{
u(ϕ, x) =

∑
(l,j)∈Zν×Z

ul,j e
i(l·ϕ+jx) ∈ R, ūl,j = u−l,−j , ‖u‖2s :=

∑
(l,j)∈Zν×Z

〈l, j〉2s|ul,j |2 <∞
}

where
〈l, j〉 := max{1, |l|, |j|}.

From now on, we fix s0 := (ν + 2)/2 > (ν + 1)/2, so that for all s ≥ s0 the Sobolev space Hs is a
Banach algebra, and it is continuously embedded Hs(Tν+1) ↪→ C(Tν+1).

We need some assumptions on the perturbation f(ϕ, x, u, ux, uxx, uxxx). We suppose that

• Type (F). The fully nonlinear perturbation has the form

f(ϕ, x, u, ux, uxxx), (1.2.6)

namely it is independent of uxx (note that the dependence on uxxx may be nonlinear). Otherwise,
we require that
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• Type (Q). The perturbation is quasi-linear, namely

f = f0(ϕ, x, u, ux, uxx) + f1(ϕ, x, u, ux, uxx)uxxx

is affine in uxxx, and it satisfies (naming the variables z0 = u, z1 = ux, z2 = uxx, z3 = uxxx)

∂z2f = α(ϕ)
(
∂2
z3xf + z1∂

2
z3z0f + z2∂

2
z3z1f + z3∂

2
z3z2f

)
(1.2.7)

for some function α(ϕ) (independent on x).

The Hamiltonian nonlinearities in (1.2.11) satisfy the above assumption (Q), see remark 4.1.2. In
comment 3 after Theorem 1.2.5 we explain the reason for assuming either condition (F) or (Q).

The following theorem is an existence result of quasi-periodic solutions.

Theorem 1.2.1. (Existence) There exist s := s(ν) > 0, q := q(ν) ∈ N, such that:

For every quasi-linear nonlinearity f ∈ Cq of the form

f = ∂x
(
g(ωt, x, u, ux, uxx)

)
(1.2.8)

satisfying the (Q)-condition (1.2.7), for all ε ∈ (0, ε0), where ε0 := ε0(f, ν) is small enough, there
exists a Cantor set Cε ⊂ Λ of asymptotically full Lebesgue measure, i.e.

|Cε| → 1 as ε→ 0, (1.2.9)

such that ∀λ ∈ Cε the perturbed equation (1.2.4) has a solution u(ε, λ) ∈ Hs with ‖u(ε, λ)‖s → 0 as
ε→ 0.

We may ensure the linear stability of the solutions requiring further conditions on the nonlin-
earity, see Theorem 1.2.5 for the precise statement. The first case is that of Hamiltonian equations

∂tu = XH(u) ,

XH(u) := ∂x∇L2H(t, x, u, ux) , H(t, x, u, ux) :=
∫

T

u2
x

2
+ εF (ωt, x, u, ux) dx (1.2.10)

which have the form (1.2.1), (1.2.8) with

f(ϕ, x, u, ux, uxx, uxxx) = −∂x
{

(∂z0F )(ϕ, x, u, ux)
}

+ ∂xx
{

(∂z1F )(ϕ, x, u, ux)
}
. (1.2.11)

In this thesis, with a slight abuse of notation,
∫

Td is short for denoting the average (2π)−d
∫

Td . This
notation will be used in all the definitions which will be given, i.e L2-scalar product, symplectic
form, definitions of Hamiltonians etc.

The phase space of (1.2.10) is

H1
0 (T) :=

{
u(x) ∈ H1(T,R) :

∫
T
u(x) dx = 0

}
(1.2.12)

endowed with the non-degenerate two symplectic form

Ω(u, v) :=
∫

T
(∂−1
x u) v dx , ∀u, v ∈ H1

0 (T) , (1.2.13)
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where ∂−1
x u is the periodic primitive of u with zero average (see (4.1.19)).

Notice that the Hamiltonian vector field XH(u) := ∂x∇H(u) is the unique vector field satisfying
the equality

dH(u)[h] = (∇H(u), h)L2(T) = Ω(XH(u), h) , ∀u, h ∈ H1
0 (T) ,

where for all u, v ∈ L2(T) := L2(T,R), we define

(u, v)L2(T) :=
∫

T
u(x)v(x) dx =

∑
j∈Z

ujv−j , u(x) =
∑
j∈Z

uje
ijx , v(x) =

∑
j∈Z

vje
ijx .

We recall also that the Poisson bracket between two Hamiltonians F , G : H1
0 (T)→ R are

{F (u), G(u)} := Ω(XF , XG) =
∫

T
∇F (u)∂x∇G(u)dx . (1.2.14)

As proved in remark 4.1.2, the Hamiltonian nonlinearity f in (1.2.11) satisfies also the (Q)-
condition (1.2.7). As a consequence, Theorem 1.2.1 implies the existence of quasi-periodic solutions
of (1.2.10). In addition, we also prove their linear stability.

Theorem 1.2.2. (Hamiltonian case) For all Hamiltonian quasi-linear equations (1.2.10) the
quasi-periodic solution u(ε, λ) found in Theorem 1.2.1 is linearly stable (see Theorem 1.2.5).

The stability of the quasi-periodic solutions also follows by the reversibility condition

f(−ϕ,−x, z0,−z1, z2,−z3) = −f(ϕ, x, z0, z1, z2, z3). (1.2.15)

Actually (1.2.15) implies that the infinite-dimensional non-autonomous dynamical system

ut = V (t, u), V (t, u) := −uxxx − εf(ωt, x, u, ux, uxx, uxxx)

is reversible with respect to the involution

S : u(x)→ u(−x), S2 = I,

namely
−SV (−t, u) = V (t, Su) .

In this case it is natural to look for “reversible” solutions of (1.2.4), that is

u(ϕ, x) = u(−ϕ,−x) . (1.2.16)

Theorem 1.2.3. (Reversible case) There exist s := s(ν) > 0, q := q(ν) ∈ N, such that:
For every nonlinearity f ∈ Cq that satisfies

(i) the reversibility condition (1.2.15),

and

(ii) either the (F)-condition (1.2.6) or the (Q)-condition (1.2.7),

for all ε ∈ (0, ε0), where ε0 := ε0(f, ν) is small enough, there exists a Cantor set Cε ⊂ Λ with
Lebesgue measure satisfying (1.2.9), such that for all λ ∈ Cε the perturbed Airy equation (1.2.4) has
a solution u(ε, λ) ∈ Hs that satisfies (1.2.16), with ‖u(ε, λ)‖s → 0 as ε→ 0. In addition, u(ε, λ) is
linearly stable.
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Let us make some comments on the results.

1. The quasi-periodic solutions of Theorem 1.2.1 could be unstable because the nonlinearity f has
no special structure and some eigenvalues of the linearized operator at the solutions could have
non zero real part (partially hyperbolic tori). In any case, we reduce to constant coefficients
the linearized operator (Theorem 1.2.4) and we may compute its eigenvalues (i.e. Lyapunov
exponents) with any order of accuracy. With further conditions on the nonlinearity—like
reversibility or in the Hamiltonian case—the eigenvalues are purely imaginary, and the torus
is linearly stable. The present situation is very different with respect to [34], [25]-[29], [21]-
[20] and also [45]-[47], [4], where the lack of stability information is due to the fact that the
linearized equation has variable coefficients.

2. One cannot expect the existence of quasi-periodic solutions of (1.2.4) for any perturbation
f . Actually, if f = m 6= 0 is a constant, then, integrating (1.2.4) in (ϕ, x) we find the
contradiction εm = 0. This is a consequence of the fact that

Ker(ω · ∂ϕ + ∂xxx) = R (1.2.17)

is non trivial. Both the condition (1.2.8) (which is satisfied by the Hamiltonian nonlinearities)
and the reversibility condition (1.2.15) allow to overcome this obstruction, working in a space
of functions with zero average. The degeneracy (1.2.17) also reflects in the fact that the
solutions of (1.2.4) appear as a 1-dimensional family c+uc(ε, λ) parametrized by the “average”
c ∈ R. We could also avoid this degeneracy by adding a “mass” term +mu in (1.2.1), but it
does not seem to have physical meaning.

3. In Theorem 1.2.1 we have not considered the case in which f is fully nonlinear and satisfies
condition (F) in (1.2.6), because any nonlinearity of the form (1.2.8) is automatically quasi-
linear (and so the first condition in (1.2.7) holds) and (1.2.6) trivially implies the second
condition in (1.2.7) with α(ϕ) = 0.

4. The solutions u ∈ Hs have the same regularity in both variables (ϕ, x). This functional
setting is convenient when using changes of variables that mix the time and space variables,
like the composition operators A, T in Sections 4.1.1, 4.1.4,

5. In the Hamiltonian case (1.2.10), the nonlinearity f in (1.2.11) satisfies the reversibility
condition (1.2.15) if and only if F (−ϕ,−x, z0,−z1) = F (ϕ, x, z0, z1).

Theorems 1.2.1-1.2.3 are based on a Nash-Moser iterative scheme. An essential ingredient in
the proof—which also implies the linear stability of the quasi-periodic solutions—is the reducibility
of the linear operator

L := L(u) = ω · ∂ϕ + (1 + a3(ϕ, x))∂xxx + a2(ϕ, x)∂xx + a1(ϕ, x)∂x + a0(ϕ, x) (1.2.18)

obtained by linearizing (1.2.4) at any approximate (or exact) solution u, where the coefficients
ai(ϕ, x) are defined in (4.1.2). Let Hs

x := Hs(T) denote the usual Sobolev spaces of functions of
x ∈ T only.
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Theorem 1.2.4. (Reducibility) There exist σ̄ > 0, q ∈ N, depending on ν, such that:

For every nonlinearity f ∈ Cq that satisfies the hypotheses of Theorems 1.2.1 or 1.2.3, for all
ε ∈ (0, ε0), where ε0 := ε0(f, ν) is small enough, for all u in the ball ‖u‖s0+σ̄ ≤ 1, there exists a
Cantor like set Λ∞(u) ⊂ Λ such that, for all λ ∈ Λ∞(u):

i) for all s ∈ (s0, q − σ̄), if ‖u‖s+σ̄ < +∞ then there exist linear invertible bounded operators W1,
W2 : Hs(Tν+1) → Hs(Tν+1) (see (4.2.72)) with bounded inverse, that semi-conjugate the linear
operator L(u) in (1.2.18) to the diagonal operator L∞, namely

L(u) = W1L∞W−1
2 , L∞ := ω · ∂ϕ +D∞ (1.2.19)

where

D∞ := diagj∈Z{µj}, µj := i(−m3j
3 +m1j) + rj , m3,m1 ∈ R , sup

j
|rj | ≤ Cε . (1.2.20)

ii) For each ϕ ∈ Tν the operators Wi are also bounded linear bijections of Hs
x (see notation (3.1.17))

Wi(ϕ) ,W−1
i (ϕ) : Hs

x → Hs
x , i = 1, 2 .

A curve h(t) = h(t, ·) ∈ Hs
x is a solution of the quasi-periodically forced linear equation

∂th+ (1 + a3(ωt, x))∂xxxh+ a2(ωt, x)∂xxh+ a1(ωt, x)∂xh+ a0(ωt, x)h = 0 (1.2.21)

if and only if the transformed curve

v(t) := v(t, ·) := W−1
2 (ωt)[h(t)] ∈ Hs

x

is a solution of the constant coefficients dynamical system

∂tv +D∞v = 0 , v̇j = −µjvj , ∀j ∈ Z . (1.2.22)

In the reversible or Hamiltonian case all the µj ∈ iR are purely imaginary.

The operator W1 differs from W2 (see (4.2.72)) only for the multiplication by the function ρ in
(4.1.26) which comes from the re-parametrization of time of Section 4.1.2. As explained in Section
3.4 this does not affect the dynamical consequence of Theorem 1.2.4-ii).

The exponents µj can be effectively computed. All the solutions of (1.2.22) are

v(t) =
∑
j∈Z

vj(t)eijx , vj(t) = e−µjtvj(0) .

If the µj are purely imaginary—as in the reversible or the Hamiltonian cases—all the solutions of
(1.2.22) are almost periodic in time (in general) and the Sobolev norm

‖v(t)‖Hs
x

=
(∑
j∈Z
|vj(t)|2〈j〉2s

)1/2
=
(∑
j∈Z
|vj(0)|2〈j〉2s

)1/2
= ‖v(0)‖Hs

x
(1.2.23)

is constant in time. As a consequence we have:
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Theorem 1.2.5. (Linear stability) Assume the hypothesis of Theorem 1.2.4 and, in addition,
that f is Hamiltonian (see (1.2.11)) or it satisfies the reversibility condition (1.2.15). Then, ∀s ∈
(s0, q − σ̄ − s0), ‖u‖s+s0+σ̄ < +∞, there exists K0 > 0 such that for all λ ∈ Λ∞(u), ε ∈ (0, ε0), all
the solutions of (1.2.21) satisfy

‖h(t)‖Hs
x
≤ K0‖h(0)‖Hs

x
(1.2.24)

and, for some a ∈ (0, 1),

‖h(0)‖Hs
x
− εaK0‖h(0)‖Hs+1

x
≤ ‖h(t)‖Hs

x
≤ ‖h(0)‖Hs

x
+ εaK0‖h(0)‖Hs+1

x
. (1.2.25)

Theorems 1.2.1-1.2.5 are proved in Section 4.3.1 collecting all the informations of Sections 4.1-
4.3.

1.2.1 Ideas of the proof

The proof of Theorems 1.2.1-1.2.3 is based on a Nash-Moser iterative scheme in the scale of Sobolev
spaces Hs. The main issue concerns the invertibility of the linearized operator L in (1.2.18), at
each step of the iteration, and the proof of the tame estimates (4.3.7) for its right inverse. This
information is obtained in Theorem 4.2.3 by conjugating L to constant coefficients. This is also
the key which implies the stability results for the Hamiltonian and reversible nonlinearities, see
Theorems 1.2.4-1.2.5.

We now explain the main ideas of the reducibility scheme. The term of L that produces
the strongest perturbative effect to the spectrum (and eigenfunctions) is a3(ϕ, x)∂xxx, and, then
a2(ϕ, x)∂xx. The usual KAM transformations are not able to deal with these terms. The reason is
the following: if in the Homological equation (4.2.41), the operator R were unbounded of order 3,
the solution Ψ defined in (4.2.44), would be unbounded of order 1, thanks to the fact that the small
divisors gain two space derivatives (see (4.2.17)). Hence the iterative scheme would not converge in
any norm, therefore we adopt the following strategy. First, we conjugate the operator L in (1.2.18)
to a constant coefficients third order differential operator plus a bounded remainder

L5 = ω · ∂ϕ +m3∂xxx +m1∂x +R0, m3 = 1 +O(ε), m1 = O(ε) , m1,m3 ∈ R , (1.2.26)

(see (4.1.56)), via changes of variables induced by diffeomorphisms of the torus, a reparametrization
of time, and pseudo-differential operators. This is the goal of Section 4.1. All these transformations
could be composed into one map, but we find more convenient to split the regularization procedure
into separate steps (Sections 4.1.1-4.1.5), both to highlight the basic ideas, and, especially, in
order to derive estimates on the coefficients in Section 4.1.6. Let us make some comments on this
procedure.

1. In order to eliminate the space variable dependence of the highest order perturbation a3(ϕ, x)∂xxx
(see (4.1.20)) we use, in Section 4.1.1, ϕ-dependent changes of variables of the form

(Ah)(ϕ, x) := h(ϕ, x+ β(ϕ, x)) .

These transformations converge pointwise to the identity if β → 0 but not in operatorial
norm. If β is odd, A preserves the reversible structure, see remark 4.1.4. On the other hand
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for the Hamiltonian equation (1.2.10) we use the modified transformation

(Ah)(ϕ, x) := (1 + βx(ϕ, x))h(ϕ, x+ β(ϕ, x)) =
d

dx

{
(∂x−1h)(ϕ, x+ β(ϕ, x))

}
(1.2.27)

for all h(ϕ, ·) ∈ H1
0 (T). This map is canonical, for each ϕ ∈ Tν , with respect to the KdV-

symplectic form (1.2.13), see remark 4.1.3. Thus (1.2.27) preserves the Hamiltonian structure
and also eliminates the term of order ∂xx, see remark 4.1.5.

2. In the second step of Section 4.1.2 we eliminate the time dependence of the coefficients of the
highest order spatial derivative operator ∂xxx by a quasi-periodic time re-parametrization.
This procedure preserves the reversible and the Hamiltonian structure, see remark 4.1.6 and
4.1.7.

3. Assumptions (Q) (see (1.2.7)) or (F) (see (1.2.6)) allow to eliminate terms like a(ϕ, x)∂xx along
this reduction procedure, see (4.1.41). This is possible, by a conjugation with multiplication
operators (see (4.1.34)), if (see (4.1.40))∫

T

a2(ϕ, x)
1 + a3(ϕ, x)

dx = 0 . (1.2.28)

If (F) holds, then the coefficient a2(ϕ, x) = 0 and (1.2.28) is satisfied. If (Q) holds, then an
easy computation shows that a2(ϕ, x) = α(ϕ) ∂xa3(ϕ, x) (using the explicit expression of the
coefficients in (4.1.2)), and so∫

T

a2(ϕ, x)
1 + a3(ϕ, x)

dx =
∫

T
α(ϕ) ∂x

(
log[1 + a3(ϕ, x)]

)
dx = 0 .

In both cases (Q) and (F), condition (1.2.28) is satisfied.

In the Hamiltonian case there is no need of this step because the symplectic transformation
(1.2.27) also eliminates the term of order ∂xx, see remark 4.1.7.

We note that without assumptions (Q) or (F) we may always reduce L to a time dependent
operator with a(ϕ)∂xx. If a(ϕ) were a constant, then this term would even simplify the
analysis, killing the small divisors. The pathological situation that we avoid by assuming (Q)
or (F) is when a(ϕ) changes sign. In such a case, this term acts as a friction when a(ϕ) < 0
and as an amplifier when a(ϕ) > 0.

4. In Sections 4.1.4-4.1.5, we are finally able to conjugate the linear operator to another one
with a coefficient in front of ∂x which is constant, i.e. obtaining (1.2.26). In this step we use
a transformation of the form I + w(ϕ, x)∂−1

x , see (4.1.49). In the Hamiltonian case we use
the symplectic map eπ0w(ϕ,x)∂−1

x , see remark 4.1.13.

5. We can iterate the regularization procedure at any finite order k = 0, 1, . . ., conjugating L to
an operator of the form D +R, where

D = ω · ∂ϕ +D, D = m3∂
3
x +m1∂x + . . .+m−k∂

−k
x , mi ∈ R ,
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has constant coefficients, and the remainder R is arbitrarily regularizing in space, namely

∂kx ◦ R = bounded . (1.2.29)

However, one cannot iterate this regularization infinitely many times, because it is not a
quadratic scheme, and therefore, because of the small divisors, it does not converge. This
regularization procedure is sufficient to prove the invertibility of L, giving tame estimates for
the inverse, in the periodic case, but it does not work for quasi-periodic solutions. The reason
is the following. In order to use Neumann series, one needs that D−1R = (D−1∂−kx )(∂kxR)
is bounded, namely, in view of (1.2.29), that D−1∂−kx is bounded. In the region where the
eigenvalues (iω · l + Dj) of D are small, space and time derivatives are related, |ω · l| ∼ |j|3,
where l is the Fourier index of time, j is that of space, and Dj = −im3j

3 + im1j+ . . . are the
eigenvalues of D. Imposing the first order Melnikov conditions |iω · l + Dj | > γ|l|−τ , in that
region, (D−1∂−kx ) has eigenvalues∣∣∣ 1

(iω · l +Dj)jk
∣∣∣ < |l|τ

γ|j|k
<

C|l|τ

|ω · l|k/3
.

In the periodic case, ω ∈ R, l ∈ Z, |ω·l| = |ω||l|, and this determines the order of regularization
that is required by the procedure: k ≥ 3τ . In the quasi-periodic case, instead, |l| is not
controlled by |ω · l|, and the argument fails.

Once (1.2.26) has been obtained, we implement a quadratic reducibility KAM scheme à la
Eliasson-Kuksin, in order to diagonalize L5, namely to conjugate L5 to the diagonal operator L∞
in (1.2.19). Since we work with finite regularity, we perform a Nash-Moser smoothing regularization
(time-Fourier truncation). In order to decrease quadratically the size of the perturbation R, we
use standard KAM transformations of the form

Φ = I + Ψ , or Φ = exp(Ψ) in Hamiltonian case ,

see Section 4.2.1. At each step of the iteration we have an operator

L = ω · ∂ϕ +D +R ,

where D is a diagonal operator with eigenvalues µj , j ∈ Z and R is a bounded linear operator small
in size. If the operator Ψ solves the homological equation

ω · ∂ϕΨ + [D,Ψ] + ΠNR = [R] , [R] := diagj∈ZR
j
j(0) , (1.2.30)

where ΠN is the time Fourier truncation operator defined in (3.1.18), then

L+ := Φ−1LΦ = ω · ∂ϕ +D+ +R+ ,

where
D+ := D + [R] , R+ := Φ−1

(
Π⊥NR+RΨ−Ψ[R]

)
.

The remainder R+ is the sum of a quadratic function of Ψ, R and a remainder supported on the
high modes. This iterative scheme will converge (see Theorem 4.2.2), since the initial remainder
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R0 in (1.2.26) is a bounded linear operator (of the space variable x) small in size and this property
is preserved along the iteration passing from R to R+. This is the reason why we have performed
the regularization procedure in Sections 4.1.1-4.1.5, before starting with the KAM reducibility
scheme. The homological equation (1.2.30) may be solved by imposing the second order Melnikov
nonresonance conditions

|iω · l + µj(λ)− µk(λ)| ≥ γ|j3 − k3|
〈l〉τ

, ∀l ∈ Zν , |l| ≤ N , j, k,∈ Z ,

(see (4.2.17)). We are able to verify that for most parameters λ ∈ [1/2, 3/2], such non resonance
conditions are satisfied, thanks to the sharp asymptotic expansion of the eigenvalues

µj := µj(λ) = i(−m3(λ)j3+m1(λ)j)+rj(λ) , m3(λ)−1 ,m1(λ) = O(ε) , supj∈Z|rj(λ)| = O(ε) .

Remark 1.2.1. We underline that the goal of the Töplitz-Lipschitz [39], [40], [43] and quasi-
Töplitz property [69], [15], [16], [68] is precisely to provide an asymptotic expansion of the perturbed
eigenvalues sharp enough to verify the second order Melnikov conditions.

Note that the above eigenvalues µj could not be purely imaginary, i.e. rj could have a non-
zero real part which depends on the nonlinearity (unlike the reversible or Hamiltonian case, where
rj ∈ iR). In such a case, the invariant torus could be (partially) hyperbolic. Since we do not control
the real part of rj (i.e. the hyperbolicity may vanish), we perform the measure estimates proving
the diophantine lower bounds of the imaginary part of the small divisors.

The final comment concerns the dynamical consequences of Theorem 1.2.4-ii). All the above
transformations (both the changes of variables of Sections 4.1.1-4.1.5 as well as the KAM matrices
of the reducibility scheme) are time-dependent quasi-periodic maps of the phase space (of functions
of x only), see Section 3.4. It is thanks to this “Töplitz-in-time” structure that the linear equation
(1.2.21) is transformed into the dynamical system (1.2.22) as explained in Section 3.4. Note that in
[45] (and also [29], [21],[20]) the analogous transformations have not this Töplitz-in-time structure
and stability informations are not obtained.

1.3 Main results for autonomous KdV

In this section we present the result announced in [7] and proved in [8], concerning the existence and
the stability of Cantor families of quasi-periodic solutions of Hamiltonian quasi-linear perturbations
of the KdV equation

ut + uxxx − 6uux +N4(x, u, ux, uxx, uxxx) = 0 , (1.3.1)

under periodic boundary conditions x ∈ T := R/2πZ, where

N4(x, u, ux, uxx, uxxx) := −∂x
[
(∂uf)(x, u, ux)− ∂x((∂uxf)(x, u, ux))

]
(1.3.2)

is the most general quasi-linear Hamiltonian (local) nonlinearity. Note that N4 contains as many
derivatives as the linear part ∂xxx. The equation (1.3.1) is the Hamiltonian PDE ut = ∂x∇H(u)
where ∇H denotes the L2(T) gradient of the Hamiltonian

H(u) =
∫

T

u2
x

2
+ u3 + f(x, u, ux) dx (1.3.3)
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on the real phase space H1
0 (T) defined in (1.2.12). We assume that the “Hamiltonian density”

f ∈ Cq(T× R× R; R) for some q large enough, and that

f = f5(u, ux) + f≥6(x, u, ux) , (1.3.4)

where f5(u, ux) denotes the homogeneous component of f of degree 5 and f≥6 collects all the higher
order terms. By (1.3.4) the nonlinearity N4 vanishes of order 4 at u = 0 and (1.3.1) may be seen,
close to the origin, as a “small” perturbation of the KdV equation

ut + uxxx − 6uux = 0 . (1.3.5)

The KdV equation is completely integrable in the strongest possible sense, namely it may be
described by global analytic action angle variables. This has been proved in a series of works by
Kappeler and collaborators, see [11], [12], [48] and also the monograph [49].

A natural question is to know whether the periodic, quasi-periodic or almost periodic solutions
of (1.3.5) persist under small perturbations. This is the content of KAM theory.

We prove the existence of small amplitude, linearly stable, quasi-periodic solutions of (1.3.1),
see Theorem 1.3.1. Note that (1.3.1) does not depend on external parameters. Moreover the KdV
equation (1.3.1) is a completely resonant PDE, namely the linearized equation at the origin is the
linear Airy equation ut + uxxx = 0, which possesses only the 2π-periodic in time solutions

u(t, x) =
∑

j∈Z\{0}
ujeij3teijx . (1.3.6)

Thus the existence of quasi-periodic solutions of (1.3.1) is a purely nonlinear phenomenon (the
diophantine frequencies in (1.3.12) are O(|ξ|)-close to integers with ξ → 0) and a perturbation
theory is more difficult.

The solutions that we find are localized in Fourier space close to finitely many “tangential sites”

S+ := {̄1, . . . , ̄ν} , S := S+ ∪ (−S+) = {±j : j ∈ S+} , ̄i ∈ N \ {0} , ∀i = 1, . . . , ν . (1.3.7)

The set S is required to be even because the solutions u of (1.3.1) have to be real valued. Moreover,
we also assume the following explicit hypotheses on S:

• (S1) j1 + j2 + j3 6= 0 for all j1, j2, j3 ∈ S.

• (S2) @j1, . . . , j4 ∈ S such that j1 + j2 + j3 + j4 6= 0, j3
1 + j3

2 + j3
3 + j3

4 − (j1 + j2 + j3 + j4)3 = 0.

Theorem 1.3.1. Given ν ∈ N, let f ∈ Cq (with q := q(ν) large enough) satisfy (1.3.4). Then, for
all the tangential sites S as in (1.3.7) satisfying (S1)-(S2), the KdV equation (1.3.1) possesses small
amplitude quasi-periodic solutions with diophantine frequency vector ω := ω(ξ) = (ωj)j∈S+ ∈ Rν ,
of the form

u(t, x) =
∑

j∈S+
2
√
ξj cos(ωjt+ jx) + o(

√
|ξ|), ωj := j3 − 6ξjj−1 , (1.3.8)

for a “Cantor-like” set of small amplitudes ξ ∈ Rν
+ with density 1 at ξ = 0. The term o(

√
|ξ|) is

small in some Hs-Sobolev norm, s < q. These quasi-periodic solutions are linearly stable.
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This theorem is proved in Chapter 5. Let us make some comments.

1. (Tangential sites) The set of tangential sites S satisfying (S1)-(S2) can be iteratively con-
structed in an explicit way, see the end of Section 5.7. After fixing {̄1, . . . , ̄n}, in the choice
of ̄n+1 there are only finitely many forbidden values, while all the other infinitely many values
are good choices for ̄n+1. In this precise sense the set S is “generic”.

2. (Stability) The linear stability of the quasi-periodic solutions is discussed after (5.7.41). In a
suitable set of symplectic coordinates (ψ, η, w), ψ ∈ Tν , near the invariant torus, the linearized
equations at the quasi-periodic solutions assume the form (5.7.41), (5.7.42). Actually there
is a complete KAM normal form near the invariant torus (remark 5.4.1), see also [22].

A similar result holds for perturbed (focusing/defocusing) modified KdV equations (m-KdV)

ut + uxxx ± ∂xu3 +N4(x, u, ux, uxx, uxxx) = 0 , (1.3.9)

for Hamiltonian quasi-linear nonlinearity N4 as in (1.3.2).

Theorem 1.3.2. Given ν ∈ N, let f ∈ Cq (with q := q(ν) large enough) satisfy

f(x, u, ux) = O(|(u, ux)|5) . (1.3.10)

Then, for all the tangential sites S in (1.3.7) satisfying

2
2ν − 1

ν∑
i=1

̄ 2
i /∈ Z (1.3.11)

the m-KdV equation (1.3.9) possesses small amplitude quasi-periodic solutions with diophantine
frequency vector ω := ω(ξ) = (ωj)j∈S+ ∈ Rν , of the form

u(t, x) =
∑

j∈S+
2
√
ξj cos(ωjt+ jx) + o(

√
|ξ|), ωj(ξ) = j3 +O(|ξ|), ∀j ∈ S+ , (1.3.12)

for a “Cantor-like” set of small amplitudes ξ ∈ Rν
+ with density 1 at ξ = 0. The term o(

√
|ξ|)

is small in some Hs-Sobolev norm, s < q. These quasi-periodic solutions are linearly stable. In
addition, if the Hamiltonian density f = f(u, ux) does not depend on x, the theorem holds for any
choice of the tangential sites S.

We describe how to prove this Theorem in Chapter 6. We remark that the m-KdV equation

ut + uxxx ± ∂x(u3) = 0

is completely integrable and the defocusing m-KdV admits global analytic action-angle coordinates,
see Kappeler-Schaad-Topalov [50].

Notice that the Theorem 1.3.1 for the KdV equation (1.3.1) is more difficult than Theorem
1.3.2 for the m-KdV (1.3.9) because the nonlinearity is quadratic and not cubic.

We make some further comments.
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1. It is possible to prove also the existence of quasi-periodic solutions for cubic perturbations of
KdV, namely equations of the form

ut + uxxx − 6uux + a∂xu
3 +N4(x, u, ux, uxx, uxxx) = 0 , a 6= 0 .

2. A relevant point is that the fourth order Birkhoff normal form of KdV and mKdV is completely
integrable. The present strategy of the proof — that we describe in detail below — is a rather
general approach for constructing small amplitude quasi-periodic solutions of quasi-linear
perturbed KdV equations. For example it could be applied to generalized KdV equations
with leading nonlinearity up, p ≥ 4, by using the normal form techniques of Procesi-Procesi
[67]-[68].

3. A further interesting open question concerns perturbations of the finite gap solutions of KdV.

1.3.1 Ideas of the proof

We now describe the strategy of the proof of Theorem 1.3.1 for the KdV equation (1.3.1). The
small changes required to prove Theorem 1.3.2 for the m-KdV equation (1.3.9) are given in Chapter
6.

Weak Birkhoff normal form. We decompose the phase space H1
0 (T) in the symplectic subspaces

H1
0 (T) = HS ⊕H⊥S , HS := span{eijx : j ∈ S} ,

and according to the above decomposition, we write u = v+z, where v ∈ HS is called the tangential
variable and z ∈ H⊥S is called the normal one. The dynamics of these two components is quite
different. The variable v contains the largest oscillations of the quasi-periodic solution (1.3.12),
while z remains much closer to the origin. We write the Hamiltonian (1.3.3) as H = H2 +H3 +H≥5,
where H2, H3 are given in (5.1.2) and H≥5 is defined in (5.1.1). We perform a “weak” Birkhoff
normal form (weak BNF), whose goal is to find an invariant manifold of solutions of the third order
approximate KdV equation (1.3.1), on which the dynamics is completely integrable, see Section
5.1. Thus we need to remove-normalize the monomials of the Hamiltonian H which are linear in z
(this is the reason why we call this BNF only “weak”). Since the KdV nonlinearity is quadratic,
two steps of weak BNF are required. In the first step we remove the cubic terms O(v3), O(v2z),
and in the second one we remove-normalize the terms O(v4), O(v3z). The present Birkhoff map is
close to the identity up to finite dimensional operators, see Proposition 5.1.1. The key advantage
is that it modifies N4 very mildly, only up to finite dimensional operators (see for example Lemma
5.5.1), and thus the spectral analysis of the linearized equations (that we shall perform in Section
5.6) is essentially the same as if we were in the original coordinates.

The weak normal form (5.1.5) does not remove (or normalize) the monomials O(z2). This could
be done. However, we do not perform such stronger normal form (called “partial BNF” in Pöschel
[66]) because the corresponding Birkhoff map is close to the identity only up to an operator of
order O(∂−1

x ), and so it would produce, in the transformed vector field N4, terms of order ∂xx and
∂x. A fortiori, we cannot either use the full Birkhoff normal form computed in [49] for KdV, which
completely diagonalizes the fourth order terms, because such Birkhoff map is only close to the
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identity up to a bounded operator. For the same reason, we do not use the global nonlinear Fourier
transform in [49] (Birkhoff coordinates), which is close to the Fourier transform up to smoothing
operators of order O(∂−1

x ).
The weak BNF procedure of Section 5.1 is sufficient to find the first nonlinear (integrable)

approximation of the solutions and to extract the “frequency-to-amplitude” modulation (5.2.10).
In Proposition 5.1.1 we also remove the terms O(v5), O(v4z) in order to have sufficiently good

approximate solutions so that the Nash-Moser iteration of Section 5.7 will converge. This is neces-
sary for KdV whose nonlinearity is quadratic at the origin. These further steps of Birkhoff normal
form are not required if the nonlinearity is yet cubic as for mKdV, see Remark 5.1.1. To this aim,
we choose the tangential sites S such that (S2) holds. We also note that we assume (1.3.4) because
we use the conservation of momentum up to the homogeneity order 5, see (5.0.9).

Action-angle and rescaling. At this point, in Section 5.2 we introduce the action-angle variables
(5.2.1) on the tangential sites and, after the rescaling (5.2.5), the Hamiltonian H in (5.1.5) trans-
forms into the Hamiltonian

Hε := N + P , N := α(ξ) · y +
1
2
(
N(θ)z, z

)
L2(T)

(see (5.2.9)), where α(ξ) is the frequency-to-amplitude relation defined in (5.2.10).
Note that the coefficients of the normal form N in (5.2.11) depend on the angles θ, unlike the

usual KAM theorems [66], [53], where the whole normal form is reduced to constant coefficients
(see Section 2.1). This is because the weak BNF of Section 5.1 did not normalize the quadratic
terms O(z2). These terms are dealt with the “linear Birkhoff normal form” (linear BNF) in Sections
5.6.4, 5.6.5. In some sense here the “partial” Birkhoff normal form of [66] is splitted into the weak
BNF of Section 5.1 and the linear BNF of Sections 5.6.4, 5.6.5.

The action-angle variables are convenient for proving the stability of the solutions.

The nonlinear functional setting. We look for an embedded invariant torus i : Tν → Tν ×Rν ×H⊥S ,
ϕ→ i(ϕ) := (θ(ϕ), y(ϕ), z(ϕ)) of the Hamiltonian vector field XHε filled by quasi-periodic solutions
with diophantine frequency ω. Notice that by (5.3.3), the diophantine frequency ω is O(ε2) close
to the integer vector ω̄ in (5.0.3), therefore the diophantine constant γ in (5.3.4) satisfies γ = o(ε2).
Actually, in order to find an invariant torus for XHε , we look for zeros of the nonlinear operator

F(i, ζ) := F(i, ζ, ω) := ω · ∂ϕi−XHε,ζ (i) , (1.3.13)

(see (5.3.6)), where XHε,ζ is the Hamiltonian vector field generated by the modified Hamiltonian
Hε,ζ := Hε + ζ · θ with ζ ∈ Rν . The unknowns in (1.3.13) are the embedded invariant torus i
and ζ, the frequency ω plays the role of an “external” parameter. The auxiliary variable ζ ∈ Rν

is introduced in order to control the average in the y-component of the linearized equation (see
(5.4.42), (5.4.43)). By Lemma 5.4.1, if F(i, ζ) = 0 then ζ = 0 and thus ϕ → i(ϕ) is an invariant
torus for the Hamiltonian vector field XHε . The solution of the functional equation F(i, ζ) = 0, is
obtained by a Nash-Moser iterative scheme in Sobolev scales. The key step is to construct (for ω
restricted to a suitable Cantor-like set) an approximate inverse (à la Zehnder [76]) of the linearized
operator di,ζF(i0, ζ0) in (5.4.1) at any approximate solution (i0, ζ0). This means to find a linear
operator T0 such that

di,ζF(i0, ζ0) ◦T0 − I = O(γ−1F(i0, ζ0)) ,
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See Theorem 5.4.1. Note that the operator T0 is an exact right inverse of the linearized operator,
at an exact solution F(i0, ζ0) = 0.

A major difficulty is that the tangential and the normal dynamics near an invariant torus are
strongly coupled. This difficulty is overcome by implementing the abstract procedure in Berti-Bolle
[22]-[23] developed in order to prove existence of quasi-periodic solutions for autonomous NLW
(and NLS) with a multiplicative potential. This approach reduces the search of an approximate
inverse for (5.3.6) to the invertibility of a quasi-periodically forced PDE restricted on the normal
directions. This method approximately decouples the “tangential” and the “normal” dynamics
around an approximate invariant torus, introducing a suitable set of symplectic variables (ψ, η, w)
near the torus, see (5.4.26). Note that, in the first line of (5.4.26), ψ is the “natural” angle variable
which coordinates the torus, and, in the third line, the normal variable z is only translated by
the component z0(ψ) of the torus. The second line completes this transformation to a symplectic
one. The canonicity of this map is proved in Lemma 5.4.5, using the isotropy of the approximate
invariant torus iδ, see Lemma 5.4.4. The change of variable (5.4.26) brings the torus iδ “at the
origin”. The advantage is that the second equation in (5.4.42) (which corresponds to the action
variables of the torus) can be immediately solved, see (5.4.44). Then it remains to solve the third
equation (5.4.45), i.e. to invert the linear operator Lω. This is, up to finite dimensional remainders,
a quasi-periodic Hamiltonian linear Airy equation perturbed by a variable coefficients differential
operator of order O(∂xxx). The exact form of Lω is obtained in Proposition 5.5.1.

Reduction of the linearized operator in the normal directions. In Section 5.6 we conjugate the
variable coefficients operator Lω in (5.5.34) to a diagonal operator with constant coefficients which
describes infinitely many harmonic oscillators

v̇j + µ∞j vj = 0 , µ∞j := i(−m3j
3 +m1j) + r∞j ∈ iR , j /∈ S , (1.3.14)

where the constants m3 − 1, m1 ∈ R and supj |r∞j | are small, see Theorem 4.2.1. The main
perturbative effect to the spectrum (and the eigenfunctions) of Lω is clearly due to the term
a1(ωt, x)∂xxx (see (5.5.34)), and it is too strong for the usual reducibility KAM techniques to work
directly. The conjugacy of Lω with (1.3.14) is obtained in several steps. The first task (obtained
in Sections 5.6.1-5.6.6) is to conjugate Lω to another Hamiltonian operator acting on H⊥S with
constant coefficients

L6 := Π⊥S
(
ω · ∂ϕ +m3∂xxx +m1∂x

)
Π⊥S +R6 , m1,m3 ∈ R , (1.3.15)

up to a small bounded remainder R6 = O(∂0
x), see (5.6.113). This expansion of Lω in “decreasing

symbols” with constant coefficients is similar to the one explained in Section 1.2.1 for the forced
Airy equation and it is somehow in the spirit of the works of Iooss, Plotnikov and Toland [45]-[47]
in water waves theory, and Baldi [4] for Benjamin-Ono. It is obtained by transformations which are
very different from the usual KAM changes of variables. There are several differences with respect
to the forced case:

1. The first step is to eliminate the x-dependence from the coefficient a1(ωt, x)∂xxx of the Hamil-
tonian operator Lω. We cannot use the symplectic transformation A defined in (5.6.1), used
in Section 4.1.1, because Lω acts on the normal subspace H⊥S only, and not on the whole
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Sobolev space as L in (4.1.1). We can not use the restricted map A⊥ := Π⊥SAΠ⊥S which is
not symplectic. In order to find a symplectic diffeomorphism of H⊥S near A⊥, the first ob-
servation is to realize A as the flow map of the time dependent Hamiltonian transport linear
PDE (5.6.3). Thus we conjugate Lω with the flow map of the projected Hamiltonian equation
(5.6.5). In Lemma 5.6.1 we prove that it differs from A⊥ up to finite dimensional operators.
A technical, but important, fact is that the remainders produced after this conjugation of Lω
remain of the finite dimensional form (5.5.7), see Lemma 5.6.2.

This step may be seen as a quantitative application of the Egorov theorem, see [71], which
describes how the principal symbol of a pseudo-differential operator (here a1(ωt, x)∂xxx) trans-
forms under the flow of a linear hyperbolic PDE (here (5.6.5)).

2. Since the weak BNF procedure of Section 5.1 did not touch the quadratic terms O(z2), the
operator Lω has variable coefficients also at the orders O(ε) and O(ε2), see (5.5.34)-(5.5.35).
These terms cannot be reduced to constants by the perturbative scheme, which applies to
terms R such that Rγ−1 � 1 where γ is the diophantine constant of the frequency vector ω.
Here, since KdV is completely resonant, such γ = o(ε2), see (5.3.4). These terms are reduced
to constant coefficients in Sections 5.6.4-5.6.5 by means of purely algebraic arguments (linear
BNF), which, ultimately, stem from the complete integrability of the fourth order BNF of
the KdV equation (1.3.5), see [49].

The order of the transformations of Sections 5.6.1-5.6.7 used to reduce Lω is not accidental. The
first two steps in Sections 5.6.1, 5.6.2 reduce to constant coefficients the quasi-linear term O(∂xxx)
and eliminate the term O(∂xx), see (5.6.45) (the second transformation is a time quasi-periodic
reparametrization of time). Then, in Section 5.6.3, we apply the transformation T (5.6.64) in such
a way that the space average of the coefficient d1(ϕ, ·) in (5.6.65) is constant. This is done in view of
the applicability of the descent method in Section 5.6.6. All these transformations are composition
operators induced by diffeomorphisms of the torus. Therefore they are well-defined operators of a
Sobolev space into itself, but their decay norm is infinite! We perform the transformation T before
the linear Birkhoff normal form steps of Sections 5.6.4-5.6.5, because T is a change of variable that
preserves the form (5.5.7) of the remainders (it is not evident after the Birkhoff normal form). The
Birkhoff transformations are symplectic maps of the form I+εO(∂−1

x ). Thanks to this property the
coefficient d1(ϕ, x) obtained in step 5.6.3 is not changed by these Birkhoff maps. The transformation
in Section 5.6.6 is one step of “descent method” which transforms d1(ϕ, x)∂x into a constant m1∂x.
It is at this point of the regularization procedure that the assumption (S1) on the tangential sites
is used, so that the space average of the function q>2 is zero, see Lemma 5.5.5. Actually we only
need that the average of the function in (5.5.33) is zero. If f5 = 0 (see (1.3.4)) then (S1) is not
required. This completes the task of conjugating Lω to L6 in (1.3.15).

Finally, in Section 5.6.7 we apply the abstract reducibility Theorem 4.2.2, based on a quadratic
KAM scheme, which completely diagonalizes the linearized operator, obtaining (1.3.14). The re-
quired smallness condition (5.6.115) for R6 holds. Indeed the biggest term in R6 comes from the
conjugation of ε∂xvε(θ0(ϕ), yδ(ϕ)) in (5.5.35). The linear BNF procedure of Section 5.6.4 had
eliminated its main contribution ε∂xvε(ϕ, 0). It remains ε∂x

(
vε(θ0(ϕ), yδ(ϕ))− vε(ϕ, 0)

)
which has

size O(ε7−2bγ−1) due to the estimate (5.4.4) of the approximate solution. This term enters in the
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variable coefficients of d1(ϕ, x)∂x and d0(ϕ, x)∂0
x. The first one had been reduced to the constant

operator m1∂x by the descent method of Section 5.6.6. The latter term is an operator of order
O(∂0

x) which satisfies (5.6.115). Thus L6 may be diagonalized by the iterative scheme of Theorem
4.2 in 4.2.2 which requires the smallness condition O(ε7−2bγ−2)� 1. This is the content of Section
5.6.7.

The Nash-Moser iteration. In Section 5.7 we perform the nonlinear Nash-Moser iteration which
finally proves Theorem 5.3.1 and, therefore, Theorem 1.3.1. The optimal smallness condition re-
quired for the convergence of the scheme is ε‖F(ϕ, 0, 0)‖s0+µγ

−2 � 1, see (5.7.5). It is verified
because ‖XP (ϕ, 0, 0)‖s ≤s ε6−2b (see (5.3.15)), which, in turn, is a consequence of having elimi-
nated the terms O(v5), O(v4z) from the original Hamiltonian (5.1.1), see (5.1.5). This requires the
condition (S2).
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The Thesis is organized as follows:

• In Chapter 2 we present the classical KAM approach for 1-dimensional Hamiltonian PDEs
both for bounded and unbounded perturbations.

More precisely, in Section 2.1 we describe the classical KAM Theorem of Kuksin [54] and
Pöschel [65], for infinite dimensional Hamiltonian systems with bounded nonlinear perturba-
tions. We follow the presentation in [65].

In Section 2.2 we describe the KAM result obtained by Kuksin [55] and Kappeler and Pöschel
[49] for unbounded Hamiltonian perturbations of KdV (equation 2.2.1).

• In Chapter 3 we introduce some definitions and technical tools which will be used in Chapters
4, 5, for the proof of the theorems stated in Sections 1.2, 1.3. We collect the properties of
the matrix decay norm for a linear operator (Section 3.1) and we also define real, reversible
and Hamiltonian operators, see Sections 3.2, 3.3. In Section 3.4 we give the dynamical
interpretation of the reduction procedure of Sections 4.1, 4.2.

• In Chapter 4 we prove Theorems 1.2.1-1.2.5 concerning the existence and the stability of
quasi-periodic solutions for the forced quasi-linear and fully nonlinear perturbed Airy equation
(1.2.1).

• In Chapter 5 we prove Theorem 1.3.1 concerning the existence and the stability of quasi-
periodic small-amplitude solutions of the quasi-linear Hamiltonian autonomous perturbed
KdV equation (1.3.1).

• In Chapter 6 we explain how to modify the proof given in Chapter 5 for the quasi-linear KdV
equation (1.3.1), to prove Theorem 1.3.2 for quasi-linear Hamiltonian perturbations of the
modified KdV equation (1.3.9).

• In Chapter 7 we present some future perspectives.

• In Appendix A we collect classical tame estimates for product, composition of functions and
changes of variables in Sobolev spaces.
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Chapter 2

Classical KAM results for

Hamiltonian PDEs

2.1 The classical KAM approach for Hamiltonian PDEs

As we have already said in Section 1.1, the normal form KAM approach has been introduced by
Kuksin [53], [54], Wayne [73], Pöschel [65], [66] for 1-dimensional nonlinear Schrödinger and wave
equations with bounded perturbations in the case of Dirichlet boundary conditions.

In the KAM framework it is usual to reduce the search of quasi-periodic solutions of param-
eter independent equations to the search of invariant tori for parameter dependent Hamiltonians
which are small perturbations of a quadratic normal form. In the applications to the parameter
independent NLS and NLW equations (1.1.1), (1.1.2), the “unperturbed actions” are introduced as
parameters thanks to the non-degeneracy of the Birkhoff normal form.

Following [65], we consider a ξ-dependent family of real-valued Hamiltonians

H(θ, I, z, z̄, ξ) := N(I, z, z̄, ξ) + P (θ, I, z, z̄, ξ) , (2.1.1)

defined on the phase space
Pa,p := Tν × Rν × `a,p × `a,p ,

where `a,p is the complex Hilbert space of sequences (wn)n≥1 endowed with the norm ‖ ‖a,p, where

‖w‖2a,p :=
∑
n≥1

|wn|2|n|2pe2an .

The normal form is
N(I, z, z̄, ξ) := ω(ξ) · I + Ω(ξ) · zz̄ , (2.1.2)

where
ω(ξ) := (ω1(ξ), . . . , ων(ξ)) ∈ Rν

are called the tangential frequencies and

Ω(ξ) := diagj≥1Ωj(ξ) ,
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Ωj ∈ R for all j ≥ 1, are called the normal frequencies. We use the notation

Ω(ξ) · zz̄ :=
∑
j≥1

Ωj(ξ)zj z̄j .

The perturbation P is analytic in all its variables and the parameters ξ are in Π which is a bounded
domain on Rν . The symplectic form on the phase space Pa,p is

W :=
ν∑
i=1

dθi ∧ dIi − i
∑
j≥1

dzj ∧ dz̄j .

The Hamiltonian vector field generated by the Hamiltonian H : Pa,p → R is defined as

XH(θ, I, z, z̄) := (∂IH,−∂θH, i∂z̄H,−i∂zH) ,

and the Hamilton equations are

d

dt
(θ, I, z, z̄) = XH(θ, I, z, z̄) .

The Poisson bracket between two Hamiltonians G,F : Pa,p → R are defined as

{G,F} :=W(XG, XF ) =
ν∑
i=1

(
∂θiG∂IiF − ∂IiG∂θiF

)
− i
∑
j≥1

(
∂zjG∂z̄jF − ∂z̄jG∂zjF

)
. (2.1.3)

If in (2.1.1) the perturbation P = 0, the Hamilton equations become
θ̇ = ω(ξ)

İ = 0

ż = iΩ(ξ)z
˙̄z = −iΩ(ξ)z̄ .

This system admits the quasi-periodic solutions

θ(t) = θ0 + ω(ξ)t , I(t) = 0 , z(t) = 0 , ∀ξ ∈ Π ,

hence the trivial torus Tν × {0} × {0} × {0} is invariant for the Hamiltonian vector field XN .
The purpose of KAM Theory is to prove the persistence of such invariant tori for the perturbed
Hamiltonian H = N + P . In Kuksin [54] and Pöschel [65] the assumptions are the following.

• (H1) Non degeneracy. The map ξ → ω(ξ) is a homeomorphism between Π and ω(Π) and
it is Lipschitz continuous together with its inverse. Moreover for any l ∈ Zν , j, j′ ≥ 1 the sets

R(I)
lj :=

{
ξ ∈ Π : ω(ξ) · l ± Ωj(ξ) = 0

}
,

R(II)
ljj′ :=

{
ξ ∈ Π : ω(ξ) · l + Ωj(ξ)± Ωj′(ξ) = 0

}
have zero Lebesgue measure.

Note that this hyphothesis is violated in the presence of frequencies with double multiplicity.
Indeed if Ωj = Ωj′ for some j 6= j′, the set R(II)

0jj′ coincides with the whole parameter space Π.
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• (H2) Frequency asymptotics. There exist d ≥ 1, δ < d−1 such that the normal frequencies
Ωj(ξ) satisfy

Ωj(ξ) = jd + . . .+O(jδ) , ∀j ≥ 1 ,

where the dots stand for fixed lower order terms in j. More precisely for all j ≥ 1 there exists
Ωj = jd + . . ., parameter independent, such that the functions

ξ → j−δ[Ωj(ξ)− Ωj ]

are uniformly Lipschitz on Π.

• (H3) Regularity. The perturbation P is real analytic on Pa,p and Lipschitz with respect
to the parameter ξ ∈ Π, moreover the Hamiltonian vector field

XP := (∂IP,−∂θP, i∂z̄P,−i∂zP )

satisfies

XP : Pa,p → Pa,p̄ ,

{
p̄ ≥ p , d > 1

p̄ > p , d = 1
,

and p − p̄ ≤ δ < d − 1. To make this assumption quantitative, we assume that XP is real
analytic on a complex neighbourhood D(s, r) of Tν × {0} × {0} × {0} defined as follows:

D(s, r) := {|Imθ| ≤ s} × {|I| ≤ r2} × {‖z‖a,p + ‖z̄‖a,p ≤ r} .

For W = (θ, I, z, z̄), we introduce the weighted norm

‖W‖r := |θ|+ r−2|I|+ r−1‖z‖a,p + r−1‖z̄‖a,p ,

and correspondingly we define

‖XP ‖r,D(s,r) := supD(s,r)‖XP ‖r ,

‖XP ‖sup
r,D(s,r) := supξ∈Π‖XP (·, ξ)‖r,D(s,r) ,

‖XP ‖lipr,D(s,r) := supξ1 6=ξ2
‖XP (·, ξ1)−XP (·, ξ2)‖r,D(s,r)

|ξ1 − ξ2|

and the weighted norm

‖XP ‖Lip(γ)
r,D(s,r) := ‖XP ‖sup

r,D(s,r) + γ‖XP ‖lipr,D(s,r) , γ ∈ (0, 1) .

We remark that the hyphothesis (H3) fails in the case of Hamiltonian systems with un-
bounded perturbations. In the next Section 2.2, we will explain how to deal with unbounded
perturbations of order 1, in order to develop KAM theory for the semilinear KdV (1.1.4).

Now let us state the KAM theorem of Kuksin [54] and Pöschel [65].

29



Theorem 2.1.1. Let us suppose that the Hamiltonian H = N +P satisfies the assumptions (H1)-
(H3), and let

ε := ‖XP ‖Lip(γ)
r,D(s,r) .

There exists a small constant δ := δ(s, ν) > 0, such that for

εγ−1 ≤ δ ,

there exists a Cantor set Π∞ ⊂ Π, a Lipschitz continuous family of embedded tori

Φ∞ : Tν ×Π∞ → Pa,p̄ ,

and a Lipschitz map ω∞ : Π∞ → Rν such that for all ξ ∈ Π∞, Φ∞(·, ξ) is an invariant torus with
frequency ω∞(ξ) for the Hamiltonian H(·, ξ) = N(·, ξ) + P (·, ξ). The frequency map ω∞ satisfies

|ω∞ − ω|Lip(γ) ≤ Cε .

The map Φ∞ is real analytic on the complex neighbourhood |Imθ| < s
2 and it satisfies

‖Φ∞ − Φ0‖Lip(γ)
r ≤ Cεγ−1 ,

where Φ0 is the trivial embedding of the torus Tν ×{0}× {0}× {0} into the phase space Pa,p. The
Cantor set Π∞ satisfies

|Π \Π∞| ≤ Cγ .

We give a short outline of the proof, following Pöschel [65]. The idea is to construct iteratively a
sequence of symplectic transformations Φ1,Φ2, . . . ,Φk, . . ., which transform the Hamiltonian (2.1.1)
into another Hamiltonian which has an invariant torus at the origin. At the k-th step of the
iteration, we have a Hamiltonian

Hk = Nk + Pk ,

which is a perturbation Pk of a normal form Nk as in (2.1.2). We look for a symplectic transfor-
mation Φk such that

Hk ◦ Φk = Nk+1 + Pk+1 ,

where Nk+1 has still the form (2.1.2) and

XPk+1
≈ Xα

Pk
, for some α > 1 ,

which implies that the iterative scheme converges super-exponentially fast.
Let us describe the step of this iteration in more details. To simplify notations we drop the

index k and we write + instead of k + 1. First we write

H = N + P = N +R+ (P −R) , (2.1.4)

where R is a truncation in the Taylor expansion of P defined as

R :=P 000(θ) + P 010(θ) · I + 〈P 010(θ), z〉+ 〈P 001(θ), z̄〉+ 〈P 020(θ)z, z〉
+ 〈P 011(θ)z, z̄〉+ 〈P 002z̄, z̄〉 , (2.1.5)
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with
〈P 010(θ), z〉 :=

∑
j≥1

P 010
j (θ)zj , 〈P 001(θ), z̄〉 :=

∑
j≥1

P 001
j (θ)z̄j ,

〈P 020(θ)z, z〉 :=
∑
j,j′≥1

P 020
jj′ (θ)zjzj′ , 〈P 011(θ)z, z̄〉 :=

∑
j,j′≥1

P 011
jj′ (θ)zj z̄j′ ,

〈P 002z̄, z̄〉 :=
∑
j,j′≥1

P 002
jj′ (θ)z̄j z̄j′ .

The purpose is to remove-normalize the term R. The reason is that if R = 0 the torus Tν × {0} ×
{0} × {0} is invariant for H. To do this, we look for a symplectic transformation Φ as the time-1
flow map (Φt

F )|t=1 of a Hamiltonian F of the form (2.1.5), namely

F :=F 000(θ) + F 010(θ) · I + 〈F 010(θ), z〉+ 〈F 001(θ), z̄〉+ 〈F 020(θ)z, z〉
+ 〈F 011(θ)z, z̄〉+ 〈F 002z̄, z̄〉 . (2.1.6)

Using the Lie expansion

H ◦ Φt
F := exp(adF (H)) =

∑
n≥0

adnF (H)tn

n!
, adF (H) := {H,F} ,

we get

H ◦ Φ = N ◦ Φ +R ◦ Φ + (P −R) ◦ Φ = N +R+ {N,F}+Q+ (P −R) ◦ Φ ,

where Q is a quadratic term in R and F . The point is to normalize the linear terms, namely to
solve the homological equation

{N,F}+R = [R] , (2.1.7)

where
[R] = ê+ ω̂ · I + Ω̂ · zz̄

ê := 〈P 000〉θ , ω̂ := 〈P 100〉θ , Ω̂ := diagj≥1〈P 011
jj 〉θ ,

and for any function f(θ), θ ∈ Tν , the notation 〈f〉θ stands for the average of f on the torus Tν .
According to (2.1.3), (2.1.5), (2.1.6), the equation (2.1.7) leads to solve

ω · ∂θF 000(θ) + P 000(θ) = ê , ω · ∂θF 100(θ) + P 100(θ) = ω̂ , (2.1.8)

(ω · ∂θ + iΩj)F 010
j (θ) + P 010

j (θ) = 0 , (ω · ∂θ − iΩj)F 001
j (θ) + P 001

j (θ) = 0 , ∀j ≥ 1 , (2.1.9)

(ω · ∂θ + iΩj + iΩj′)F 020
jj′ (θ) + P 020

jj′ (θ) = 0 , (ω · ∂θ − iΩj − iΩj′)F 002
jj′ (θ) + P 002

jj′ (θ) = 0 , (2.1.10)

for all j, j′ ≥ 1,
(ω · ∂θ + iΩj − iΩj′)F 011

jj′ (θ) + P 011
jj′ (θ) = 0 , ∀j 6= j′ , (2.1.11)

ω · ∂θF 011
jj (θ) + P 011

jj (θ) = 〈P 011
jj 〉θ , ∀j ≥ 1 . (2.1.12)

The equations (2.1.8)-(2.1.12) are constant coefficients partial differential equations on the torus
Tν . They can be solved by expanding the coefficients of F and P in Fourier series with respect to
θ and imposing the following non-resonance conditions:
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• Zero-th order Melnikov conditions

|ω · l| ≥ γ

|l|τ
, ∀l ∈ Zν \ {0} , (2.1.13)

to solve the equations in (2.1.8), (2.1.12).

• First order Melnikov conditions

|ω · l ± Ωj | ≥
γ

|l|τ
, ∀l ∈ Zν , j ≥ 1 , (2.1.14)

to solve the equations in (2.1.9).

• Second order Melnikov conditions

|ω · l + Ωj + Ωj′ | ≥
γ

|l|τ
, ∀l ∈ Zν , j, j′ ≥ 1 (2.1.15)

to solve the equations in (2.1.10) and

|ω · l + Ωj − Ωj′ | ≥
γ

|l|τ
, ∀(l, j, j′) 6= (0, j, j) (2.1.16)

to solve the equation in (2.1.11).

Since the Hamiltonian vector field XP is a bounded nonlinear operator of the phase space (see
Assumption (H3)), the solution F of the Homological equation (2.1.7) generates a Hamiltonian
vector field XF which is bounded too, in particular it satisfies the estimate

‖XF ‖Lip(γ)
r,D(s−σ,r) ≤ Cγ

−1σ−C(τ,ν)‖XP ‖Lip(γ)
r,D(s,r) , ∀ 0 < σ ≤ s .

This implies that the Hamiltonian flow Φt
F generated by the Hamiltonian vector field XF is a

bounded symplectic transformation of the phase space Pa,p onto itself. This is the core of the
iterative procedure.

Actually the previous approach proves also the existence of a KAM normal form nearby the
invariant tori found in Theorem 2.1.1. Indeed it is possible to prove that the normal forms

Nk = ωk(ξ) · I + Ωk(ξ) · zz̄

converge on the analytic domain D(s/2, r/2) to a normal form

N∞ := ω∞(ξ) · I + Ω∞(ξ) · zz̄ ,

where the frequencies ω∞, Ω∞ satisfy the Melnikov non-resonance conditions (2.1.13)-(2.1.16). The
transformations Φk converge to a symplectic analytic map

Φ∞ : D(s/2, r/2)×Π∞ → D(s, r) .

Moreover the transformed Hamiltonian H∞ : D(s/2, r/2)×Π∞ → R is

H∞ := H ◦ Φ∞ = N∞ + P∞ , (2.1.17)

where the perturbation P∞ does not contain the monomials of the type (2.1.5) in its Taylor ex-
pansion, namely according to the splitting (2.1.4), (2.1.5), one has R∞ = 0. For the Hamiltonian
(2.1.17) the trivial torus Tν × {0} × {0} × {0} is an invariant torus with frequency ω∞(ξ), for all
ξ ∈ Π∞.
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Remark 2.1.1. In the KAM formulation of Berti-Biasco in [14], the Cantor set Π∞ is defined
(in a more convenient way) only in terms of the final frequencies (ω∞,Ω∞) and not inductively at
each step of the iteration.

(Linear stability) The existence of the KAM normal form H∞ in (2.1.17) implies the linear
stability of the invariant KAM torus. Indeed the linearized equation at the trivial torus ϕ →
(ϕ, 0, 0, 0) has the form 

θ̇ = A(ω∞t)I +B(ω∞t)u

İ = 0

u̇ = i
(
Ω∞u+ C(ω∞t)I

)
,

(2.1.18)

where

u := (z, z̄) , Ω∞ :=

(
Ω∞ 0
0 −Ω∞

)
,

A(ω∞t) : Rν → Rν , B(ω∞t) : `a,p × `a,p → Rν C(ω∞t) : Rν → `a,p × `a,p .

Let Z1(ϕ), Z2(ϕ), Z3(ϕ) satisfy

ω∞ · ∂ϕZ1(ϕ) = iΩ∞Z1(ϕ) + iC(ϕ) , (2.1.19)

ω∞ · ∂ϕZ2(ϕ) = −iZ2(ϕ)Ω∞ +A(ϕ) , (2.1.20)

ω∞ · ∂ϕZ3(ϕ) = A(ϕ)Z1(ϕ) +B(ϕ)−B , (2.1.21)

where B is the constant coefficients ν × ν matrix defined as

B :=
∫

Tν
A(ϕ)Z1(ϕ) +B(ϕ) dϕ .

Notice that the equations (2.1.19)-(2.1.21) may be solved, since the frequencies (ω∞,Ω∞) satisfy
the Melnikov conditions (2.1.13), (2.1.14).

Under the change of coordinatesθI
u

→
θ + Z3(ω∞t)I + Z2(ω∞t)u

I

u+ Z1(ω∞t)I


(see Eliasson-Kuksin [37], Section 1.7) the linearized system (2.1.18) is reduced to the constant
coefficients linear system 

θ̇ = BI

İ = 0

u̇ = iΩ∞u ,

whose solutions are

θ(t) = θ0 + (BI0)t , I(t) = I0 , u(t) = exp(iΩ∞t)u0 , ∀t ∈ R .

The linear stability follows, since the actions I(t) remain constants and the normal variables u(t)
do not increase their norm ‖ ‖a,p.
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2.2 KAM for unbounded perturbations

In this section we describe the KAM result proved in Kuksin [55] and Kappeler and Pöschel [49]
for analytic Hamiltonian perturbations of the KdV equation

ut + uxxx − 6uux + ε∂xf(x, u) = 0 , x ∈ T , (2.2.1)

where ε > 0 is a small parameter. In the above results the authors develop a perturbation theory
for large finite gap solutions of KdV.

The equation (2.2.1) is a Hamiltonian PDE of the form ∂tu = ∂x∇H(u), with Hamiltonian

H := HKdV + εK , (2.2.2)

where

HKdV (u) :=
∫

T

u2
x

2
+ u3 dx , K(u) :=

∫
T
F (x, u) dx , ∂uF (x, u) = −f(x, u) (2.2.3)

defined on the phase space H1
0 (T).

For ε = 0 the equation (2.2.1) reduces to the KdV equation

ut + uxxx − 6uux = 0 .

The KdV equation is completely integrable and it may be described by global analytic action-angle
coordinates, see Theorem 2.2.1. In order to give a precise statement, we introduce some notations.
For all s ≥ 0, we define the real Hilbert spaces

`s :=
{

(x1, x2, . . .) : xj ∈ R ∀j , ‖x‖2s :=
∑
j≥1

|j|2s|xj |2 < +∞
}
, (2.2.4)

and we consider the product `s × `s endowed with the symplectic form

w :=
∑
j≥1

dxj ∧ dyj . (2.2.5)

For all s ≥ 0, we define

Hs
0(T,R) :=

{
u ∈ Hs(T,R) :

∫
T
u(x) dx = 0

}
and we use the notation L2

0(T) := H0
0 (T).

The following theorem has been first proved in [11], [12]. A different proof has been presented
in [48]. Here we report the statement of Theorem 1.1 in Kappeler-Pöschel [49].

Theorem 2.2.1 (Global Birkhoff coordinates). There exists a symplectic diffeomorphism

Φ : `
1
2 × `

1
2 → L2

0(T)

which satisfies the following properties:

• Φ is analytic togheter with its inverse, and it preserves the symplectic forms (1.2.13), (2.2.5).
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• For any s ≥ 0,
Φ : `s+

1
2 × `s+

1
2 → Hs

0(T),

is invertible and analytic togheter with its inverse.

• The transformed Hamiltonian

HKdV (x, y) := (HKdV ◦ Φ)(x, y) , (x, y) ∈ `s+
1
2 × `s+

1
2 , x = (xn)n≥1 , y = (yn)n≥1 ,

depends only on x2
n + y2

n, for all n ≥ 1.

As a consequence the transformed Hamiltonian HKdV depends only on the actions

I := (In)n≥1 , In :=
x2
n + y2

n

2
, ∀n ≥ 1 ,

namely
HKdV = HKdV (I1, I2, . . .) .

The Hamilton equations generated by HKdV are{
ẋn = ωn(I)yn
ẏn = −ωn(I)xn ,

ωn(I) := ∂InHKdV (I) , ∀n ≥ 1 ,

whose solutions are

xn(t) =
√

2In,0 cos(θn,0 + ωn(I0)t) , yn(t) =
√

2In,0 sin(θn,0 + ωn(I0)t)

for all n ≥ 1 and I0 := (In,0)n≥1. This implies that all the solutions of the KdV equation are periodic,
quasi periodic or almost periodic in time. The quasi-periodic solutions of KdV are called finite gap
solutions. In the remaining part of this Chapter, we will explain (following the presentation of
Kappeler and Pöschel in [49]) how to prove the persistence of such quasi-periodic solutions for the
perturbed KdV equation (2.2.1).

Remark 2.2.1 (Frequency map). It is proved in [49]-Section 15, that the frequency map

I → ω(I) := (ωn(I))n≥1 , ω : P`13 → `∞−3 ,

where

`13 :=
{
I := (In)n≥1 : ‖I‖`13 :=

∑
n≥1

|n|3|In| < +∞
}
, P`13 :=

{
I ∈ `31 : In > 0 , ∀n ≥ 1

}
,

`∞−β :=
{
I := (In)n≥1 : ‖I‖`∞−3

:= supn≥1|n|−β|In| < +∞
}
∀β ∈ R .

Moreover
ω = λ+ ω̃ , λ := (n3)n∈N , (2.2.6)

(we restricted to the phase space H1
0 (T) and so c = 0 in the definition of λn given in Corollary 15.2

of [49]) and the map
ω̃ : P`13 → `∞−1
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is real analytic (see Theorem 15.4 in [49]).
In addition, close to the origin I = 0, the frequency map has the following expansion

ωn(I) = n3 − 6In +O(I2) , (2.2.7)

where O(I2) denotes the quadratic terms in the actions (see also Corollary 1.5 in [49]).

Under the Birkhoff map Φ, the Hamiltonian H in (2.2.2) transforms into the Hamiltonian

HKdV + εK , (2.2.8)

where HKdV is defined in Theorem 2.2.1 and K := K ◦ Φ.
Let A ⊂ N be a finite set with cardinality |A| = ν. We introduce the action-angle variables{

xn :=
√

2(ξn + yn)cos(θn)

yn :=
√

2(ξn + yn)sin(θn)
, n ∈ A

zn :=
xn + iyn√

2
, n ∈ N \A ,

where for all n ∈ A, ξn > 0 and |yn| < ξn. In this coordinates the Hamiltonian HKdV becomes

HKdV = HKdV (ξ + y, zz̄) ,

where ξ := (ξn)n∈A, y := (yn)n∈A and zz̄ := (znz̄n)n∈N\A. Expanding in Taylor series we get

HKdV (ξ + y, zz̄) = HKdV (ξ, 0) +
∑
n∈A

ωn(ξ)yn +
∑

n∈N\A

ωn(ξ)znz̄n +Q(y, zz̄) ,

where Q stands for the Taylor remainder of second order in y, zz̄ and

ωn(ξ) := ∂InHKdV (ξ, 0) , ∀n ≥ 1 .

Defining
ω(ξ) := (ωn(ξ))n∈A , Ω(ξ) := (ωn(ξ))n∈N\A ,

the Hamiltonian (2.2.8) becomes in the coordinates

(θ,y, z, z̄) ∈ Us := Tν × Rν × `sC × `sC (2.2.9)

(`sC is the complexification of the space `s defined in (2.2.4))

H := N + P , N := e(ξ) + ω(ξ) · y + Ω(ξ) · zz̄ , P := Q+ εK . (2.2.10)

Hence one is reduced to study the ξ-dependent family of Hamiltonians (2.2.10) which are (close to
the origin y = 0, z = 0) small perturbations of isochronous normal forms. Kappeler and Pöschel
applied to such Hamiltonian the abstract KAM Theorem 16.1 in [49]. They assume the hyphotheses
(H1) and (H2) (with d > 1) of Section 2.1 and they modify the hyphothesis (H3) in order to deal
with unbounded perturbations of order 1 (see Assumption C, Page 136 in [49]).
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As a consequence of the results recalled in Remark 2.2.1, the frequency map

ξ → ω(ξ),

is real analytic. Moreover, in Proposition 15.5-[49], it is proved to be non-degenerate, i.e.

det[∂ξω] 6= 0 .

This follows by the expansion (2.2.7) near the origin and analiticity.
The asymptotic expansion of the normal frequencies Ω(ξ) := (ωn(ξ))n∈N\A may be proved

thanks to the expansion (2.2.6), thus assumptions (H1), (H2) (with d = 3) of Section 2.1 are
verified (the proof is given in [49] Page 142).

The main issue in the KAM proof is that the Hamiltonian vector field associated to the pertur-
bation in (2.2.10) is unbounded of order 1, namely

XP : Us → Us−1

(we recall (2.2.9)). Let us describe how it is possible to overcome this difficulty. The key idea, intro-
duced by Kuksin in [55], is to work at each step of the KAM iteration, with a variable coefficients
normal form, more precisely at the generic step of the KAM iteration we deal with a Hamiltonian

H = N + P ,

where the normal form

N := ω(ξ) · I + Ω(θ, ξ) · zz̄ , Ω(θ, ξ) · zz̄ :=
∑
n∈N

Ωn(θ, ξ)znz̄n (2.2.11)

depends on the angle θ. The reason is the following: since the normal frequencies grow asimptoti-
cally as Ωj(ξ) ∼ j3, we are able to impose non resonance conditions of the form

|ω · l + Ωj | ≥
γ|j|3

|l|τ
, ∀l ∈ Zν , j ≥ 1 , (2.2.12)

|ω · l + Ωj − Ωj′ | ≥
γ(j2 + j′2)
|l|τ

, ∀(l, j, j′) 6= (0, j, j) , (2.2.13)

|ω · l + Ωj + Ωj′)| ≥
γ(j2 + j′2)
|l|τ

, ∀l ∈ Zν , j, j′ ≥ 1 , (2.2.14)

hence the coefficients of F in the equations (2.1.8)-(2.1.11) are bounded because P is unbounded
of order 1 and the small divisors gain at least two space-derivatives thanks to the non resonance
conditions above. The only problem is in the equation (2.1.12). To solve this equation, we require
the zero-th order Melnikov conditions which do not give any smoothing effect, hence

P 011
jj = O(j) implies F 011

jj = O(j)

and thus
diagjF

011
jj (θ) : `sC → `s−1

C .
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This would produce a vector field XF unbounded of order 1. As a consequence, the diagonal angle-
dependent terms P 011

jj (θ), j ≥ 1 cannot be removed in the homological equation and they will give
a contribution to the normal form.

The fact that the normal form has variable coefficients implies that the homological equations are
non-constant coefficients linear equations. The coefficients of the Hamiltonian F in the homological
equation (2.1.7) has to satisfy a first order non-constant coefficients linear PDE on the torus Tν of
the form

iω · ∂θu+ λu+ b(θ)u = f , (2.2.15)

where b, f : Tν → R are given functions and u : Tν → R is the scalar unknown. These kind of
equations can be solved thanks to the Kuksin’s Lemma (see Chapter 5 in [49]).

Lemma 2.2.1 (Kuksin’s Lemma). Let us assume that

• there are some constants γ, c0 > 0, τ > ν such that |λ| ≥ γc0 and the frequency vector ω ∈ Rν

satisfies the non resonance conditions

|ω · l| ≥ γ

|l|τ
, |ω · l + λ| ≥ γc0

|l|τ
, ∀l ∈ Zν \ {0} ,

• the function b =
∑

l 6=0 ble
il·θ is analytic on the strip D(s) := {|Imθ| ≤ s} around the torus Tν

and
‖b‖s,τ :=

∑
l∈Zν
|l|τe|l|s|bl| ≤ γδ

for some δ > 0 ,

• the function f is analytic on D(s) and

‖f‖s := ‖f‖s,0 < +∞ ,

then for δ/(γc0) small enough there exists a solution u, analytic on the strip D(s− σ), 0 < σ ≤ s

of the equation (2.2.15) satisfying the estimate

‖u‖s−σ ≤
C

γc0στ+ν+3
‖f‖s .

The above method may be adapted also to deal with Hamiltonian perturbations unbounded of
order 2 like the equation

ut + uxxx − 6uux + ε∂x|∂x|
1
2 f(x, |∂x|

1
2u) = 0 , x ∈ T .

The intuitive reason is that if
XP : Us → Us−2,

using that the small divisors (2.2.12)-(2.2.14) gain two space derivatives, the solution F of the
equations (2.1.8)-(2.1.11) produces a bounded vector field

XF : Us → Us .
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The rigorous proof is based on the improved version of the Kuksin’s Lemma proved by Liu-Yuan
in [60].

This method does not certainly work for unbounded perturbations of order 3. Actually, in this
case, the solution of the homological equations generates an unbounded vector field of order 1

XF : Us → Us−1

which does not define a flow on the same phase space Us (we recall (2.2.9)).
In order to deal with unbounded perturbations of order 3, a sharper perturbative analysis is

required. This is the content of the Chapters 4 and 5.
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Chapter 3

Functional setting

In this Chapter we introduce some notations, definitions and technical tools which will be used
along the proofs of Chapters 4, 5, 6.

Norms. Along this Thesis, we shall use the notation

‖u‖s := ‖u‖Hs(Tν+1) := ‖u‖Hs
ϕ,x

(3.0.1)

to denote the Sobolev norm of functions u = u(ϕ, x) in the Sobolev space Hs(Tν+1). We shall
denote by ‖ ‖Hs

x
the Sobolev norm in the phase space of functions u := u(x) ∈ Hs(T). Moreover

‖ ‖Hs
ϕ

will denote the Sobolev norm of scalar functions, like the Fourier components uj(ϕ).
For a function f : Λo → E, λ 7→ f(λ), where (E, ‖ ‖E) is a Banach space and Λo is a subset of

Rν , we define the sup-norm and the Lipschitz semi-norm

‖f‖sup
E := ‖f‖sup

E,Λo
:= sup

λ∈Λo

‖f(λ)‖E , ‖f‖lipE := ‖f‖lipE,Λo := sup
λ1,λ2∈Λo
λ1 6=λ2

‖f(λ1)− f(λ2)‖E
|λ1 − λ2|

, (3.0.2)

and, for γ > 0, the Lipschitz norm

‖f‖Lip(γ)
E := ‖f‖Lip(γ)

E,Λo
:= ‖f‖sup

E + γ‖f‖lipE . (3.0.3)

If E = Hs we simply denote ‖f‖Lip(γ)
Hs := ‖f‖Lip(γ)

s . We fix s0 := (ν+2)/2 so that Hs0(Tν+1) ↪→
L∞(Tν+1) and the spaces Hs(Tν+1), s > s0, are an algebra. As a notation, we write

a ≤s b ⇐⇒ a ≤ C(s)b

for some constant C(s) and for s = s0 := (ν+2)/2 we only write alb. More in general the notation
a l b means a ≤ Cb where the constant C may depend on the data of the problems (1.2.1) and
(1.3.1), namely the nonlinearities f and N4, the number ν of frequencies, the diophantine exponent
τ > 0 in the non-resonance conditions in (4.2.6), (5.6.120). Also the small constants δ in the sequel
depend on the data of the problems.

3.1 Matrices with off-diagonal decay

Let b ∈ N and consider the exponential basis {ei : i ∈ Zb} of L2(Tb), so that L2(Tb) is the vector
space {u =

∑
uiei,

∑
|ui|2 <∞}. Any linear operator A : L2(Tb)→ L2(Tb) can be represented by
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the infinite dimensional matrix

(Ai
′
i )i,i′∈Zb , Ai

′
i := (Aei′ , ei)L2(Tb), Au =

∑
i,i′

Ai
′
i ui′ei.

We now define the s-norm (introduced in [21]) of an infinite dimensional matrix.

Definition 3.1.1. The s-decay norm of an infinite dimensional matrix A := (Ai2i1)i1,i2∈Zb is

|A|2s :=
∑
i∈Zb
〈i〉2s

(
sup

i1−i2=i
|Ai2i1 |

)2
. (3.1.1)

For parameter dependent matrices A := A(λ), λ ∈ Λo ⊆ Rν , the definitions (3.0.2) and (3.0.3)
become

|A|sup
s := sup

λ∈Λo

|A(λ)|s , |A|lips := sup
λ1 6=λ2

|A(λ1)−A(λ2)|s
|λ1 − λ2|

, |A|Lip(γ)
s := |A|sup

s + γ|A|lips . (3.1.2)

Clearly, the matrix decay norm (3.1.1) is increasing with respect to the index s, namely

|A|s ≤ |A|s′ , ∀s < s′.

The s-norm is designed to estimate the polynomial off-diagonal decay of matrices, actually it implies

|Ai2i1 | ≤
|A|s

〈i1 − i2〉s
, ∀i1, i2 ∈ Zb ,

and, on the diagonal elements,

|Aii| ≤ |A|0 , |Aii|lip ≤ |A|
lip
0 . (3.1.3)

We now list some properties of the matrix decay norm proved in [21].

Lemma 3.1.1. (Multiplication operator) Let p =
∑

i piei ∈ Hs(Tb). The multiplication oper-
ator h 7→ ph is represented by the Töplitz matrix T i

′
i = pi−i′ and

|T |s = ‖p‖s. (3.1.4)

Moreover, if p = p(λ) is a Lipschitz family of functions,

|T |Lip(γ)
s = ‖p‖Lip(γ)

s . (3.1.5)

The s-norm satisfies classical algebra and interpolation inequalities.

Lemma 3.1.2. (Interpolation) For all s ≥ s0 > b/2 there are C(s) ≥ C(s0) ≥ 1 such that

|AB|s ≤ C(s)|A|s0 |B|s + C(s0)|A|s|B|s0 . (3.1.6)

In particular, the algebra property holds

|AB|s ≤ C(s)|A|s|B|s . (3.1.7)

If A = A(λ) and B = B(λ) depend in a Lipschitz way on the parameter λ ∈ Λo ⊂ R, then

|AB|Lip(γ)
s ≤ C(s)|A|Lip(γ)

s |B|Lip(γ)
s , (3.1.8)

|AB|Lip(γ)
s ≤ C(s)|A|Lip(γ)

s |B|Lip(γ)
s0 + C(s0)|A|Lip(γ)

s0 |B|Lip(γ)
s . (3.1.9)
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For all n ≥ 1, using (3.1.7) with s = s0, we get

|An|s0 ≤ [C(s0)]n−1|A|ns0 and |An|s ≤ n[C(s0)|A|s0 ]n−1C(s)|A|s , ∀s ≥ s0 . (3.1.10)

Moreover (3.1.9) implies that (3.1.10) also holds for Lipschitz norms | |Lip(γ)
s .

The s-decay norm controls the Sobolev norm, also for Lipschitz families:

‖Ah‖s ≤C(s)
(
|A|s0‖h‖s + |A|s‖h‖s0

)
,

‖Ah‖Lip(γ)
s ≤C(s)

(
|A|Lip(γ)

s0 ‖h‖Lip(γ)
s + |A|Lip(γ)

s ‖h‖Lip(γ)
s0

)
. (3.1.11)

Lemma 3.1.3. Let Φ = I + Ψ with Ψ := Ψ(λ), depending in a Lipschitz way on the parameter
λ ∈ Λo ⊂ R, such that C(s0)|Ψ|Lip(γ)

s0 ≤ 1/2. Then Φ is invertible and, for all s ≥ s0 > b/2,

|Φ−1 − I|s ≤ C(s)|Ψ|s , |Φ−1|Lip(γ)
s0 ≤ 2 , |Φ−1 − I|Lip(γ)

s ≤ C(s)|Ψ|Lip(γ)
s . (3.1.12)

If Φi = I + Ψi, i = 1, 2, satisfy C(s0)|Ψi|Lip(γ)
s0 ≤ 1/2, then

|Φ−1
2 − Φ−1

1 |s ≤ C(s)
(
|Ψ2 −Ψ1|s +

(
|Ψ1|s + |Ψ2|s

)
|Ψ2 −Ψ1|s0

)
. (3.1.13)

Proof. Estimates (3.1.12) follow by Neumann series and (3.1.10). To prove (3.1.13), observe that

Φ−1
2 − Φ−1

1 = Φ−1
1 (Φ1 − Φ2)Φ−1

2 = Φ−1
1 (Ψ1 −Ψ2)Φ−1

2

and use (3.1.6), (3.1.12).

Töplitz-in-time matrices

Let now b := ν + 1 and

ei(ϕ, x) := ei(l·ϕ+jx), i := (l, j) ∈ Zb, l ∈ Zν , j ∈ Z .

An important sub-algebra of matrices is formed by the matrices Töplitz in time defined by

A
(l2,j2)
(l1,j1) := Aj2j1(l1 − l2) , (3.1.14)

whose decay norm (3.1.1) is

|A|2s =
∑

j∈Z,l∈Zν
sup

j1−j2=j
|Aj2j1(l)|2〈l, j〉2s . (3.1.15)

These matrices are identified with the ϕ-dependent family of operators

A(ϕ) :=
(
Aj2j1(ϕ)

)
j1,j2∈Z , Aj2j1(ϕ) :=

∑
l∈Zν

Aj2j1(l)eil·ϕ (3.1.16)

which act on functions of the x-variable as

A(ϕ) : h(x) =
∑
j∈Z

hje
ijx 7→ A(ϕ)h(x) =

∑
j1,j2∈Z

Aj2j1(ϕ)hj2e
ij1x . (3.1.17)

We still denote by |A(ϕ)|s the s-decay norm of the matrix in (3.1.16).
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Lemma 3.1.4. Let A be a Töplitz matrix as in (3.1.14), and s0 := (ν + 2)/2 (as defined above).
Then

|A(ϕ)|s ≤ C(s0)|A|s+s0 , ∀ϕ ∈ Tν .

Proof. For all ϕ ∈ Tν we have

|A(ϕ)|2s :=
∑
j∈Z
〈j〉2s sup

j1−j2=j
|Aj2j1(ϕ)|2 l

∑
j∈Z
〈j〉2s sup

j1−j2=j

∑
l∈Zν
|Aj2j1(l)|2〈l〉2s0

l
∑
j∈Z

sup
j1−j2=j

∑
l∈Zν
|Aj2j1(l)|2〈l, j〉2(s+s0) l

∑
j∈Z,l∈Zν

sup
j1−j2=j

|Aj2j1(l)|2〈l, j〉2(s+s0)

(3.1.15)
l |A|2s+s0 ,

whence the lemma follows.

Given N ∈ N, we define the smoothing operator ΠN as

(
ΠNA

)(l2,j2)

(l1,j1)
:=

A
(l2,j2)
(l1,j1) if |l1 − l2| ≤ N

0 otherwise.
(3.1.18)

Lemma 3.1.5. The operator Π⊥N := I −ΠN satisfies

|Π⊥NA|s ≤ N−β|A|s+β , |Π⊥NA|Lip(γ)
s ≤ N−β|A|Lip(γ)

s+β , β ≥ 0, (3.1.19)

where in the second inequality A := A(λ) is a Lipschitz family λ ∈ Λ.

3.2 Real and Reversible operators

We consider the space of real functions

Z := {u(ϕ, x) = u(ϕ, x)}, (3.2.1)

and of even (in space-time), respectively odd, functions

X := {u(ϕ, x) = u(−ϕ,−x)} , Y := {u(ϕ, x) = −u(−ϕ,−x)} . (3.2.2)

Definition 3.2.1. An operator R is

1. real if R : Z → Z

2. reversible if R : X → Y

3. reversibility-preserving if R : X → X, R : Y → Y .

The composition of a reversible and a reversibility-preserving operator is reversible.
The above properties may be characterized in terms of matrix elements.

Lemma 3.2.1. We have

R : X → Y ⇐⇒ R−j−k(−l) = −Rjk(l) , R : X → X ⇐⇒ R−j−k(−l) = Rjk(l) ,

R : Z → Z ⇐⇒ Rjk(l) = R−j−k(−l) .
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3.3 Linear time-dependent Hamiltonian systems and Hamiltonian

operators

In this Section we give some definitions and properties of the linear time-dependent Hamiltonian
systems which will be used in Sections 4.1, 4.2.

Definition 3.3.1. A time dependent linear vector field X(t) : H1
0 (T)→ H1

0 (T) is Hamiltonian if
X(t) = ∂xG(t) for some real linear operator G(t) which is self-adjoint with respect to the L2 scalar
product. The vector field X(t) is generated by the quadratic Hamiltonian

H(t, h) :=
1
2
(
G(t)h , h

)
L2(T)

=
1
2

∫
T
G(t)[h]h dx , h ∈ H1

0 (T) .

If G(t) = G(ωt) is quasi-periodic in time, we say that the associated operator ω · ∂ϕ − ∂xG(ϕ) (see
(3.4.4)) is Hamiltonian.

Definition 3.3.2. A linear operator A : H1
0 (T)→ H1

0 (T) is symplectic if

Ω(Au,Av) = Ω(u, v) , ∀u, v ∈ H1
0 (T) , (3.3.1)

where the symplectic 2-form Ω is defined in (1.2.13). Equivalently AT∂−1
x A = ∂−1

x .
If A(ϕ), ∀ϕ ∈ Tν , is a family of symplectic maps we say that the operator A defined by

Ah(ϕ, x) := A(ϕ)h(ϕ, x), acting on the functions h : Tν+1 → R, is symplectic.

Under a time dependent family of symplectic transformations u = Φ(t)v the linear Hamiltonian
equation

ut = ∂xG(t)u with Hamiltonian H(t, u) := 1
2

(
G(t)u, u

)
L2

transforms into the equation

vt = ∂xE(t)v, E(t) := Φ(t)TG(t)Φ(t)− Φ(t)T∂−1
x Φt(t)

with Hamiltonian

K(t, v) = 1
2

(
G(t)Φ(t)v,Φ(t)v

)
L2 − 1

2

(
∂−1
x Φt(t)v,Φ(t)v

)
L2 . (3.3.2)

Note that E(t) is self-adjoint with respect to the L2 scalar product because ΦT∂−1
x Φt+ΦT

t ∂
−1
x Φ = 0.

If the operators G(t), Φ(t) are quasi-periodic in time, The Hamiltonian operator ω · ∂ϕ − ∂xG(ϕ)
transforms into the operator ω ·∂ϕ−∂xE(ϕ), which is still Hamiltonian, according to the definition
3.3.1.

3.4 Dynamical reducibility

All the transformations that we construct in Sections 4.1 and 4.2 act on functions u(ϕ, x) (of time
and space). They can also be seen as:

(a) transformations of the phase space Hs
x that depend quasi-periodically on time (Sections 4.1.1,

4.1.3-4.1.5 and 4.2);
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(b) quasi-periodic reparametrizations of time (Section 4.1.2).

This observation allows to interpret the conjugacy procedure from a dynamical point of view.
Consider a quasi-periodic linear dynamical system

∂tu = L(ωt)u. (3.4.1)

We want to describe how (3.4.1) changes under the action of a transformation of type (a) or (b).
Let A(ωt) be of type (a), and let u = A(ωt)v. Then (3.4.1) is transformed into the linear system

∂tv = L+(ωt)v where L+(ωt) = A(ωt)−1L(ωt)A(ωt)−A(ωt)−1∂t[A(ωt)] . (3.4.2)

The transformation A(ωt) may be regarded to act on functions u(ϕ, x) as

(Ãu)(ϕ, x) :=
(
A(ϕ)u(ϕ, ·)

)
(x) := A(ϕ)u(ϕ, x) (3.4.3)

and one can check that (Ã−1u)(ϕ, x) = A−1(ϕ)u(ϕ, x). The operator associated to (3.4.1) (on
quasi-periodic functions)

L := ω · ∂ϕ − L(ϕ) (3.4.4)

transforms under the action of Ã into

Ã−1LÃ = ω · ∂ϕ − L+(ϕ),

which is exactly the linear system in (3.4.2), acting on quasi-periodic functions.

Now consider a transformation of type (b), namely a change of the time variable

τ := t+ α(ωt) ⇔ t = τ + α̃(ωτ); (Bv)(t) := v(t+ α(ωt)), (B−1u)(τ) = u(τ + α̃(ωτ)), (3.4.5)

where α = α(ϕ), ϕ ∈ Tν , is a 2π-periodic function of ν variables (in other words, t 7→ t + α(ωt)
is the diffeomorphism of R induced by the transformation B). If u(t) is a solution of (3.4.1), then
v(τ), defined by u = Bv, solves

∂τv(τ) = L+(ωτ)v(τ) , L+(ωτ) :=
( L(ωt)

1 + (ω · ∂ϕα)(ωt)

)
|t=τ+α̃(ωτ)

. (3.4.6)

We may regard the associated transformation on quasi-periodic functions defined by

(B̃h)(ϕ, x) := h(ϕ+ ωα(ϕ), x) , (B̃−1h)(ϕ, x) := h(ϕ+ ωα̃(ϕ), x) ,

as in step 4.1.2, where we calculate

B−1LB = ρ(ϕ)L+ , ρ(ϕ) := B−1(1 + ω · ∂ϕα) ,

L+ = ω · ∂ϕ − L+(ϕ) , L+(ϕ) :=
1

ρ(ϕ)
L(ϕ+ ωα̃(ϕ)) . (3.4.7)

(3.4.7) is nothing but the linear system (3.4.6), acting on quasi-periodic functions.
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Chapter 4

KAM for quasi-linear and fully

nonlinear forced perturbations of the

Airy equation

In this Chapter we prove the Theorems (1.2.1)-(1.2.5). As we explained in Section 1.2.1, the
core of the proof is the analysis of the linearized operator in (1.2.18). In Section 4.1 we perform
a regularization procedure (using changes of variables induced by diffeomorphisms of the torus
and pseudo-differential operators), which conjugates the linearized operator L to the operator L5

defined in (4.1.56), which is a diagonal operator plus a bounded remainder term. In Section 4.2, we
perform a Nash-Moser KAM reducibility scheme in Sobolev class, which conjugates the operator
L5 to the diagonal operator L∞ defined in (4.2.7).

In Section 4.2.2 we construct a right inverse for the Linearized operator L satisfying tame
estimates (see Theorem (4.2.3)) and finally in Section 4.3 we implement The Nash-Moser scheme,
in order to construct a solution for the problem (1.2.4), concluding the proofs of Theorems (1.2.1)-
(1.2.5).

4.1 Regularization of the linearized operator

Our existence proof is based on a Nash-Moser iterative scheme. The main step concerns the
invertibility of the linearized operator (see (1.2.18))

Lh = L(λ, u, ε)h := ω · ∂ϕh+ (1 + a3)∂xxxh+ a2∂xxh+ a1∂xh+ a0h (4.1.1)

obtained linearizing (1.2.4) at any approximate (or exact) solution u. The coefficients ai =
ai(ϕ, x) = ai(u, ε)(ϕ, x) are periodic functions of (ϕ, x), depending on u, ε. They are explicitly
obtained from the partial derivatives of εf(ϕ, x, z) as

ai(ϕ, x) = ε(∂zif)
(
ϕ, x, u(ϕ, x), ux(ϕ, x), uxx(ϕ, x), uxxx(ϕ, x)

)
, i = 0, 1, 2, 3. (4.1.2)

The operator L depends on λ because ω = λω̄. Since ε is a (small) fixed parameter, we simply
write L(λ, u) instead of L(λ, u, ε), and ai(u) instead of ai(u, ε). We emphasize that the coefficients
ai do not depend explicitly on the parameter λ (they depend on λ only through u(λ)).
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In the Hamiltonian case (1.2.11) the linearized operator (4.1.1) has the form

Lh = ω · ∂ϕh+ ∂x

(
∂x
{
A1(ϕ, x)∂xh

}
−A0(ϕ, x)h

)
where

A1(ϕ, x) := 1+ε(∂z1z1F )(ϕ, x, u, ux) , A0(ϕ, x) := −ε∂x{(∂z0z1F )(ϕ, x, u, ux)}+ε(∂z0z0F )(ϕ, x, u, ux)

and it is generated by the quadratic Hamiltonian

HL(ϕ, h) :=
1
2

∫
T

(
A0(ϕ, x)h2 +A1(ϕ, x)h2

x

)
dx , h ∈ H1

0 .

Remark 4.1.1. In the reversible case, i.e. the nonlinearity f satisfies (1.2.15) and u ∈ X (see
(3.2.2), (1.2.16)) the coefficients ai satisfy the parity

a3, a1 ∈ X, a2, a0 ∈ Y, (4.1.3)

and L maps X into Y , namely L is reversible, see Definition 3.2.1.

Remark 4.1.2. In the Hamiltonian case (1.2.11), assumption (Q)-(1.2.7) is automatically satisfied
(with α(ϕ) = 2) because

f(ϕ, x, u, ux, uxx, uxxx) = a(ϕ, x, u, ux) + b(ϕ, x, u, ux)uxx + c(ϕ, x, u, ux)u2
xx + d(ϕ, x, u, ux)uxxx

where
b = 2(∂3

z1z1xF ) + 2z1(∂3
z1z1z0F ), c = ∂3

z1F, d = ∂2
z1F,

and so

∂z2f = b+ 2z2c = 2(dx + z1dz0 + z2dz1) = 2
(
∂2
z3xf + z1∂

2
z3z0f + z2∂

2
z3z1f + z3∂

2
z3z2f

)
.

The coefficients ai, together with their derivative ∂uai(u)[h] with respect to u in the direction
h, satisfy tame estimates:

Lemma 4.1.1. Let f ∈ Cq, see (1.2.3). For all s0 ≤ s ≤ q − 2, ‖u‖s0+3 ≤ 1, we have, for all
i = 0, 1, 2, 3,

‖ai(u)‖s ≤ εC(s)
(
1 + ‖u‖s+3

)
, (4.1.4)

‖∂uai(u)[h]‖s ≤ εC(s)
(
‖h‖s+3 + ‖u‖s+3‖h‖s0+3

)
. (4.1.5)

If, moreover, λ 7→ u(λ) ∈ Hs is a Lipschitz family satisfying ‖u‖Lip(γ)
s0+3 ≤ 1 (see (3.0.3)), then

‖ai‖Lip(γ)
s ≤ εC(s)

(
1 + ‖u‖Lip(γ)

s+3

)
. (4.1.6)

Proof. The tame estimate (4.1.4) follows by Lemma A.0.8(i) applied to the function ∂zif , i =
0, . . . , 3, which is valid for s+ 1 ≤ q. The tame bound (4.1.5) for

∂uai(u)[h]
(4.1.2)

= ε
3∑

k=0

(∂2
zkzi

f)
(
ϕ, x, u, ux, uxx, uxxx

)
∂kxh, i = 0, . . . , 3,

follows by (A.0.5) and applying Lemma A.0.8(i) to the functions ∂2
zkzi

f , which gives

‖(∂2
zkzi

f)
(
ϕ, x, u, ux, uxx, uxxx

)
‖s ≤ C(s)‖f‖Cs+2(1 + ‖u‖s+3),

for s+ 2 ≤ q. The Lipschitz bound (4.1.6) follows similarly.
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4.1.1 Step 1. Change of the space variable

We consider a ϕ-dependent family of diffeomorphisms of the 1-dimensional torus T of the form

y = x+ β(ϕ, x), (4.1.7)

where β is a (small) real-valued function, 2π periodic in all its arguments. The change of variables
(4.1.7) induces on the space of functions the linear operator

(Ah)(ϕ, x) := h(ϕ, x+ β(ϕ, x)). (4.1.8)

The operator A is invertible, with inverse

(A−1v)(ϕ, y) = v(ϕ, y + β̃(ϕ, y)), (4.1.9)

where y 7→ y + β̃(ϕ, y) is the inverse diffeomorphism of (4.1.7), namely

x = y + β̃(ϕ, y) ⇐⇒ y = x+ β(ϕ, x). (4.1.10)

Remark 4.1.3. In the Hamiltonian case (1.2.11) we use, instead of (4.1.8), the modified change
of variable (1.2.27) which is symplectic, for each ϕ ∈ Tν . Indeed, setting U := ∂−1

x u (and neglecting
to write the ϕ-dependence)

Ω(Au,Av) =
∫

T
∂−1
x

(
∂x
{
U(x+ β(x))

})
(1 + βx(x))v(x+ β(x)) dx

=
∫

T
U(x+ β(x))(1 + βx(x))v(x+ β(x))dx− c

∫
T
(1 + βx(x))v(x+ β(x))dx

=
∫

T
U(y)v(y)dy = Ω(u, v) , v ∈ H1

0 ,

where c is the average of U(x + β(x)) in T. The inverse operator of (1.2.27) is (A−1v)(ϕ, y) =
(1 + β̃y(ϕ, y))v(y + β̃(ϕ, y)) which is also symplectic.

Now we calculate the conjugate A−1LA of the linearized operator L in (4.1.1) with A in (4.1.8).
The conjugateA−1aA of any multiplication operator a : h(ϕ, x) 7→ a(ϕ, x)h(ϕ, x) is the multipli-

cation operator (A−1a) that maps v(ϕ, y) 7→ (A−1a)(ϕ, y) v(ϕ, y). By conjugation, the differential
operators become

A−1ω · ∂ϕA = ω · ∂ϕ + {A−1(ω · ∂ϕβ)} ∂y,
A−1∂xA = {A−1(1 + βx)} ∂y,
A−1∂xxA = {A−1(1 + βx)2} ∂yy + {A−1(βxx)} ∂y,
A−1∂xxxA = {A−1(1 + βx)3} ∂yyy + {3A−1[(1 + βx)βxx]} ∂yy + {A−1(βxxx)} ∂y,

where all the coefficients {A−1(. . .)} are periodic functions of (ϕ, y). Thus (recall (4.1.1))

L1 := A−1LA = ω · ∂ϕ + b3(ϕ, y)∂yyy + b2(ϕ, y)∂yy + b1(ϕ, y)∂y + b0(ϕ, y) (4.1.11)
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where

b3 = A−1[(1 + a3)(1 + βx)3], b1 = A−1[ω · ∂ϕβ + (1 + a3)βxxx + a2βxx + a1(1 + βx)], (4.1.12)

b0 = A−1(a0), b2 = A−1[(1 + a3)3(1 + βx)βxx + a2(1 + βx)2]. (4.1.13)

We look for β(ϕ, x) such that the coefficient b3(ϕ, y) of the highest order derivative ∂yyy in (4.1.11)
does not depend on y, namely

b3(ϕ, y)
(4.1.12)

= A−1[(1 + a3)(1 + βx)3](ϕ, y) = b(ϕ) (4.1.14)

for some function b(ϕ) of ϕ only. Since A changes only the space variable, Ab = b for every function
b(ϕ) that is independent on y. Hence (4.1.14) is equivalent to(

1 + a3(ϕ, x)
)(

1 + βx(ϕ, x)
)3 = b(ϕ), (4.1.15)

namely
βx = ρ0, ρ0(ϕ, x) := b(ϕ)1/3

(
1 + a3(ϕ, x)

)−1/3 − 1. (4.1.16)

The equation (4.1.16) has a solution β, periodic in x, if and only if
∫

T ρ0(ϕ, x) dx = 0. This
condition uniquely determines

b(ϕ) =
(∫

T

(
1 + a3(ϕ, x)

)− 1
3 dx

)−3

(4.1.17)

(we recall that
∫

T stands for (2π)−1
∫

T). Then we fix the solution (with zero average) of (4.1.16),

β(ϕ, x) := (∂−1
x ρ0)(ϕ, x) , (4.1.18)

where ∂−1
x is defined by linearity as

∂−1
x eijx :=

eijx

ij
∀j ∈ Z \ {0}, ∂−1

x 1 = 0. (4.1.19)

In other words, ∂−1
x h is the primitive of h with zero average in x.

With this choice of β, we get (see (4.1.11), (4.1.14))

L1 = A−1LA = ω · ∂ϕ + b3(ϕ)∂yyy + b2(ϕ, y)∂yy + b1(ϕ, y)∂y + b0(ϕ, y), (4.1.20)

where b3(ϕ) := b(ϕ) is defined in (4.1.17).

Remark 4.1.4. In the reversible case, β ∈ Y because a3 ∈ X, see (4.1.3). Therefore the operator A
in (4.1.8), as well as A−1 in (4.1.9), maps X → X and Y → Y , namely it is reversibility-preserving,
see Definition 3.2.1. By (4.1.3) the coefficients of L1 (see (4.1.12), (4.1.13)) have parity

b3, b1 ∈ X, b2, b0 ∈ Y, (4.1.21)

and L1 maps X → Y , namely it is reversible.

Remark 4.1.5. In the Hamiltonian case (1.2.11) the resulting operator L1 in (4.1.20) is Hamil-
tonian and b2(ϕ, y) = 2∂yb3(ϕ) ≡ 0. Actually, by (3.3.2), the corresponding Hamiltonian has the
form

K(ϕ, v) =
1
2

∫
T
b3(ϕ)v2

y +B0(ϕ, y)v2 dy , (4.1.22)

for some function B0(ϕ, y).
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4.1.2 Step 2. Time reparametrization

The goal of this Section is to make constant the coefficient of the highest order spatial derivative
operator ∂yyy of L1 in (4.1.20), by a quasi-periodic reparametrization of time. We consider a
diffeomorphism of the torus Tν of the form

ϕ 7→ ϕ+ ωα(ϕ), ϕ ∈ Tν , α(ϕ) ∈ R , (4.1.23)

where α is a (small) real valued function, 2π-periodic in all its arguments. The induced linear
operator on the space of functions is

(Bh)(ϕ, y) := h
(
ϕ+ ωα(ϕ), y

)
(4.1.24)

whose inverse is
(B−1v)(ϑ, y) := v

(
ϑ+ ωα̃(ϑ), y

)
(4.1.25)

where ϕ = ϑ + ωα̃(ϑ) is the inverse diffeomorphism of ϑ = ϕ + ωα(ϕ). By conjugation, the
differential operators become

B−1ω · ∂ϕB = ρ(ϑ)ω · ∂ϑ, B−1∂yB = ∂y, ρ := B−1(1 + ω · ∂ϕα). (4.1.26)

Thus, see (4.1.20),

B−1L1B = ρω · ∂ϑ + {B−1b3} ∂yyy + {B−1b2} ∂yy + {B−1b1} ∂y + {B−1b0}. (4.1.27)

We look for α(ϕ) such that the (variable) coefficients of the highest order derivatives (ω · ∂ϑ and
∂yyy) are proportional, namely

{B−1b3}(ϑ) = m3ρ(ϑ) = m3{B−1(1 + ω · ∂ϕα)}(ϑ) (4.1.28)

for some constant m3 ∈ R. Since B is invertible, this is equivalent to require that

b3(ϕ) = m3

(
1 + ω · ∂ϕα(ϕ)

)
. (4.1.29)

Integrating on Tν determines the value of the constant m3,

m3 :=
∫

Tν
b3(ϕ) dϕ. (4.1.30)

Thus we choose the unique solution of (4.1.29) with zero average

α(ϕ) :=
1
m3

(ω · ∂ϕ)−1(b3 −m3)(ϕ) (4.1.31)

where (ω · ∂ϕ)−1 is defined by linearity

(ω · ∂ϕ)−1eil·ϕ :=
eil·ϕ

iω · l
, l 6= 0 , (ω · ∂ϕ)−11 = 0 .

With this choice of α we get (see (4.1.27), (4.1.28))

B−1L1B = ρL2, L2 := ω · ∂ϑ +m3 ∂yyy + c2(ϑ, y) ∂yy + c1(ϑ, y) ∂y + c0(ϑ, y), (4.1.32)

where

ci :=
B−1bi
ρ

, i = 0, 1, 2. (4.1.33)
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Remark 4.1.6. In the reversible case, α is odd because b3 is even (see (4.1.21)), and B is re-
versibility preserving. Since ρ (defined in (4.1.26)) is even, the coefficients c3, c1 ∈ X, c2, c0 ∈ Y
and L2 : X → Y is reversible.

Remark 4.1.7. In the Hamiltonian case, the operator L2 is still Hamiltonian (the new Hamiltonian
is the old one at the new time, divided by the factor ρ). The coefficient c2(ϑ, y) ≡ 0 because b2 ≡ 0,
see remark 4.1.5.

4.1.3 Step 3. Descent method: step zero

The aim of this Section is to eliminate the term of order ∂yy from L2 in (4.1.32).
Consider the multiplication operator

Mh := v(ϑ, y)h (4.1.34)

where the function v is periodic in all its arguments. Calculate the difference

L2M−M (ω · ∂ϑ +m3∂yyy) = T2∂yy + T1∂y + T0, (4.1.35)

where

T2 := 3m3vy+c2v, T1 := 3m3vyy+2c2vy+c1v, T0 := ω·∂ϑv+m3vyyy+c2vyy+c1vy+c0v. (4.1.36)

To eliminate the factor T2, we need
3m3vy + c2v = 0. (4.1.37)

Equation (4.1.37) has the periodic solution

v(ϑ, y) = exp
{
− 1

3m3
(∂−1
y c2)(ϑ, y)

}
(4.1.38)

provided that ∫
T
c2(ϑ, y) dy = 0. (4.1.39)

Let us prove (4.1.39). By (4.1.33), (4.1.26), for each ϑ = ϕ+ ωα(ϕ) we get∫
T
c2(ϑ, y) dy =

1
{B−1(1 + ω · ∂ϕα)}(ϑ)

∫
T
(B−1b2)(ϑ, y) dy =

1
1 + ω · ∂ϕα(ϕ)

∫
T
b2(ϕ, y) dy.

By the definition (4.1.13) of b2 and changing variable y = x+β(ϕ, x) in the integral (recall (4.1.8))∫
T
b2(ϕ, y) dy

(4.1.13)
=

∫
T

(
(1 + a3)3(1 + βx)βxx + a2(1 + βx)2

)
(1 + βx) dx

(4.1.15)
= b(ϕ)

{
3
∫

T

βxx(ϕ, x)
1 + βx(ϕ, x)

dx+
∫

T

a2(ϕ, x)
1 + a3(ϕ, x)

dx
}
. (4.1.40)

The first integral in (4.1.40) is zero because βxx/(1 + βx) = ∂x log(1 + βx). The second one is zero
because of assumptions (Q)-(1.2.7) or (F)-(1.2.6), see (1.2.28). As a consequence (4.1.39) is proved,
and (4.1.37) has the periodic solution v defined in (4.1.38). Note that v is close to 1 for ε small.
Hence the multiplication operatorM defined in (4.1.34) is invertible andM−1 is the multiplication
operator for 1/v. By (4.1.35) and since T2 = 0, we deduce

L3 :=M−1L2M = ω · ∂ϑ +m3∂yyy + d1(ϑ, y)∂y + d0(ϑ, y), di :=
Ti
v
, i = 0, 1. (4.1.41)
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Remark 4.1.8. In the reversible case, since c2 is odd (see Remark 4.1.6 ) the function v is even,
then M, M−1 are reversibility preserving and by (4.1.36) and (4.1.41) d1 ∈ X and d0 ∈ Y , which
implies that L3 : X → Y .

Remark 4.1.9. In the Hamiltonian case, there is no need to perform this step because c2 ≡ 0, see
remark 4.1.7.

4.1.4 Step 4. Change of space variable (translation)

Consider the change of the space variable

z = y + p(ϑ)

which induces the operators

T h(ϑ, y) := h(ϑ, y + p(ϑ)), T −1v(ϑ, z) := v(ϑ, z − p(ϑ)). (4.1.42)

The differential operators become

T −1ω · ∂ϑT = ω · ∂ϑ + {ω · ∂ϑp(ϑ)} ∂z, T −1∂yT = ∂z.

Thus, by (4.1.41),

L4 := T −1L3T = ω · ∂ϑ +m3∂zzz + e1(ϑ, z) ∂z + e0(ϑ, z)

where
e1(ϑ, z) := ω · ∂ϑp(ϑ) + (T −1d1)(ϑ, z), e0(ϑ, z) := (T −1d0)(ϑ, z). (4.1.43)

Now we look for p(ϑ) such that the average∫
T
e1(ϑ, z) dz = m1 , ∀ϑ ∈ Tν , (4.1.44)

for some constant m1 ∈ R (independent of ϑ). Equation (4.1.44) is equivalent to

ω · ∂ϑp = m1 −
∫

T
d1(ϑ, y) dy =: V (ϑ). (4.1.45)

The equation (4.1.45) has a periodic solution p(ϑ) if and only if
∫

Tν V (ϑ) dϑ = 0. Hence we have
to define

m1 :=
∫

Tν+1

d1(ϑ, y) dϑdy (4.1.46)

and
p(ϑ) := (ω · ∂ϑ)−1V (ϑ) . (4.1.47)

With this choice of p, after renaming the space-time variables z = x and ϑ = ϕ, we have

L4 = ω · ∂ϕ +m3∂xxx + e1(ϕ, x) ∂x + e0(ϕ, x),
∫

T
e1(ϕ, x) dx = m1 , ∀ϕ ∈ Tν . (4.1.48)

Remark 4.1.10. By (4.1.45), (4.1.47) and since d1 ∈ X (see remark 4.1.8), the function p is odd.
Then T and T −1 defined in (4.1.42) are reversibility preserving and the coefficients e1, e0 defined
in (4.1.43) satisfy e1 ∈ X, e0 ∈ Y . Hence L4 : X → Y is reversible.

Remark 4.1.11. In the Hamiltonian case the operator L4 is Hamiltonian, because the operator T in
(4.1.42) is symplectic (it is a particular case of the change of variables (1.2.27) with β(ϕ, x) = p(ϕ)).
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4.1.5 Step 5. Descent method: conjugation by pseudo-differential operators

The goal of this Section is to conjugate L4 in (4.1.48) to an operator of the form ω · ∂ϕ +m3∂xxx +
m1∂x+R where the constants m3, m1 are defined in (4.1.30), (4.1.46), andR is a pseudo-differential
operator of order 0.

Consider an operator of the form

S := I + w(ϕ, x)∂−1
x (4.1.49)

where w : Tν+1 → R and the operator ∂−1
x is defined in (4.1.19). Note that

∂x∂
−1
x = ∂−1

x ∂x = π0 , π0(u) := u−
∫

T
u(x) dx . (4.1.50)

A direct computation shows that the difference

L4S − S(ω · ∂ϕ +m3∂xxx +m1∂x) = r1∂x + r0 + r−1∂
−1
x (4.1.51)

where (using ∂xπ0 = π0∂x = ∂x, ∂−1
x ∂xxx = ∂xx)

r1 := 3m3wx + e1(ϕ, x)−m1 (4.1.52)

r0 := e0 +
(
3m3wxx + e1w −m1w

)
π0 (4.1.53)

r−1 := ω · ∂ϕw +m3wxxx + e1wx + e0w . (4.1.54)

We look for a periodic function w(ϕ, x) such that r1 = 0. By (4.1.52) and (4.1.44) we take

w =
1

3m3
∂−1
x [m1 − e1]. (4.1.55)

For ε small enough the operator S is invertible and we obtain, by (4.1.51),

L5 := S−1L4S = ω · ∂ϕ +m3∂xxx +m1∂x +R, R := S−1(r0 + r−1∂
−1
x ). (4.1.56)

Remark 4.1.12. In the reversible case, the function w ∈ Y , because e1 ∈ X, see remark 4.1.10.
Then S, S−1 are reversibility preserving. By (4.1.53) and (4.1.54), r0 ∈ Y and r−1 ∈ X. Then the
operators R,L5 defined in (4.1.56) are reversible, namely R,L5 : X → Y .

Remark 4.1.13. In the Hamiltonian case, we consider, instead of (4.1.49), the modified operator

S := eπ0w(ϕ,x)∂−1
x := I + π0w(ϕ, x)∂−1

x + . . . (4.1.57)

which, for each ϕ ∈ Tν , is symplectic. Actually S is the time one flow map of the Hamiltonian
vector field π0w(ϕ, x)∂−1

x which is generated by the Hamiltonian

HS(ϕ, u) := −1
2

∫
T
w(ϕ, x)

(
∂−1
x u

)2
dx , u ∈ H1

0 .

The corresponding L5 in (4.1.56) is Hamiltonian. Note that the operators (4.1.57) and (4.1.49)
differ only for pseudo-differential smoothing operators of order O(∂−2

x ) and of smaller size O(w2) =
O(ε2).
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4.1.6 Estimates on L5

Summarizing the steps performed in the previous Sections 4.1.1-4.1.5, we have (semi)-conjugated
the operator L defined in (4.1.1) to the operator L5 defined in (4.1.56), namely

L = Φ1L5Φ−1
2 , Φ1 := ABρMT S, Φ2 := ABMT S (4.1.58)

(where ρ means the multiplication operator for the function ρ defined in (4.1.26)).
In the next lemma we give tame estimates for L5 and Φ1,Φ2. We define the constants

σ := 2τ0 + 2ν + 17, σ′ := 2τ0 + ν + 14 (4.1.59)

where τ0 is defined in (1.2.2) and ν is the number of frequencies.

Lemma 4.1.2. Let f ∈ Cq, see (1.2.3), and s0 ≤ s ≤ q − σ. There exists δ > 0 such that, if
εγ−1

0 < δ (the constant γ0 is defined in (1.2.2)), then, for all

‖u‖s0+σ ≤ 1 , (4.1.60)

(i) the transformations Φ1,Φ2 defined in (4.1.58) are invertible operators of Hs(Tν+1), and satisfy

‖Φih‖s + ‖Φ−1
i h‖s ≤ C(s)

(
‖h‖s + ‖u‖s+σ‖h‖s0

)
, (4.1.61)

for i = 1, 2. Moreover, if u(λ), h(λ) are Lipschitz families with

‖u‖Lip(γ)
s0+σ ≤ 1, (4.1.62)

then

‖Φih‖Lip(γ)
s + ‖Φ−1

i h‖Lip(γ)
s ≤ C(s)

(
‖h‖Lip(γ)

s+3 + ‖u‖Lip(γ)
s+σ ‖h‖

Lip(γ)
s0+3

)
, i = 1, 2. (4.1.63)

(ii) The constant coefficients m3,m1 of L5 defined in (4.1.56) satisfy

|m3 − 1|+ |m1| ≤ εC , (4.1.64)

|∂um3(u)[h]|+ |∂um1(u)[h]| ≤ εC‖h‖σ . (4.1.65)

Moreover, if u(λ) is a Lipschitz family satisfying (4.1.62), then

|m3 − 1|Lip(γ) + |m1|Lip(γ) ≤ εC. (4.1.66)

(iii) The operator R defined in (4.1.56) satisfies:

|R|s ≤ εC(s)(1 + ‖u‖s+σ), (4.1.67)

|∂uR(u)[h] |s ≤ εC(s)
(
‖h‖s+σ′ + ‖u‖s+σ‖h‖s0+σ′

)
, (4.1.68)

where σ > σ′ are defined in (4.1.59). Moreover, if u(λ) is a Lipschitz family satisfying (4.1.62),
then

|R|Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+σ ). (4.1.69)

Finally, in the reversible case, the maps Φi,Φ−1
i , i = 1, 2 are reversibility preserving and R,L5 :

X → Y are reversible. In the Hamiltonian case the operator L5 is Hamiltonian.
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Proof. The proof is elementary. It is based on a repeated use of the tame estimates of the Lemmata
of the Appendix A. For convenience, we split it into many points. We remind that s0 := (ν + 2)/2
is fixed.

Estimates in Step 1.
1. — We prove that b3 = b defined in (4.1.17) satisfies the tame estimates

‖b3 − 1‖s ≤ εC(s)
(
1 + ‖u‖s+3

)
, (4.1.70)

‖∂ub3(u)[h]‖s ≤ εC(s)
(
‖h‖s+3 + ‖u‖s+3‖h‖s0+3

)
, (4.1.71)

‖b3 − 1‖Lip(γ)
s ≤ εC(s)

(
1 + ‖u‖Lip(γ)

s+3

)
. (4.1.72)

Proof of (4.1.70). Write b3 = b (see (4.1.17)) as

b3 − 1 = ψ
(
M [g(a3)− g(0)]

)
− ψ(0), (4.1.73)

where
ψ(t) := (1 + t)−3, Mh :=

∫
T
h dx, g(t) := (1 + t)−

1
3 .

Thus, for ε small,

‖b3 − 1‖s ≤ C(s)‖M [g(a3)− g(0)] ‖s ≤ C(s)‖g(a3)− g(0)‖s ≤ C(s)‖a3‖s.

In the first inequality we have applied Lemma A.0.8(i) to the function ψ, with u = 0, p = 0,
h = M [g(a3)− g(0)]. In the second inequality we have used the trivial fact that ‖Mh‖s ≤ ‖h‖s for
all h. In the third inequality we have applied again Lemma A.0.8(i) to the function g, with u = 0,
p = 0, h = a3. Finally we estimate a3 by (4.1.4) with s0 = s0, which holds for s+ 2 ≤ q.
Proof of (4.1.71). Using (4.1.73), the derivative of b3 with respect to u in the direction h is

∂ub3(u)[h] = ψ′
(
M [g(a3)− g(0)]

)
M
(
g′(a3)∂ua3[h]

)
.

Then use (A.0.5), Lemma A.0.8(i) applied to the functions ψ′ and g′, and (4.1.5).
Proof of (4.1.72). It follows from (4.1.70), (4.1.71) and Lemma A.0.9.

2. — Using the definition (4.1.16) of ρ0, estimates (4.1.70), (4.1.71), (4.1.72) for b3 and estimates
(4.1.4), (4.1.5), (4.1.6) for a3, one proves that ρ0 also satisfies the same estimates (4.1.70), (4.1.71),
(4.1.72) as (b3 − 1). Since β = ∂−1

x ρ0 (see (4.1.18)), by Lemma A.0.7(i) we get

|β|s,∞ ≤ C(s)‖β‖s+s0 ≤ C(s)‖ρ0‖s+s0 ≤ εC(s)
(
1 + ‖u‖s+s0+3

)
, (4.1.74)

and, with the same chain of inequalities,

|∂uβ(u)[h]|s,∞ ≤ εC(s)
(
‖h‖s+s0+3 + ‖u‖s+s0+3‖h‖s0+3

)
. (4.1.75)

Then Lemma A.0.9 implies
|β|Lip(γ)

s,∞ ≤ εC(s)
(
1 + ‖u‖Lip(γ)

s+s0+3

)
, (4.1.76)

for all s+ s0 + 3 ≤ q. Note that x 7→ x+ β(ϕ, x) is a well-defined diffeomorphism if |β|1,∞ ≤ 1/2,
and, by (5.6.35), this condition is satisfied provided εC

(
1 + ‖u‖s0+4

)
≤ 1/2.
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Let (ϕ, y) 7→ (ϕ, y + β̃(ϕ, y)) be the inverse diffeomorphism of (ϕ, x) 7→ (ϕ, x + β(ϕ, x)). By
Lemma A.0.10(i) on the torus Tν+1, β̃ satisfies

|β̃|s,∞ ≤ C|β|s,∞
(5.6.35)

≤ εC(s)
(
1 + ‖u‖s+3+s0

)
. (4.1.77)

Writing explicitly the dependence on u, we have β̃(ϕ, y;u) + β
(
ϕ, y + β̃(ϕ, y;u);u

)
= 0. Differen-

tiating the last equality with respect to u in the direction h gives

(∂uβ̃)[h] = −A−1
(∂uβ[h]

1 + βx

)
,

therefore, applying Lemma A.0.10(iii) to deal with A−1, (A.0.6) for the product (∂uβ[h])(1+βx)−1,
the estimates (5.6.35), (4.1.75), (4.1.76) for β, and (A.0.2) (with a0 = s0 + 3, b0 = s0 + 4, p = 1,
q = s− 1), we obtain (for s+ s0 + 4 ≤ q)

|∂uβ̃(u)[h]|s,∞ ≤ εC(s)
(
‖h‖s+3+s0 + ‖u‖s+4+s0‖h‖3+s0

)
. (4.1.78)

Then, using Lemma A.0.9 with p = 4 + s0, the bounds (4.1.77), (4.1.78) imply

|β̃|Lip(γ)
s,∞ ≤ εC(s)

(
1 + ‖u‖Lip(γ)

s+4+s0

)
. (4.1.79)

3. — Estimates of A(u) and A(u)−1. By (A.0.16), (5.6.35) and (4.1.77),

‖A(u)h‖s + ‖A(u)−1h‖s ≤ C(s)
(
‖h‖s + ‖u‖s+s0+3‖h‖1

)
. (4.1.80)

Moreover, by (A.0.18), (4.1.76) and (4.1.79),

‖A(u)h‖Lip(γ)
s + ‖A(u)−1h‖Lip(γ)

s ≤ C(s)
(
‖h‖Lip(γ)

s+1 + ‖u‖Lip(γ)
s+s0+4‖h‖

Lip(γ)
2

)
. (4.1.81)

SinceA(u)g(ϕ, x) = g(ϕ, x+β(ϕ, x;u)), the derivative ofA(u)g with respect to u in the direction
h is the product ∂u

(
A(u)g

)
[h] = (A(u)gx) ∂uβ(u)[h]. Then, by (A.0.7), (4.1.75) and (4.1.80),

‖∂u(A(u)g)[h] ‖s ≤ εC(s)
(
‖g‖s+1‖h‖s0+3 + ‖g‖2‖h‖s+s0+3 + ‖u‖s+s0+3‖g‖2‖h‖s0+3

)
. (4.1.82)

Similarly ∂u(A(u)−1g)[h] = (A(u)−1gx) ∂uβ̃(u)[h], therefore (A.0.7), (4.1.78), (4.1.80) imply that

‖∂u(A−1(u)g)[h] ‖s ≤ εC(s)
(
‖g‖s+1‖h‖s0+3 + ‖g‖2‖h‖s+s0+3 + ‖u‖s+s0+4‖g‖2‖h‖s0+3

)
. (4.1.83)

4. — The coefficients b0, b1, b2 are given in (4.1.12), (4.1.13). By (A.0.7), (4.1.80), (4.1.62),
(5.6.35) and (4.1.4),

‖bi‖s ≤ εC(s)(1 + ‖u‖s+s0+6), i = 0, 1, 2. (4.1.84)

Moreover, in analogous way, by (A.0.7), (4.1.81), (4.1.62), (4.1.76) and (4.1.6),

‖bi‖Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+s0+7), i = 0, 1, 2. (4.1.85)

Now we estimate the derivative with respect to u of b1. The estimates for b0 and b2 are analogous.
By (4.1.12) we write b1(u) = A(u)−1b∗1(u) where b∗1 := ω · ∂ϕβ+ (1 + a3)βxxx+ a2βxx+ a1(1 + βx).
The bounds (4.1.5), (4.1.75), (5.6.35), (4.1.62), and (A.0.7) imply that

‖∂ub∗1(u)[h]‖s ≤ εC(s)
(
‖h‖s+s0+6 + ‖u‖s+s0+6‖h‖s0+6

)
. (4.1.86)
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Now,

∂ub1(u)[h] = ∂u
(
A(u)−1b∗1(u)

)
[h] = (∂uA(u)−1)(b∗1(u))[h] +A(u)−1(∂ub∗1(u)[h]). (4.1.87)

Then (A.0.5), (4.1.87), (4.1.80), (4.1.83), (A.0.2) (with a0 = s0 + 4, β0 = s0 + 6, p = s− 1, q = 1)
(4.1.86) imply

‖∂uA(u)−1(b∗1(u))[h]‖s ≤ εC(s)
(
‖h‖s+s0+3 + ‖u‖s+s0+7‖h‖s0+3

)
(4.1.88)

‖A(u)−1∂ub
∗
1(u)[h]‖s ≤ εC(s)

(
‖h‖s+s0+6 + ‖u‖s+s0+6‖h‖s0+6

)
. (4.1.89)

Finally (4.1.87), (4.1.88) and (4.1.89) imply

‖∂ub1(u)[h]‖s ≤ εC(s)
(
‖h‖s+s0+6 + ‖u‖s+s0+7‖h‖s0+6

)
, (4.1.90)

which holds for all s+ s0 + 7 ≤ q.
Estimates in Step 2.
5. — We prove that the coefficient m3, defined in (4.1.30), satisfies the following estimates:

|m3 − 1| , |m3 − 1|Lip(γ) ≤ εC (4.1.91)

|∂um3(u)[h]| ≤ εC‖h‖s0+3. (4.1.92)

Using (4.1.30) (4.1.70), (4.1.62)

|m3 − 1| ≤
∫

Tν
|b3 − 1| dϕ ≤ C‖b3 − 1‖s0 ≤ εC.

Similarly we get the Lipschitz part of (4.1.91). The estimate (4.1.92) follows by (4.1.71), since

|∂um3(u)[h] | ≤
∫

Tν
|∂ub3(u)[h]| dϕ ≤ C‖∂ub3(u)[h]‖s0 ≤ εC‖h‖s0+3.

6. — Estimates of α. The function α(ϕ), defined in (4.1.31), satisfies

|α|s,∞ ≤ εγ−1
0 C(s)

(
1 + ‖u‖s+τ0+s0+3

)
(4.1.93)

|α|Lip(γ)
s,∞ ≤ εγ−1

0 C(s)
(
1 + ‖u‖Lip(γ)

s+τ0+s0+3

)
(4.1.94)

|∂uα(u)[h]|s,∞ ≤ εγ−1
0 C(s)

(
‖h‖s+τ0+s0+3 + ‖u‖s+τ0+s0+3‖h‖s0+3

)
. (4.1.95)

Remember that ω = λω̄, and |ω̄ · l| ≥ 3γ0|l|−τ0 , ∀l 6= 0, see (1.2.2). By (4.1.70) and (4.1.91),

|α|s,∞ ≤ ‖α‖s+s0 ≤ Cγ−1
0 ‖b3 −m3‖s+s0+τ0 ≤ C(s)γ−1

0 ε(1 + ‖u‖s+τ0+s0+3)

proving (4.1.93). Then (4.1.94) holds similarly using (4.1.72) and (ω · ∂ϕ)−1 = λ−1 (ω̄ · ∂ϕ)−1.
Differentiating formula (4.1.31) with respect to u in the direction h gives

∂uα(u)[h] = (λω̄ · ∂ϕ)−1
(∂ub3(u)[h]m3 − b3∂um3(u)[h]

m2
3

)
then, the standard Sobolev embedding, (4.1.70), (4.1.71), (4.1.91), (4.1.92) imply (4.1.95). Es-
timates (4.1.94) and (4.1.95) hold for s + τ0 + s0 + 3 ≤ q. Note that (4.1.23) is a well-defined
diffeomorphism if |α|1,∞ ≤ 1/2, and, by (4.1.94), this holds by (4.1.60).
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7. — Estimates of α̃. Let ϑ→ ϑ+ωα̃(ϑ) be the inverse change of variable of (4.1.23). The
following estimates hold:

|α̃|s,∞ ≤ εγ−1
0 C(s)

(
1 + ‖u‖s+τ0+s0+3

)
(4.1.96)

|α̃|Lip(γ)
s,∞ ≤ εγ−1

0 C(s)
(
1 + ‖u‖Lip(γ)

s+τ0+s0+4

)
(4.1.97)

|∂uα̃(u)[h]|s,∞ ≤ εγ−1
0 C(s)

(
‖h‖s+τ0+s0+3 + ‖u‖s+τ0+s0+4‖h‖τ0+s0+3

)
. (4.1.98)

The bounds (4.1.96), (4.1.97) follow by (A.0.14), (4.1.93), and (A.0.15), (4.1.94), respectively. To
estimate the partial derivative of α̃ with respect to u we differentiate the identity α̃(ϑ;u) + α(ϑ+
ωα̃(ϑ;u);u) = 0, which gives

∂uα̃(u)[h] = −B−1
( ∂uα[h]

1 + ω · ∂ϕα

)
.

Then applying Lemma A.0.10(iii) to deal with B−1, (A.0.6) for the product ∂uα[h] (1 +ω ·∂ϕα)−1,
and estimates (4.1.94), (4.1.95), (A.0.2), we obtain (4.1.98).

8. — The transformations B(u) and B(u)−1, defined in (4.1.24) resp. (4.1.25), satisfy the
following estimates:

‖B(u)h‖s + ‖B(u)−1h‖s ≤ C(s)
(
‖h‖s + ‖u‖s+τ0+s0+3‖h‖1

)
(4.1.99)

‖B(u)h‖Lip(γ)
s + ‖B(u)−1h‖Lip(γ)

s ≤ C(s)
(
‖h‖Lip(γ)

s+1 + ‖u‖Lip(γ)
s+τ0+s0+4‖h‖

Lip(γ)
2

)
(4.1.100)

‖∂u(B(u)g)[h]‖s ≤ C(s)
(
‖g‖s+1‖h‖σ0 + ‖g‖1‖h‖s+σ0

+‖u‖s+σ0‖g‖2‖h‖σ0

)
(4.1.101)

‖∂u(B(u)−1g)[h]‖s ≤ C(s)
(
‖g‖s+1‖h‖σ0 + ‖g‖1‖h‖s+σ0

+‖u‖s+σ0+1‖g‖2‖h‖σ0

)
(4.1.102)

where σ0 := τ0 + s0 + 3. Estimates (4.1.99) and (4.1.100) follow by Lemma A.0.10(ii) and (4.1.93),
(4.1.96), (4.1.94), (4.1.97). The derivative of B(u)g with respect to u in the direction h is the
product fz where f := B(u)(ω · ∂ϕg) and z := ∂uα(u)[h]. By (A.0.7), ‖fz‖s ≤ C(s)(‖f‖s|z|L∞ +
‖f‖0|z|s,∞). Then (4.1.95), (4.1.99) imply (4.1.101). In analogous way, (4.1.98) and (4.1.99) give
(4.1.102).

9. — estimates of ρ. The function ρ defined in (4.1.26), namely ρ = 1 + B−1(ω · ∂ϕα),
satisfies

|ρ− 1|s,∞ ≤ εγ−1
0 C(s)(1 + ‖u‖s+τ0+s0+4) (4.1.103)

|ρ− 1|Lip(γ)
s,∞ ≤ εγ−1

0 C(s)(1 + ‖u‖Lip(γ)
s+τ0+s0+5) (4.1.104)

‖∂uρ(u)[h] ‖s ≤ εγ−1
0 C(s)

(
‖h‖s+τ0+s0+4 + ‖u‖s+τ0+s0+5‖h‖τ0+s0+4

)
. (4.1.105)

The bound (4.1.103) follows by (4.1.26), (A.0.19), (4.1.93), (4.1.60). Similarly (4.1.104) follows
by (A.0.20), (4.1.94) and (4.1.62). Differentiating (4.1.26) with respect to u in the direction h we
obtain

∂uρ(u)[h] = ∂uB(u)−1(ω · ∂ϕα)[h] +B(u)−1
(
ω · ∂ϕ(∂uα(u)[h])

)
.
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By (4.1.102), (4.1.93), and (4.1.60), we get

‖∂uB(u)−1(ω · ∂ϕα)[h]‖s ≤ εγ−1
0 C(s)

(
‖h‖s+τ0+s0+3 + ‖u‖s+τ0+s0+5‖h‖τ0+s0+3

)
. (4.1.106)

Using (4.1.99), (4.1.95), (4.1.60), and applying (A.0.2), one has

‖B(u)−1
(
ω · ∂ϕ(∂uα(u)[h])

)
‖s ≤ εγ−1

0 C(s)
(
‖h‖s+τ0+s0+4 + ‖u‖s+τ0+s0+4‖h‖τ0+s0+4

)
. (4.1.107)

Then (4.1.106) and (4.1.107) imply (4.1.105), for all s+ τ0 + s0 + 5 ≤ q.
10. — The coefficients c0, c1, c2 defined in (4.1.33) satisfy the following estimates: for i = 0, 1, 2,

s ≥ s0,

‖ci‖s ≤ εC(s)
(
1 + ‖u‖s+τ0+s0+6

)
, (4.1.108)

‖ci‖Lip(γ)
s ≤ εC(s)

(
1 + ‖u‖Lip(γ)

s+τ0+s0+7

)
, (4.1.109)

‖∂uci[h]‖s ≤ εC(s)
(
‖h‖s+τ0+s0+6 + ‖u‖s+τ0+s0+7‖h‖τ0+2s0+6

)
. (4.1.110)

The definition of ci in (4.1.33), (A.0.7), (4.1.60), (4.1.99), (4.1.103), (4.1.84) and εγ−1
0 < 1, imply

(4.1.108). Similarly (4.1.62), (4.1.100), (4.1.104) and (4.1.85) imply (4.1.109). Finally (4.1.110)
follows from differentiating the formula of ci(u) and using (4.1.60), (4.1.84), (4.1.102), (4.1.99),
(A.0.5)-(A.0.7), (4.1.103), (4.1.105).

Estimates in the step 3.

11. — The function v defined in (4.1.38) satisfies the following estimates:

‖v − 1‖s ≤ εC(s)
(
1 + ‖u‖s+τ0+s0+6

)
(4.1.111)

‖v − 1‖Lip(γ)
s ≤ εC(s)

(
1 + ‖u‖Lip(γ)

s+τ0+s0+7

)
(4.1.112)

‖∂uv[h]‖s ≤ εC(s)
(
‖h‖s+τ0+s0+6 + ‖u‖s+τ0+s0+7‖h‖τ0+2s0+6

)
(4.1.113)

In order to prove (4.1.111) we apply the Lemma A.0.8(i) with f(t) := exp(t) (and u = 0, p = 0):

‖v − 1‖s =
∥∥∥f(− ∂−1

y c2

3m3

)
− f(0)

∥∥∥
s

(4.1.91)

≤ C‖c2‖s
(4.1.108)

≤ εC(s)
(
1 + ‖u‖s+τ0+s0+6

)
.

Similarly (4.1.112) follows. Differentiating formula (4.1.38) we get

∂uv[h] = −f ′
(
−
∂−1
y c2

3m3

){ 1
3m3

∂u

(
∂−1
y c2

)
[h]−

∂−1
y c2∂um3[h]

3m2
3

}
.

Then using (4.1.60), (A.0.5), Lemma A.0.8(i) applied to f ′ = f , and the estimates (4.1.108),
(4.1.110), (4.1.91) and (4.1.92) we get (4.1.113).

12. — The multiplication operator M defined in (4.1.34) and its inverse M−1 (which is the
multiplication operator by v−1) both satisfy

‖M±1h‖s ≤ C(s)
(
‖h‖s + ‖u‖s+σ̃‖h‖s0

)
, (4.1.114)

‖M±1h‖Lip(γ)
s ≤ C(s)

(
‖h‖Lip(γ)

s + ‖u‖Lip(γ)
s+σ̃+1‖h‖

Lip(γ)
s0

)
, (4.1.115)

‖∂uM±1(u)g[h]‖s ≤ εC(s)
(
‖g‖s‖h‖s0+σ̃ + ‖g‖s0‖h‖s+σ̃ + ‖u‖s+σ̃+1‖g‖s0‖h‖s0+σ̃

)
, (4.1.116)
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with σ̃ := τ0 + s0 + 6.
The inequalities (4.1.114)-(4.1.116) follow by (4.1.60), (4.1.62), (A.0.5), (4.1.111)-(4.1.113).

13. — The coefficients d1, d0, defined in (4.1.41), satisfy, for i = 0, 1

‖di‖s ≤ εC(s)(1 + ‖u‖s+τ0+s0+9), (4.1.117)

‖di‖Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+τ0+s0+10), (4.1.118)

‖∂udi(u)[h]‖s ≤ εC(s)
(
‖h‖s+τ0+s0+9 + ‖u‖s+τ0+s0+10‖h‖τ0+2s0+9

)
, (4.1.119)

by (A.0.5), (4.1.60), (4.1.62), (4.1.108)-(4.1.110) and (4.1.111)-(4.1.113).

Estimates in the Step 4.

14. — The constant m1 defined in (4.1.46) satisfies

|m1|+ |m1|Lip(γ) ≤ εC, |∂um1(u)[h]| ≤ εC‖h‖τ0+2s0+9 , (4.1.120)

by (4.1.62), (4.1.117)-(4.1.119).

15. — The function p(ϑ) defined in (4.1.47) satisfies the following estimates:

|p|s,∞ ≤ εγ−1
0 C(s)(1 + ‖u‖s+2τ0+2s0+9) (4.1.121)

|p|Lip(γ)
s,∞ ≤ εγ−1

0 C(s)(1 + ‖u‖Lip(γ)
s+2τ0+2s0+10) (4.1.122)

|∂up(u)[h]|s,∞ ≤ εγ−1
0 C(s)

(
‖h‖s+2τ0+2s0+9 + ‖u‖s+2τ0+2s0+10‖h‖τ0+2s0+9

)
. (4.1.123)

which follow by (4.1.117)-(4.1.119) and (4.1.120) applying the same argument used in the proof of
(4.1.94).

16. — The operators T , T −1 defined in (4.1.42) satisfy

‖T ±1h‖s ≤ C(s)
(
‖h‖s + ‖u‖s+σ̄‖h‖1

)
(4.1.124)

‖T ±1h‖Lip(γ)
s ≤ C(s)

(
‖h‖Lip(γ)

s+1 + ‖u‖Lip(γ)
s+σ̄+1‖h‖

Lip(γ)
2

)
(4.1.125)

‖∂u(T ±1(u)g)[h]‖s ≤ εγ−1
0 C(s)

(
‖g‖s+1‖h‖σ̄ + ‖g‖1‖h‖s+σ̄

+‖u‖s+σ̄+1‖g‖2‖h‖σ̄
)
, (4.1.126)

with σ̄ := 2τ0 + 2s0 + 9. The estimates (4.1.124) and (4.1.125) follow by (A.0.16), (A.0.18) and
using (5.6.74) and (4.1.122). The derivative ∂u(T (u)g)[h] is the product (T (u)gy) ∂up(u)[h]. Hence
(A.0.7), (4.1.124) and (4.1.123) imply (4.1.126).

17. — The coefficients e0, e1, defined in (4.1.43), satisfy the following estimates: for i = 0, 1

‖ei‖s ≤ εC(s)(1 + ‖u‖s+2τ0+2s0+9), (4.1.127)

‖ei‖Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+2τ0+2s0+10), (4.1.128)

‖∂uei(u)[h]‖s ≤ εC(s)
(
‖h‖s+2τ0+2s0+9 + ‖u‖s+2τ0+2s0+10‖h‖2τ0+2s0+9

)
. (4.1.129)

The estimates (4.1.127), (4.1.128) follow by (4.1.60), (4.1.62), (4.1.45), (4.1.117), (4.1.118), (4.1.124)
and (4.1.125). The estimate (4.1.129) follows differentiating the formulae of e0 and e1 in (4.1.43),
and applying (4.1.117), (4.1.119), (4.1.124) and (4.1.126).
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Estimates in the Step 5.

18. — The function w defined in (4.1.55) satisfies the following estimates:

‖w‖s ≤ εC(s)(1 + ‖u‖s+2τ0+2s0+9) (4.1.130)

‖w‖Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+2τ0+2s0+10) (4.1.131)

‖∂uw(u)[h]‖s ≤ εC(s)
(
‖h‖s+2τ0+2s0+9 + ‖u‖s+2τ0+2s0+10‖h‖2τ0+2s0+9

)
(4.1.132)

which follow by (4.1.91), (4.1.92), (4.1.120), (4.1.127)-(4.1.129), (4.1.60), (4.1.62).

19. — The operator S = I + w∂−1
x , defined in (4.1.49), and its inverse S−1 both satisfy the

following estimates (where the s-decay norm | · |s is defined in (3.1.1)):

|S±1 − I|s ≤ εC(s)(1 + ‖u‖s+2τ0+2s0+9), (4.1.133)

|S±1 − I|Lip(γ)
s ≤ εC(s)(1 + ‖u‖Lip(γ)

s+2τ0+2s0+10), (4.1.134)∣∣∂uS±1(u)[h]
∣∣
s
≤ εC(s)

(
‖h‖s+2τ0+2s0+9 + ‖u‖s+2τ0+2s0+10‖h‖2τ0+3s0+9

)
. (4.1.135)

Thus (4.1.133)-(4.1.135) for S follow by (4.1.130)-(4.1.132) and the fact that the matrix decay norm
|∂−1
x |s ≤ 1, s ≥ 0, using (3.1.4), (3.1.5), (3.1.7), (3.1.8). The operator S−1 satisfies the same bounds

(4.1.133)-(4.1.134) by Lemma 3.1.3, which may be applied thanks to (4.1.133), (4.1.60), (4.1.62)
and ε small enough.

Finally (4.1.135) for S−1 follows by

∂uS−1(u)[h] = −S−1(u) ∂uS(u)[h]S−1(u) ,

and (3.1.6), (4.1.133) for S−1, and (4.1.135) for S.

20. — The operatpr R, defined in (4.1.56) , where r0, r−1 are defined in (4.1.53), (4.1.54),
satisfies the following estimates:∣∣R∣∣

s
≤ εC(s)(1 + ‖u‖s+2τ0+2s0+12) (4.1.136)∣∣R∣∣Lip(γ)

s
≤ εC(s)(1 + ‖u‖Lip(γ)

s+2τ0+2s0+13) (4.1.137)∣∣∂uR(u)[h]
∣∣
s
≤ εC(s)

(
‖h‖s+2τ0+2s0+12 + ‖u‖s+2τ0+2s0+13‖h‖2τ0+3s0+12

)
. (4.1.138)

Let T := r0+r−1∂
−1
x . By (3.1.4), (3.1.5), (A.0.5), (4.1.130), (4.1.131), (4.1.127), (4.1.128), (4.1.120),

(4.1.91), and using the trivial fact that |∂−1
x |s ≤ 1 and |π0|s ≤ 1 for all s ≥ 0, we get∣∣T ∣∣

s
≤ εC(s)(1 + ‖u‖s+2τ0+2s0+12) (4.1.139)∣∣T ∣∣Lip(γ)

s
≤ εC(s)(1 + ‖u‖Lip(γ)

s+2τ0+2s0+13). (4.1.140)

Differentiating T with respect to u, and using (3.1.4), (A.0.5), (4.1.132), (4.1.129), (4.1.120),
(4.1.91) and (4.1.92), one has∣∣∂uT (u)[h]

∣∣
s
≤ εC(s)

(
‖h‖s+2τ0+2s0+12 + ‖u‖s+2τ0+2s0+13‖h‖2τ0+3s0+12

)
. (4.1.141)

Finally (3.1.6), (3.1.9) (4.1.133)-(4.1.135), (4.1.139)-(4.1.141) imply the estimates (4.1.136)-(4.1.138).
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21. — Using Lemma A.0.11, (4.1.60) and all the previous estimates on A, B, ρ,M, T ,S, the
operators Φ1 = ABρMT S and Φ2 = ABMT S, defined in (4.1.58), satisfy (4.1.61) (note that
σ > 2τ0 + 2s0 + 9). Finally, if the condition (4.1.62) holds, we get the estimate (4.1.63).

The other estimates (4.1.64)-(4.1.69) follow by (4.1.91), (4.1.92), (4.1.120), (4.1.136)-(4.1.138).
The proof of the Lemma is complete.

In the same way we get the following lemma.

Lemma 4.1.3. In the same hypotheses of Lemma 4.1.2, for all ϕ ∈ Tν , the operators A(ϕ),M(ϕ),
T (ϕ), S(ϕ) are invertible operators of the phase space Hs

x := Hs(T), with

‖A±1(ϕ)h‖Hs
x
≤ C(s)

(
‖h‖Hs

x
+ ‖u‖s+s0+3‖h‖H1

x

)
, (4.1.142)

‖(A±1(ϕ)− I)h‖Hs
x
≤ εC(s)

(
‖h‖Hs+1

x
+ ‖u‖s+s0+3‖h‖H2

x

)
, (4.1.143)

‖(M(ϕ)T (ϕ)S(ϕ))±1h‖Hs
x
≤ C(s)

(
‖h‖Hs

x
+ ‖u‖s+σ‖h‖H1

x

)
, (4.1.144)

‖((M(ϕ)T (ϕ)S(ϕ))±1 − I)h‖Hs
x
≤ εγ−1

0 C(s)
(
‖h‖Hs+1

x
+ ‖u‖s+σ‖h‖H1

x

)
. (4.1.145)

Proof. For each fixed ϕ ∈ Tν , A(ϕ)h(x) := h(x+β(ϕ, x)). Apply (A.0.16) to the change of variable
T→ T, x 7→ x+ β(ϕ, x):

‖A(ϕ)h‖Hs
x
≤ C(s)

(
‖h‖Hs

x
+ |β(ϕ, ·)|W s,∞(T)‖h‖H1

x

)
.

Since |β(ϕ, ·)|W s,∞(T) ≤ |β|s,∞ for all ϕ ∈ Tν , by (5.6.35) we deduce (4.1.142). Using (A.0.17),
(4.1.60), and (5.6.35),

‖(A(ϕ)− I)h‖Hs
x
≤s |β|L∞‖h‖Hs+1

x
+ |β|s,∞‖h‖H2

x
≤s ε

(
‖h‖Hs+1

x
+ ‖u‖s+s0+3‖h‖H2

x

)
.

By (4.1.77), estimates (4.1.142) and (4.1.143) also hold for

A(ϕ)−1 = A−1(ϕ) : h(y) 7→ h(y + β̃(ϕ, y)).

The multiplication operator M(ϕ) : Hs
x → Hs

x, M(ϕ)h := v(ϕ, ·)h satisfies

‖(M(ϕ)− I)h‖Hs
x

= ‖(v(ϕ, ·)− 1)h‖Hs
x
≤s ‖v(ϕ, ·)− 1‖Hs

x
‖h‖H1

x
+ ‖v(ϕ, ·)− 1‖H1

x
‖h‖Hs

x

≤s ‖v − 1‖s+s0‖h‖H1
x

+ ‖v − 1‖1+s0‖h‖Hs
x
≤s ε

(
‖h‖Hs

x
+ ‖u‖s+τ0+2s0+6‖h‖H1

x

)
(4.1.146)

by (A.0.5), (3.1.4), Lemma 3.1.4, (4.1.111) and (4.1.60). The same estimate also holds forM(ϕ)−1 =
M−1(ϕ), which is the multiplication operator by v−1(ϕ, ·). The operators T ±1(ϕ)h(x) = h(x±p(ϕ))
satisfy

‖T ±1(ϕ)h‖Hs
x

= ‖h‖Hs
x
, ‖(T ±1(ϕ)− I)h‖Hs

x
≤ εγ−1

0 C‖h‖Hs+1
x

, (4.1.147)

by (A.0.17), (4.1.60), (5.6.74) and by the fact that p(ϕ) is independent on the space variable.
By (3.1.11), (4.1.133), (4.1.60) and Lemma 3.1.4, the operator S(ϕ) = I + w(ϕ, ·)∂−1

x and its
inverse satisfy

‖(S±1(ϕ)− I)h‖Hs
x
≤s ε

(
‖h‖Hs

x
+ ‖u‖s+2τ0+3s0+9‖h‖H1

x

)
. (4.1.148)

Collecting estimates (4.1.146), (4.1.147), (4.1.148) we get (4.1.144) and (4.1.145) and the proof
is concluded.
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4.2 Reduction of the linearized operator to constant coefficients

The goal of this Section is to diagonalize the linear operator L5 obtained in (4.1.56), and therefore
to complete the reduction of L in (4.1.1) into constant coefficients. For τ > τ0 (see (1.2.2)) we
define the constant

β := 7τ + 6 . (4.2.1)

Theorem 4.2.1. Let f ∈ Cq, see (1.2.3). Let γ ∈ (0, 1) and s0 ≤ s ≤ q − σ − β where σ is
defined in (4.1.59), and β in (4.2.1). Let u(λ) be a family of functions depending on the parameter
λ ∈ Λo ⊂ Λ := [1/2, 3/2] in a Lipschitz way, with

‖u‖Lip(γ)
s0+σ+β,Λo

≤ 1. (4.2.2)

Then there exist δ0, C (depending on the data of the problem) such that, if

εγ−1 ≤ δ0 , (4.2.3)

then:

(i) (Eigenvalues) ∀λ ∈ Λ there exists a sequence

µ∞j (λ) := µ∞j (λ, u) = µ̃0
j (λ) + r∞j (λ) , µ̃0

j (λ) := i
(
− m̃3(λ)j3 + m̃1(λ)j

)
, j ∈ Z , (4.2.4)

where m̃3, m̃1 coincide with the coefficients of L5 in (4.1.56) for all λ ∈ Λo, and the corrections r∞j
satisfy

|m̃3 − 1|Lip(γ) + |m̃1|Lip(γ) + |r∞j |
Lip(γ)
Λ ≤ εC , ∀j ∈ Z . (4.2.5)

Moreover, in the reversible case (i.e. (1.2.15) holds) or Hamiltonian case (i.e. (1.2.11) holds), all
the eigenvalues µ∞j are purely imaginary.

(ii) (Conjugacy). For all λ in

Λ2γ
∞ := Λ2γ

∞(u) :=
{
λ ∈ Λo : |iλω̄ · l + µ∞j (λ)− µ∞k (λ)| ≥ 2γ|j3 − k3|〈l〉−τ , (4.2.6)

∀l ∈ Zν , j, k ∈ Z
}

there is a bounded, invertible linear operator Φ∞(λ) : Hs → Hs, with bounded inverse Φ−1
∞ (λ), that

conjugates L5 in (4.1.56) to constant coefficients, namely

L∞(λ) := Φ−1
∞ (λ) ◦ L5(λ) ◦ Φ∞(λ) = λω̄ · ∂ϕ +D∞(λ), D∞(λ) := diagj∈Zµ

∞
j (λ) . (4.2.7)

The transformations Φ∞,Φ−1
∞ are close to the identity in matrix decay norm, with estimates

|Φ∞(λ)− I|Lip(γ)

s,Λ2γ
∞

+ |Φ−1
∞ (λ)− I|Lip(γ)

s,Λ2γ
∞
≤ εγ−1C(s)

(
1 + ‖u‖Lip(γ)

s+σ+β,Λo

)
. (4.2.8)

For all ϕ ∈ Tν , the operator Φ∞(ϕ) : Hs
x → Hs

x is invertible (where Hs
x := Hs(T)) with inverse

(Φ∞(ϕ))−1 = Φ−1
∞ (ϕ), and

‖(Φ±1
∞ (ϕ)− I)h‖Hs

x
≤ εγ−1C(s)

(
‖h‖Hs

x
+ ‖u‖s+σ+β+s0‖h‖H1

x

)
. (4.2.9)

In the reversible case Φ∞,Φ−1
∞ : X → X, Y → Y are reversibility preserving, and L∞ : X → Y is

reversible. In the Hamiltonian case the final L∞ is Hamiltonian.
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An important point of Theorem 4.2.1 is to require only the bound (4.2.2) for the low norm of
u, but it provides the estimate for Φ±1

∞ − I in (4.2.8) also for the higher norms | · |s, depending
also on the high norms of u. From Theorem 4.2.1 we shall deduce tame estimates for the inverse
linearized operators in Theorem 4.2.3.

Note also that the set Λ2γ
∞ in (4.2.6) depends only of the final eigenvalues, and it is not defined

inductively as in usual KAM theorems. This characterization of the set of parameters which fulfill
all the required Melnikov non-resonance conditions (at any step of the iteration) was first observed
in [17], [14] in an analytic setting. Theorem 4.2.1 extends this property also in a differentiable
setting. A main advantage of this formulation is that it allows to discuss the measure estimates
only once and not inductively: the Cantor set Λ2γ

∞ in (4.2.6) could be empty (actually its measure
|Λ2γ
∞ | = 1 − O(γ) as γ → 0) but the functions µ∞j (λ) are anyway well defined for all λ ∈ Λ, see

(4.2.4). In particular we shall perform the measure estimates only along the nonlinear iteration,
see Section 4.3.

Theorem 4.2.1 is deduced from the following iterative Nash-Moser reducibility theorem for a
linear operator of the form

L0 = ω · ∂ϕ +D0 +R0 , (4.2.10)

where ω = λω̄,

D0 := m3(λ, u(λ))∂xxx +m1(λ, u(λ))∂x , R0(λ, u(λ)) := R(λ, u(λ)) , (4.2.11)

the m3(λ, u(λ)),m1(λ, u(λ)) ∈ R and u(λ) is defined for λ ∈ Λo ⊂ Λ. Clearly L5 in (4.1.56) has
the form (4.2.10). Define

N−1 := 1 , Nν := Nχν

0 ∀ν ≥ 0 , χ := 3/2 (4.2.12)

(then Nν+1 = Nχ
ν , ∀ν ≥ 0) and

α := 7τ + 4, σ2 := σ + β (4.2.13)

where σ is defined in (4.1.59) and β is defined in (4.2.1).

Theorem 4.2.2. (KAM reducibility) Let q > σ + s0 + β. There exist C0 > 0, N0 ∈ N large,
such that, if

NC0
0 |R0|Lip(γ)

s0+β γ
−1 ≤ 1, (4.2.14)

then, for all ν ≥ 0:

(S1)ν There exists an operator

Lν := ω · ∂ϕ +Dν +Rν where Dν = diagj∈Z{µνj (λ)} (4.2.15)

µνj (λ) = µ0
j (λ) + rνj (λ), µ0

j (λ) := −i
(
m3(λ, u(λ))j3 −m1(λ, u(λ))j

)
, j ∈ Z , (4.2.16)

defined for all λ ∈ Λγν(u), where Λγ0(u) := Λo (is the domain of u), and, for ν ≥ 1,

Λγν := Λγν(u) :=
{
λ ∈ Λγν−1 :

∣∣∣iω · l + µν−1
j (λ)− µν−1

k (λ)
∣∣∣ ≥ γ |j3 − k3|

〈l〉τ
(4.2.17)

∀ |l| ≤ Nν−1, j, k ∈ Z
}
.
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For ν ≥ 0, rνj = rν−j, equivalently µνj = µν−j, and

|rνj |Lip(γ) := |rνj |
Lip(γ)

Λγν
≤ εC . (4.2.18)

The remainder Rν is real (Definition 3.2.1) and, ∀s ∈ [s0, q − σ − β],

|Rν |Lip(γ)
s ≤ |R0|Lip(γ)

s+β N−αν−1 , |Rν |Lip(γ)
s+β ≤ |R0|Lip(γ)

s+β Nν−1 . (4.2.19)

Moreover, for ν ≥ 1,

Lν = Φ−1
ν−1Lν−1Φν−1 , Φν−1 := I + Ψν−1 , (4.2.20)

where the map Ψν−1 is real, Töplitz in time Ψν−1 := Ψν−1(ϕ) (see (3.1.16)), and satisfies

|Ψν−1|Lip(γ)
s ≤ |R0|Lip(γ)

s+β γ−1N2τ+1
ν−1 N−αν−2 . (4.2.21)

In the reversible case, Rν : X → Y , Ψν−1,Φν−1,Φ−1
ν−1 are reversibility preserving. Moreover,

all the µνj (λ) are purely imaginary and µνj = −µν−j, ∀j ∈ Z.

(S2)ν For all j ∈ Z, there exist Lipschitz extensions µ̃νj (·) : Λ→ R of µνj (·) : Λγν → R satisfying, for
ν ≥ 1,

|µ̃νj − µ̃ν−1
j |Lip(γ) ≤ |Rν−1|Lip(γ)

s0 . (4.2.22)

(S3)ν Let u1(λ), u2(λ), be Lipschitz families of Sobolev functions, defined for λ ∈ Λo and such that
conditions (4.2.2), (4.2.14) hold with R0 := R0(ui), i = 1, 2, see (4.2.11).

Then, for ν ≥ 0, ∀λ ∈ Λγ1ν (u1) ∩ Λγ2ν (u2), with γ1, γ2 ∈ [γ/2, 2γ],

|Rν(u2)−Rν(u1)|s0 ≤ εN−αν−1‖u1−u2‖s0+σ2 , |Rν(u2)−Rν(u1)|s0+β ≤ εNν−1‖u1−u2‖s0+σ2 .

(4.2.23)
Moreover, for ν ≥ 1, ∀s ∈ [s0, s0 + β], ∀j ∈ Z,∣∣(rνj (u2)− rνj (u1)

)
−
(
rν−1
j (u2)− rν−1

j (u1)
)∣∣ ≤ |Rν−1(u2)−Rν−1(u1)|s0 , (4.2.24)

|rνj (u2)− rνj (u1)| ≤ εC‖u1 − u2‖s0+σ2 . (4.2.25)

(S4)ν Let u1, u2 like in (S3)ν and 0 < ρ < γ/2. For all ν ≥ 0 such that

εCN τ
ν−1‖u1 − u2‖sup

s0+σ2
≤ ρ =⇒ Λγν(u1) ⊆ Λγ−ρν (u2) . (4.2.26)

Remark 4.2.1. In the Hamiltonian case Ψν−1 is Hamiltonian and, instead of (4.2.20) we consider
the symplectic map

Φν−1 := exp(Ψν−1) . (4.2.27)

The corresponding operators Lν , Rν are Hamiltonian. Note that the operators (4.2.27) and (4.2.20)
differ for an operator of order Ψ2

ν−1.

The proof of Theorem 4.2.2 is postponed in Subsection 4.2.1. We first give some consequences.
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Corollary 4.2.1. (KAM transformation) ∀λ ∈ ∩ν≥0Λγν the sequence

Φ̃ν := Φ0 ◦ Φ1 ◦ · · · ◦ Φν (4.2.28)

converges in | · |Lip(γ)
s to an operator Φ∞ and

|Φ∞ − I|Lip(γ)
s +

∣∣Φ−1
∞ − I

∣∣Lip(γ)

s
≤ C(s) |R0|Lip(γ)

s+β γ−1 . (4.2.29)

In the reversible case Φ∞ and Φ−1
∞ are reversibility preserving.

Proof. To simplify notations we write | · |s for | · |Lip(γ)
s . For all ν ≥ 0 we have Φ̃ν+1 = Φ̃ν ◦Φν+1 =

Φ̃ν + Φ̃νΨν+1 (see (4.2.20)) and so

|Φ̃ν+1|s0
(3.1.8)

≤ |Φ̃ν |s0 + C|Φ̃ν |s0 |Ψν+1|s0
(4.2.21)

≤ |Φ̃ν |s0(1 + εν) (4.2.30)

where εν := C ′|R0|Lip(γ)
s0+β γ

−1N2τ+1
ν+1 N−αν . Iterating (4.2.30) we get, for all ν,

|Φ̃ν+1|s0 ≤ |Φ̃0|s0Πν≥0(1 + εν) ≤ |Φ0|s0e
C|R0|Lip(γ)

s0+β γ
−1

≤ 2 (4.2.31)

using (4.2.21) (with ν = 1, s = s0) to estimate |Φ0|s0 and (4.2.14). The high norm of Φ̃ν+1 =
Φ̃ν + Φ̃νΨν+1 is estimated by (3.1.9), (4.2.31) (for Φ̃ν), as

|Φ̃ν+1|s ≤ |Φ̃ν |s(1 + C(s) |Ψν+1|s0) + C(s) |Ψν+1|s
(4.2.21),(4.2.13)

≤ |Φ̃ν |s(1 + ε(0)
ν ) + ε(s)

ν , ε(0)
ν := |R0|s0+βγ

−1N−1
ν , ε(s)

ν := |R0|s+βγ−1N−1
ν .

Iterating the above inequality and, using Πj≥0(1 + ε
(0)
j ) ≤ 2, we get

|Φ̃ν+1|s ≤s
∞∑
j=0

ε
(s)
j + |Φ̃0|s ≤ C(s)

(
1 + |R0|s+βγ−1

)
(4.2.32)

using |Φ0|s ≤ 1 + C(s)|R0|s+βγ−1. Finally, the Φ̃j a Cauchy sequence in norm | · |s because

|Φ̃ν+m − Φ̃ν |s ≤
ν+m−1∑
j=ν

|Φ̃j+1 − Φ̃j |s
(3.1.9)

≤s
ν+m−1∑
j=ν

(
|Φ̃j |s|Ψj+1|s0 + |Φ̃j |s0 |Ψj+1|s

)
(4.2.32),(4.2.21),(4.2.31),(4.2.14)

≤s
∑
j≥ν
|R0|s+β γ

−1N−1
j ≤s |R0|s+β γ

−1N−1
ν . (4.2.33)

Hence Φ̃ν
|·|s→ Φ∞. The bound for Φ∞ − I in (4.2.29) follows by (4.2.33) with m = ∞, ν = 0 and

|Φ̃0 − I|s = |Ψ0|s l γ−1|R0|s+β. Then the estimate for Φ−1
∞ − I follows by (3.1.12).

In the reversible case all the Φν are reversibility preserving and so Φ̃ν , Φ∞ are reversibility
preserving.

Remark 4.2.2. In the Hamiltonian case, the transformation Φ̃ν in (4.2.28) is symplectic, because
Φν is symplectic for all ν (see Remark 4.2.1). Therefore Φ∞ is also symplectic.
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Let us define for all j ∈ Z

µ∞j (λ) = lim
ν→+∞

µ̃νj (λ) = µ̃0
j + r∞j (λ), r∞j (λ) := lim

ν→+∞
r̃νj (λ) ∀λ ∈ Λ.

It could happen that Λγν0 = ∅ (see (4.2.17)) for some ν0. In such a case the iterative process of
Theorem 4.2.2 stops after finitely many steps. However, we can always set µ̃νj := µ̃ν0j , ∀ν ≥ ν0, and
the functions µ∞j : Λ→ R are always well defined.

Corollary 4.2.2. (Final eigenvalues) For all ν ∈ N, j ∈ Z

|µ∞j − µ̃νj |
Lip(γ)
Λ = |r∞j − r̃νj |

Lip(γ)
Λ ≤ C |R0|Lip(γ)

s0+β N−αν−1 , |µ
∞
j − µ̃0

j |
Lip(γ)
Λ = |r∞j |

Lip(γ)
Λ ≤ C |R0|Lip(γ)

s0+β .

(4.2.34)

Proof. The bound (4.2.34) follows by (4.2.22) and (4.2.19) by summing the telescopic series.

Lemma 4.2.1. (Cantor set)
Λ2γ
∞ ⊂ ∩ν≥0Λγν . (4.2.35)

Proof. Let λ ∈ Λ2γ
∞ . By definition Λ2γ

∞ ⊂ Λγ0 := Λo. Then for all ν > 0, |l| ≤ Nν , j 6= k∣∣iω · l + µνj − µνk
∣∣ ≥

∣∣iω · l + µ∞j − µ∞k
∣∣− ∣∣µνj − µ∞j ∣∣− |µνk − µ∞k |

(4.2.6),(4.2.34)

≥ 2γ
∣∣j3 − k3

∣∣ 〈l〉−τ − 2C|R0|s0+βN
−α
ν−1 ≥ γ

∣∣j3 − k3
∣∣ 〈l〉−τ

because γ|j3 − k3|〈l〉−τ ≥ γN−τν
(4.2.14)

≥ 2C|R0|s0+βN
−α
ν−1.

Lemma 4.2.2. For all λ ∈ Λ2γ
∞(u) ,

µ∞j (λ) = µ∞−j(λ), r∞j (λ) = r∞−j(λ) , (4.2.36)

and in the reversible case

µ∞j (λ) = −µ∞−j(λ), r∞j (λ) = −r∞−j(λ) . (4.2.37)

Actually in the reversible case µ∞j (λ) are purely imaginary for all λ ∈ Λ.

Proof. Formula (4.2.36) and (4.2.37) follow because, for all λ ∈ Λ2γ
∞ ⊆ ∩ν≥0Λγν (see (4.2.35)), we

have µνj = µν−j , r
ν
j = rν−j , and, in the reversible case, the µνj are purely imaginary and µνj = −µν−j ,

rνj = −rν−j . The final statement follows because, in the reversible case, the µνj (λ) ∈ iR as well as
its extension µ̃νj (λ).

Remark 4.2.3. In the reversible case, (4.2.37) imply that µ∞0 = r∞0 = 0.

Proof of Theorem 4.2.1. We apply Theorem 4.2.2 to the linear operator L0 := L5 in (4.1.56),
where R0 = R defined in (4.2.11) satisfies

|R0|Lip(γ)
s0+β

(4.1.69)

≤ εC(s0 + β)
(

1 + ‖u‖Lip(γ)
s0+σ+β

) (4.2.2)

≤ 2εC(s0 + β) . (4.2.38)

Then the smallness condition (4.2.14) is implied by (4.2.3) taking δ0 := δ0(ν) small enough.
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For all λ ∈ Λ2γ
∞ ⊂ ∩ν≥0Λγν (see (4.2.35)), the operators

Lν
(4.2.15)

= ω · ∂ϕ +Dν +Rν
|·|Lip(γ)
s−→ ω · ∂ϕ +D∞ =: L∞ , D∞ := diagj∈Zµ

∞
j (4.2.39)

because

|Dν −D∞|Lip(γ)
s = sup

j∈Z

∣∣µνj − µ∞j ∣∣Lip(γ)
(4.2.34)

≤ C |R0|Lip(γ)
s0+β N−αν−1, |Rν |Lip(γ)

s

(4.2.19)

≤ |R0|Lip(γ)
s+β N−αν−1 .

Applying (4.2.20) iteratively we get Lν = Φ̃−1
ν−1L0Φ̃ν−1 where Φ̃ν−1 is defined by (4.2.28) and

Φ̃ν−1 → Φ∞ in | |s (Corollary 4.2.1). Passing to the limit we deduce (4.2.7). Moreover (4.2.34) and
(4.2.38) imply (4.2.5). Then (4.2.29), (4.1.69) (applied to R0 = R) imply (4.2.8).

Estimate (4.2.9) follows from (3.1.11) (in Hs
x(T)), Lemma 3.1.4, and the bound (4.2.8).

In the reversible case, since Φ∞, Φ−1
∞ are reversibility preserving (see Corollary 4.2.1), and L0 is

reversible (see Remark 4.1.12 and Lemma 4.1.2), we get that L∞ is reversible too. The eigenvalues
µ∞j are purely imaginary by Lemma 4.2.2.

In the Hamiltonian case, L0 ≡ L5 is Hamiltonian, Φ∞ is symplectic, and therefore L∞ =
Φ−1
∞ L5Φ∞ (see (4.2.7)) is Hamiltonian, namely D∞ has the structure D∞ = ∂xB, where B =

diagj 6=0{bj} is self-adjoint. This means that bj ∈ R, and therefore µ∞j = ijbj are all purely
imaginary.

4.2.1 Proof of Theorem 4.2.2

Proof of (Si)0, i = 1, . . . , 4. Properties (4.2.15)-(4.2.19) in (S1)0 hold by (4.2.10)-(4.2.11) with
µ0
j defined in (4.2.16) and r0

j (λ) = 0 (for (4.2.19) recall that N−1 := 1, see (4.2.12)). Moreover, since

m1, m3 are real functions, µ0
j are purely imaginary, µ0

j = µ0
−j and µ0

j = −µ0
−j . In the reversible

case, remark 4.1.12 implies that R0 := R, L0 := L5 are reversible operators. Then there is nothing
else to verify.

(S2)0 holds extending from Λγ0 := Λo to Λ the eigenvalues µ0
j (λ), namely extending the func-

tions m1(λ), m3(λ) to m̃1(λ), m̃3(λ), preserving the sup norm and the Lipschitz semi-norm, by
Kirszbraun theorem, see e.g. [65]-Lemma A.2, or [57].

(S3)0 follows by (4.1.68), for s = s0, s0 + β, and (4.2.2), (4.2.13).
(S4)0 is trivial because, by definition, Λγ0(u1) = Λo = Λγ−ρ0 (u2).

The reducibility step

We now describe the generic inductive step, showing how to define Lν+1 (and Φν , Ψν , etc). To
simplify notations, in this Section we drop the index ν and we write + for ν + 1. We have

LΦh = ω · ∂ϕ(Φ(h)) +DΦh+RΦh

= ω · ∂ϕh+ Ψω · ∂ϕh+ (ω · ∂ϕΨ)h+Dh+DΨh+Rh+RΨh

= Φ
(
ω · ∂ϕh+Dh

)
+
(
ω · ∂ϕΨ + [D,Ψ] + ΠNR

)
h+

(
Π⊥NR+RΨ

)
h (4.2.40)

where [D,Ψ] := DΨ−ΨD and ΠNR is defined in (3.1.18).
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Remark 4.2.4. The application of the smoothing operator ΠN is necessary since we are performing
a differentiable Nash-Moser scheme. Note also that ΠN regularizes only in time (see (3.1.18))
because the loss of derivatives of the inverse operator is only in ϕ (see (4.2.44) and the bound on
the small divisors (4.2.17)).

We look for a solution of the homological equation

ω · ∂ϕΨ + [D,Ψ] + ΠNR = [R] where [R] := diagj∈ZR
j
j(0) . (4.2.41)

Lemma 4.2.3. (Homological equation) For all λ ∈ Λγν+1, (see (4.2.17)) there exists a unique
solution Ψ := Ψ(ϕ) of the homological equation (4.2.41). The map Ψ satisfies

|Ψ|Lip(γ)
s ≤ CN2τ+1γ−1 |R|Lip(γ)

s . (4.2.42)

Moreover if γ/2 ≤ γ1, γ2 ≤ 2γ and if u1(λ), u2(λ) are Lipschitz functions, then ∀s ∈ [s0, s0 + β],
λ ∈ Λγ1ν+1(u1) ∩ Λγ2ν+1(u2)

|∆12Ψ|s ≤ CN2τ+1γ−1
(
|R(u2)|s‖u1 − u2‖s0+σ2 + |∆12R|s

)
(4.2.43)

where we define ∆12Ψ := Ψ(u1)−Ψ(u2).
In the reversible case, Ψ is reversibility-preserving.

Proof. Since D := diagj∈Z(µj) we have [D,Ψ]kj = (µj − µk)Ψk
j (ϕ) and (4.2.41) amounts to

ω · ∂ϕΨk
j (ϕ) + (µj − µk)Ψk

j (ϕ) +Rkj (ϕ) = [R]kj , ∀j, k ∈ Z ,

whose solutions are Ψk
j (ϕ) =

∑
l∈Zν Ψk

j (l)e
il·ϕ with coefficients

Ψk
j (l) :=


Rkj (l)
δljk(λ)

if (j − k, l) 6= (0, 0) and |l| ≤ N ,

0 otherwise,
(4.2.44)

where
δljk(λ) := iω · l + µj − µk .

Note that, for all λ ∈ Λγν+1, by (4.2.17) and (1.2.2), if j 6= k or l 6= 0 the divisors δljk(λ) 6= 0.
Recalling the definition of the s-norm in (3.1.1) we deduce by (4.2.44), (4.2.17), (1.2.2), that

|Ψ|s ≤ γ−1N τ |R|s , ∀λ ∈ Λγν+1 . (4.2.45)

For λ1, λ2 ∈ Λγν+1,

|Ψk
j (l)(λ1)−Ψk

j (l)(λ2)| ≤
|Rkj (l)(λ1)−Rkj (l)(λ2)|

|δljk(λ1)|
+ |Rkj (l)(λ2)|

|δljk(λ1)− δljk(λ2)|
|δljk(λ1)||δljk(λ2)|

(4.2.46)

and, since ω = λω̄,

|δljk(λ1)− δljk(λ2)| (4.2.44)
= |(λ1 − λ2)ω̄ · l + (µj − µk)(λ1)− (µj − µk)(λ2)| (4.2.47)

(4.2.16)

≤ |λ1 − λ2||ω̄ · l|+ |m3(λ1)−m3(λ2)||j3 − k3|+ |m1(λ1)−m1(λ2)||j − k|
+ |rj(λ1)− rj(λ2)|+ |rk(λ1)− rk(λ2)|

l |λ1 − λ2|
(
|l|+ εγ−1|j3 − k3|+ εγ−1|j − k|+ εγ−1

)
(4.2.48)
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because

γ|m3|lip = γ|m3 − 1|lip ≤ |m3 − 1|Lip(γ) ≤ εC, |m1|Lip(γ) ≤ εC, |rj |Lip(γ) ≤ εC ∀j ∈ Z.

Hence, for j 6= k, εγ−1 ≤ 1,

|δljk(λ1)− δljk(λ2)|
|δljk(λ1)||δljk(λ2)|

(4.2.48),(4.2.17)
l |λ1 − λ2|

(
|l|+ |j3 − k3|

) 〈l〉2τ

γ2 |j3 − k3|2

l |λ1 − λ2|N2τ+1γ−2 (4.2.49)

for |l| ≤ N . Finally, recalling (3.1.1), the bounds (4.2.46), (4.2.49) and (4.2.45) imply (4.2.42).
Now we prove (4.2.43). By (4.2.44), for any λ ∈ Λγ1ν+1(u1) ∩ Λγ2ν+1(u2), l ∈ Zν , j 6= k, we get

∆12Ψk
j (l) =

∆12Rkj (l)
δljk(u1)

−Rkj (l)(u2)
∆12δljk

δljk(u1)δljk(u2)
(4.2.50)

where

|∆12δljk| = |∆12(µj − µk)| ≤ |∆12m3| |j3 − k3|+ |∆12m1| |j − k|+ |∆12rj |+ |∆12rk|
(4.1.65),(4.2.25)

l ε|j3 − k3|‖u1 − u2‖s0+σ2 . (4.2.51)

Then (4.2.50), (4.2.51), εγ−1 ≤ 1, γ−1
1 , γ−1

2 ≤ γ−1 imply

|∆12Ψk
j (l)|lN2τγ−1

(
|∆12Rkj (l)|+ |Rkj (l)(u2)|‖u1 − u2‖s0+σ2

)
and so (4.2.43) (in fact, (4.2.43) holds with 2τ instead of 2τ + 1).

In the reversible case iω · l + µj − µk ∈ iR, µ−j = µj and µ−j = −µj . Hence Lemma 3.2.1 and
(4.2.44) imply

Ψ−k−j (−l) =
R−k−j (−l)

−iω · (−l) + µ−j − µ−k
=

Rkj (l)
iω · l + µj − µk

= Ψk
j (l)

and so Ψ is real, again by Lemma 3.2.1. Moreover, since R : X → Y ,

Ψ−k−j (−l) =
R−k−j (−l)

iω · (−l) + µ−j − µ−k
=

−Rkj (l)
iω · (−l)− µj + µk

= Ψk
j (l)

which implies Ψ : X → X by Lemma 3.2.1. Similarly we get Ψ : Y → Y .

Remark 4.2.5. In the Hamiltonian case R is Hamiltonian and the solution Ψ in (4.2.44) of the
homological equation is Hamiltonian, because δl,j,k = δ−l,k,j and, in terms of matrix elements, an
operator G(ϕ) is self-adjoint if and only if Gkj (l) = Gjk(−l).

Let Ψ be the solution of the homological equation (4.2.41) which has been constructed in Lemma
4.2.3. By Lemma 3.1.3, if C(s0)|Ψ|s0 < 1/2 then Φ := I + Ψ is invertible and by (4.2.40) (and
(4.2.41)) we deduce that

L+ := Φ−1LΦ = ω · ∂ϕ +D+ +R+ , (4.2.52)

where
D+ := D + [R] , R+ := Φ−1

(
Π⊥NR+RΨ−Ψ[R]

)
. (4.2.53)

Note that L+ has the same form of L, but the remainder R+ is the sum of a quadratic function of
Ψ,R and a remainder supported on high modes.
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Lemma 4.2.4. (New diagonal part). The eigenvalues of

D+ = diagj∈Z{µ+
j (λ)}, where µ+

j := µj +Rjj(0) = µ0
j +rj +Rjj(0) = µ0

j +r+
j , r+

j := rj +Rjj(0),

satisfy µ+
j = µ+

−j and

|µ+
j − µj |

lip = |r+
j − rj |

lip = |Rjj(0)|lip ≤ |R|lips0 , ∀j ∈ Z. (4.2.54)

Moreover if u1(λ), u2(λ) are Lipschitz functions, then for all λ ∈ Λγ1ν (u1) ∩ Λγ2ν (u2)

|∆12r
+
j −∆12rj | ≤ |∆12R|s0 . (4.2.55)

In the reversible case, all the µ+
j are purely imaginary and satisfy µ+

j = −µ+
−j for all j ∈ Z.

Proof. The estimates (4.2.54)-(4.2.55) follow using (3.1.3) because |Rjj(0)|lip = |R(l,j)
(l,j)|

lip ≤ |R|lip0 ≤
|R|lips0 and

|∆12r
+
j −∆12rj | = |∆12Rjj(0)| = |∆12R(l,j)

(l,j)| ≤ |∆12R|0 ≤ |∆12R|s0 .

Since R is real, by Lemma 3.2.1,

Rkj (l) = R−k−j (−l) =⇒ Rjj(0) = R−j−j(0)

and so µ+
j = µ+

−j . If R is also reversible, by Lemma 3.2.1,

Rkj (l) = −R−k−j (−l) , Rkj (l) = R−k−j (−l) = −Rkj (l) .

We deduce that Rjj(0) = −R−j−j(0), Rjj(0) ∈ iR and therefore, µ+
j = −µ+

−j and µ+
j ∈ iR.

Remark 4.2.6. In the Hamiltonian case, Dν is Hamiltonian, namely Dν = ∂xB where B =
diagj 6=0{bj} is self-adjoint. This means that bj ∈ R, and therefore all µνj = ijbj are purely imagi-
nary.

The iteration

Let ν ≥ 0, and suppose that the statements (Si)ν are true. We prove (Si)ν+1, i = 1, . . . , 4. To
simplify notations we write | · |s instead of | · |Lip(γ)

s .

Proof of (S1)ν+1. By (S1)ν , the eigenvalues µνj are defined on Λγν . Therefore the set Λγν+1 is
well-defined. By Lemma 4.2.3, for all λ ∈ Λγν+1 there exists a real solution Ψν of the homological
equation (4.2.41) which satisfies, ∀s ∈ [s0, q − σ − β],

|Ψν |s
(4.2.42)

l N2τ+1
ν |Rν |s γ

−1
(4.2.19)

l |R0|s+β γ
−1N2τ+1

ν N−αν−1 (4.2.56)

which is (4.2.21) at the step ν + 1. In particular, for s = s0,

C(s0) |Ψν |s0
(4.2.56)

≤ C(s0) |R0|s0+β γ
−1N2τ+1

ν N−αν−1

(4.2.14)

≤ 1/2 (4.2.57)
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for N0 large enough. Then the map Φν := I + Ψν is invertible and, by (3.1.12),∣∣Φ−1
ν

∣∣
s0
≤ 2 ,

∣∣Φ−1
ν

∣∣
s
≤ 1 + C(s)|Ψν |s . (4.2.58)

Hence (4.2.52)-(4.2.53) imply Lν+1 := Φ−1
ν LνΦν = ω · ∂ϕ +Dν+1 +Rν+1 where (see Lemma 4.2.4)

Dν+1 := Dν + [Rν ] = diagj∈Z(µν+1
j ) , µν+1

j := µνj + (Rν)jj(0) , (4.2.59)

with µν+1
j = µν+1

−j and

Rν+1 := Φ−1
ν Hν , Hν := Π⊥NνRν +RνΨν −Ψν [Rν ] . (4.2.60)

In the reversible case, Rν : X → Y , therefore, by Lemma 4.2.3, Ψν , Φν , Φ−1
ν are reversibility

preserving, and then, by formula (4.2.60), also Rν+1 : X → Y .
Let us prove the estimates (4.2.19) for Rν+1. For all s ∈ [s0, q − σ − β] we have

|Rν+1|s
(4.2.60),(3.1.9)

≤s |Φ−1
ν |s0

(
|Π⊥NνRν |s + |Rν |s|Ψν |s0 + |Rν |s0 |Ψν |s

)
+ |Φ−1

ν |s
(
|Π⊥NνRν |s0 + |Rν |s0 |Ψν |s0

)
(4.2.58)

≤s 2
(
|Π⊥NνRν |s + |Rν |s|Ψν |s0 + |Rν |s0 |Ψν |s

)
+ (1 + |Ψν |s)

(
|Π⊥NνRν |s0 + |Rν |s0 |Ψν |s0

)
(4.2.57)

≤s |Π⊥NνRν |s + |Rν |s|Ψν |s0 + |Rν |s0 |Ψν |s
(4.2.42)

≤s |Π⊥NνRν |s +N2τ+1
ν γ−1|Rν |s|Rν |s0 . (4.2.61)

Hence (4.2.61) and (3.1.19) imply

|Rν+1|s≤sN−βν |Rν |s+β +N2τ+1
ν γ−1|Rν |s|Rν |s0 (4.2.62)

which shows that the iterative scheme is quadratic plus a super-exponentially small term. In
particular

|Rν+1|s
(4.2.62),(4.2.19)

≤s N−βν |R0|s+βNν−1+N2τ+1
ν γ−1|R0|s+β|R0|s0+βN

−2α
ν−1

(4.2.1),(4.2.13),(4.2.14)

≤ |R0|s+βN−αν

(χ = 3/2) which is the first inequality of (4.2.19) at the step ν + 1. The next key step is to control
the divergence of the high norm |Rν+1|s+β. By (4.2.61) (with s+ β instead of s) we get

|Rν+1|s+β ≤s+β |Rν |s+β +N2τ+1
ν γ−1|Rν |s+β|Rν |s0 (4.2.63)

(the difference with respect to (4.2.62) is that we do not apply to |Π⊥NνRν |s+β any smoothing).
Then (4.2.63), (4.2.19), (4.2.14), (4.2.13) imply the inequality

|Rν+1|s+β ≤ C(s+ β)|Rν |s+β,

whence, iterating,
|Rν+1|s+β ≤ Nν |R0|s+β

for N0 := N0(s, β) large enough, which is the second inequality of (4.2.19) with index ν + 1.

73



By Lemma 4.2.4 the eigenvalues µν+1
j := µ0

j + rν+1
j , defined on Λγν+1, satisfy µν+1

j = µν+1
−j , and,

in the reversible case, the µν+1
j are purely imaginary and µν+1

j = −µν+1
−j .

It remains only to prove (4.2.18) for ν + 1, which is proved below.

Proof of (S2)ν+1. By (4.2.54),

|µν+1
j − µνj |Lip(γ) = |rν+1

j − rνj |Lip(γ) ≤ |Rν |Lip(γ)
s0

(4.2.19)

≤ |R0|Lip(γ)
s0+β N−αν−1 . (4.2.64)

By Kirszbraun theorem, we extend the function µν+1
j −µνj = rν+1

j −rνj to the whole Λ, still satisfying
(4.2.64). In this way we define µ̃ν+1

j . Finally (4.2.18) follows summing all the terms in (4.2.64) and
using (4.1.69).

Proof of (S3)ν+1. Set, for brevity,

Riν := Rν(ui), Ψi
ν−1 := Ψν−1(ui), Φi

ν−1 := Φν−1(ui), H i
ν−1 := Hν−1(ui) , i := 1, 2 ,

which are all operators defined for λ ∈ Λγ1ν (u1) ∩ Λγ2ν (u2). By Lemma 4.2.3 one can construct
Ψi
ν := Ψν(ui), Φi

ν := Φν(ui), i = 1, 2, for all λ ∈ Λγ1ν+1(u1) ∩ Λγ2ν+1(u2). One has

|∆12Ψν |s0
(4.2.43)

l N2τ+1
ν γ−1

(
|Rν(u2)|s0‖u2 − u1‖s0+σ2 + |∆12Rν |s0

)
(4.2.19),(4.2.23)

l N2τ+1
ν N−αν−1γ

−1
(
|R0|s0+β + ε

)
‖u2 − u1‖s0+σ2

(4.1.69),(4.2.2)
l N2τ+1

ν N−αν−1εγ
−1‖u2 − u1‖s0+σ2 ≤ ‖u2 − u1‖s0+σ2 . (4.2.65)

for εγ−1 small (and (4.2.13)). By (3.1.13), applied to Φ := Φν , and (4.2.65), we get

|∆12Φ−1
ν |s ≤s

(
|Ψ1

ν |s + |Ψ2
ν |s
)
‖u1 − u2‖s0+σ2 + |∆12Ψν |s (4.2.66)

which implies for s = s0, and using (4.2.21), (4.2.14), (4.2.65)

|∆12Φ−1
ν |s0 l ‖u1 − u2‖s0+σ2 . (4.2.67)

Let us prove the estimates (4.2.23) for ∆12Rν+1, which is defined on λ ∈ Λγ1ν+1(u1)∩Λγ2ν+1(u2). For
all s ∈ [s0, s0 + β], using the interpolation (3.1.6) and (4.2.60),

|∆12Rν+1|s≤s|∆12Φ−1
ν |s|H1

ν |s0 + |∆12Φ−1
ν |s0 |H1

ν |s+ |(Φ2
ν)−1|s|∆12Hν |s0 (4.2.68)

+ |(Φ2
ν)−1|s0 |∆12Hν |s .

We estimate the above terms separately. Set for brevity Aνs := |Rν(u1)|s + |Rν(u2)|s. By (4.2.60)
and (3.1.6),

|∆12Hν |s ≤s
∣∣∣Π⊥Nν∆12Rν

∣∣∣
s

+ |∆12Ψν |s|R1
ν |s0 + |∆12Ψν |s0 |R1

ν |s + |Ψ2
ν |s|∆12Rν |s0 + |Ψ2

ν |s0 |∆12Rν |s
(4.2.42),(4.2.43)

≤s
∣∣∣Π⊥Nν∆12Rν

∣∣∣
s

+N2τ+1
ν γ−1Aνs0A

ν
s‖u1 − u2‖s0+σ2

+N2τ+1
ν γ−1Aνs |∆12Rν |s0 +N2τ+1

ν γ−1Aνs0 |∆12Rν |s . (4.2.69)
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Estimating the four terms in the right hand side of (4.2.68) in the same way, using (4.2.66), (4.2.60),
(4.2.42), (4.2.43), (4.2.21), (4.2.67), (4.2.58), (4.2.69), (4.2.19), we deduce

|∆12Rν+1|s ≤s |Π⊥Nν∆12Rν |s +N2τ+1
ν γ−1AνsA

ν
s0‖u1 − u2‖s0+σ2

+N2τ+1
ν γ−1Aνs |∆12Rν |s0 +N2τ+1

ν γ−1Aνs0 |∆12Rν |s . (4.2.70)

Specializing (4.2.70) for s = s0 and using (4.1.69), (3.1.19), (4.2.19), (4.2.23), we deduce

|∆12Rν+1|s0 ≤ C(εNν−1N
−β
ν +N2τ+1

ν N−2α
ν−1 ε

2γ−1)‖u1 − u2‖s0+σ2 ≤ εN−αν ‖u1 − u2‖s0+σ2

for N0 large and εγ−1 small. Next by (4.2.70) with s = s0 + β

|∆12Rν |s0+β

(4.2.19),(4.2.23),(4.2.14)

≤s0+β Aνs0+β‖u1 − u2‖s0+σ2 + |∆12Rν |s0+β

(4.2.19)(4.2.23)

≤ C(s0 + β)εNν−1‖u1 − u2‖s0+σ2 ≤ εNν‖u1 − u2‖s0+σ2

for N0 large enough. Finally note that (4.2.24) is nothing but (4.2.55).

Proof of (S4)ν+1. We have to prove that, if CεN τ
ν ‖u1 − u2‖s0+σ2 ≤ ρ, then

λ ∈ Λγν+1(u1) =⇒ λ ∈ Λγ−ρν+1(u2) .

Let λ ∈ Λγν+1(u1). Definition (4.2.17) and (S4)ν (see (4.2.26)) imply that Λγν+1(u1) ⊆ Λγν(u1) ⊆
Λγ−ρν (u2). Hence λ ∈ Λγ−ρν (u2) ⊂ Λγ/2ν (u2). Then, by (S1)ν , the eigenvalues µνj (λ, u2(λ)) are
well defined. Now (4.2.16) and the estimates (4.1.65), (4.2.25) (which holds because λ ∈ Λγν(u1) ∩
Λγ/2ν (u2)) imply that

|(µνj − µνk)(λ, u2(λ))− (µνj − µνk)(λ, u1(λ))| ≤ |(µ0
j − µ0

k)(λ, u2(λ))− (µ0
j − µ0

k)(λ, u1(λ))|
+ 2 sup

j∈Z
|rνj (λ, u2(λ))− rνj (λ, u1(λ))|

≤ εC|j3 − k3|‖u2 − u1‖sup
s0+σ2

. (4.2.71)

Then we conclude that for all |l| ≤ Nν , j 6= k, using the definition of Λγν+1(u1) (which is (4.2.17)
with ν + 1 instead of ν) and (4.2.71),

|iω · l + µνj (u2)− µνk(u2)| ≥ |iω · l + µνj (u1)− µνk(u1)| − |(µνj − µνk)(u2)− (µνj − µνk)(u1)|
≥ γ|j3 − k3|〈l〉−τ − Cε|j3 − k3|‖u1 − u2‖s0+σ2

≥ (γ − ρ)|j3 − k3|〈l〉−τ

provided CεN τ
ν ‖u1 − u2‖s0+σ2 ≤ ρ. Hence λ ∈ Λγ−ρν+1(u2). This proves (4.2.26) at the step ν + 1.

4.2.2 Inversion of L(u)

In (4.1.58) we have conjugated the linearized operator L to L5 defined in (4.1.56), namely L =
Φ1L5Φ−1

2 . In Theorem 4.2.1 we have conjugated the operator L5 to the diagonal operator L∞ in
(4.2.7), namely L5 = Φ∞L∞Φ−1

∞ . As a consequence

L = W1L∞W−1
2 , Wi := ΦiΦ∞, Φ1 := ABρMT S, Φ2 := ABMT S . (4.2.72)

We first prove that W1,W2 and their inverses are linear bijections of Hs. We take

γ ≤ γ0/2 , τ ≥ τ0 . (4.2.73)
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Lemma 4.2.5. Let s0 ≤ s ≤ q − σ − β − 3 where β is defined in (4.2.1) and σ in (4.1.59). Let
u := u(λ) satisfy ‖u‖Lip(γ)

s0+σ+β+3 ≤ 1, and εγ−1 ≤ δ be small enough. Then Wi, i = 1, 2, satisfy,
∀λ ∈ Λ2γ

∞(u),
‖Wih‖s +

∥∥W−1
i h

∥∥
s
≤ C(s)

(
‖h‖s + ‖u‖s+σ+β ‖h‖s0

)
, (4.2.74)

‖Wih‖Lip(γ)
s +

∥∥W−1
i h

∥∥Lip(γ)

s
≤ C(s)

(
‖h‖Lip(γ)

s+3 + ‖u‖Lip(γ)
s+σ+β+3 ‖h‖

Lip(γ)
s0+3

)
. (4.2.75)

In the reversible case (i.e. (1.2.15) holds), Wi, W−1
i , i = 1, 2 are reversibility-preserving.

Proof. The bound (4.2.74), resp. (4.2.75), follows by (4.2.8), (4.1.61), resp. (4.1.63), (3.1.11)
and Lemma A.0.11. In the reversible case W±1

i are reversibility preserving because Φ±1
i , Φ±1

∞ are
reversibility preserving.

By (4.2.72) we are reduced to show that, ∀λ ∈ Λ2γ
∞(u), the operator

L∞ := diagj∈Z{iλω̄ · l + µ∞j (λ)} , µ∞j (λ) = −i
(
m3(λ)j3 −m1(λ)j

)
+ r∞j (λ)

is invertible, assuming (1.2.8) or the reversibility condition (1.2.15).
We introduce the following notation:

ΠCu :=
1

(2π)ν+1

∫
Tν+1

u(ϕ, x) dϕdx, Pu := u−ΠCu, Hs
00 := {u ∈ Hs(Tν+1) : ΠCu = 0}.

(4.2.76)
If (1.2.8) holds, then the linearized operator L in (4.1.1) satisfies

L : Hs+3 → Hs
00 (4.2.77)

(for s0 ≤ s ≤ q − 1). In the reversible case (1.2.15)

L : X ∩Hs+3 → Y ∩Hs ⊂ Hs
00 . (4.2.78)

Lemma 4.2.6. Assume either (1.2.8) or the reversibility condition (1.2.15). Then the eigenvalue

µ∞0 (λ) = r∞0 (λ) = 0 , ∀λ ∈ Λ2γ
∞(u) . (4.2.79)

Proof. Assume (1.2.8). If r∞0 6= 0 then there exists a solution of L∞w = 1, which is w = 1/r∞0 .
Therefore, by (4.2.72),

LW2[1/r∞0 ] = LW2w = W1L∞w = W1[1]

which is a contradiction because ΠCW1[1] 6= 0, for εγ−1 small enough, but the average ΠCLW2[1/r∞0 ] =
0 by (4.2.77). In the reversible case r∞0 = 0 was proved in remark 4.2.3.

As a consequence of (4.2.79), the definition of Λ2γ
∞ in (4.2.6) (just specializing (4.2.6) with k = 0),

and (1.2.2) (with γ and τ as in (4.2.73)), we deduce also the first order Melnikov non-resonance
conditions

∀λ ∈ Λ2γ
∞ ,

∣∣iλω̄ · l + µ∞j (λ)
∣∣ ≥ 2γ

〈j〉3

〈l〉τ
, ∀(l, j) 6= (0, 0) . (4.2.80)
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Lemma 4.2.7. (Invertibility of L∞) For all λ ∈ Λ2γ
∞(u), for all g ∈ Hs

00 the equation L∞w = g

has the unique solution with zero average

L−1
∞ g(ϕ, x) :=

∑
(l,j)6=(0,0)

glj
iλω̄ · l + µ∞j (λ)

ei(l·ϕ+jx). (4.2.81)

For all Lipschitz family g := g(λ) ∈ Hs
00 we have∥∥L−1

∞ g
∥∥Lip(γ)

s
≤ Cγ−1 ‖g‖Lip(γ)

s+2τ+1 . (4.2.82)

In the reversible case, if g ∈ Y then L−1
∞ g ∈ X.

Proof. For all λ ∈ Λ2γ
∞(u), by (4.2.80), formula (4.2.81) is well defined and∥∥L−1

∞ (λ)g(λ)
∥∥
s

l γ−1 ‖g(λ)‖s+τ . (4.2.83)

Now we prove the Lipschitz estimate. For λ1, λ2 ∈ Λ2γ
∞(u)

L−1
∞ (λ1)g(λ1)− L−1

∞ (λ2)g(λ2) = L−1
∞ (λ1)[g(λ1)− g(λ2)] +

(
L−1
∞ (λ1)− L−1

∞ (λ2)
)
g(λ2) . (4.2.84)

By (4.2.83)

γ‖L−1
∞ (λ1)[g(λ1)− g(λ2)]‖s l ‖g(λ1)− g(λ2)‖s+τ ≤ γ−1‖g‖Lip(γ)

s+τ |λ1 − λ2| . (4.2.85)

Now we estimate the second term of (4.2.84). We simplify notations writing g := g(λ2) and
δlj := iλω̄ · l + µ∞j .

(
L−1
∞ (λ1)− L−1

∞ (λ2)
)
g =

∑
(l,j)6=(0,0)

δlj(λ2)− δlj(λ1)
δlj(λ1)δlj(λ2)

glje
i(l·ϕ+jx) . (4.2.86)

The bound (4.2.5) imply |µ∞j |lip l εγ−1|j|3 l |j|3 and, using also (4.2.80),

γ
|δlj(λ2)− δlj(λ1)|
|δlj(λ1)||δlj(λ2)|

l
(|l|+ |j|3)〈l〉2τ

γ〈j〉6
|λ2 − λ1|l 〈l〉2τ+1γ−1|λ2 − λ1| . (4.2.87)

Then (4.2.86) and (4.2.87) imply γ‖(L−1
∞ (λ2)− L−1

∞ (λ1))g‖s l γ−1‖g‖Lip(γ)
s+2τ+1|λ2 − λ1| that, finally,

with (4.2.83), (4.2.85), prove (4.2.82). The last statement follows by the property (4.2.37).

In order to solve the equation Lh = f we first prove the following lemma.

Lemma 4.2.8. Let s0 + τ + 3 ≤ s ≤ q − σ − β − 3. Under the assumption (1.2.8) we have

W1(Hs
00) = Hs

00 , W−1
1 (Hs

00) = Hs
00 . (4.2.88)

Proof. It is sufficient to prove that W1(Hs
00) = Hs

00 because the second equality of (4.2.88) follows
applying the isomorphism W−1

1 . Let us give the proof of the inclusion

W1(Hs
00) ⊆ Hs

00 (4.2.89)
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(which is essentially algebraic). For any g ∈ Hs
00, let w(ϕ, x) := L−1

∞ g ∈ Hs−τ
00 defined in (4.2.81).

Then h := W2w ∈ Hs−τ satisfies

Lh (4.2.72)
= W1L∞W−1

2 h = W1L∞w = W1g .

By (4.2.77) we deduce that W1g = Lh ∈ Hs−τ−3
00 . Since W1g ∈ Hs by Lemma 4.2.5, we conclude

W1g ∈ Hs ∩Hs−τ−3
00 = Hs

00. The proof of (4.2.89) is complete.

It remains to prove that Hs
00 \W1(Hs

00) = ∅. By contradiction, let f ∈ Hs
00 \W1(Hs

00). Let
g := W−1

1 f ∈ Hs by Lemma 4.2.5. Since W1g = f /∈W1(Hs
00), it follows that g /∈ Hs

00 (otherwise it
contradicts (4.2.89)), namely c := ΠCg 6= 0. Decomposing g = c+Pg (recall (4.2.76)) and applying
W1, we get W1g = cW1[1] +W1Pg. Hence

W1[1] = c−1(W1g −W1Pg) ∈ Hs
00

because W1g = f ∈ Hs
00 and W1Pg ∈ W1(Hs

00) ⊆ Hs
00 by (4.2.89). However, ΠCW1[1] 6= 0, a

contradiction.

Remark 4.2.7. In the Hamiltonian case (which always satisfies (1.2.8)), the Wi(ϕ) are maps of
(a subspace of) H1

0 so that Lemma 4.2.8 is automatic, and there is no need of Lemma 4.2.6.

We may now prove the main result of Sections 4.1 and 4.2.

Theorem 4.2.3. (Right inverse of L) Let

τ1 := 2τ + 7, µ := 4τ + σ + β + 14 , (4.2.90)

where σ, β are defined in (4.1.59), (4.2.1) respectively. Let u(λ), λ ∈ Λo ⊆ Λ, be a Lipschitz family
with

‖u‖Lip(γ)
s0+µ ≤ 1 . (4.2.91)

Then there exists δ (depending on the data of the problem) such that if

εγ−1 ≤ δ ,

and condition (1.2.8), resp. the reversibility condition (1.2.15), holds, then for all λ ∈ Λ2γ
∞(u)

defined in (4.2.6), the linearized operator L := L(λ, u(λ)) (see (4.1.1)) admits a right inverse on
Hs

00, resp. Y ∩Hs. More precisely, for s0 ≤ s ≤ q − µ, for all Lipschitz family f(λ) ∈ Hs
00, resp.

Y ∩Hs, the function
h := L−1f := W2L−1

∞ W−1
1 f (4.2.92)

is a solution of Lh = f . In the reversible case, L−1f ∈ X. Moreover

‖L−1f‖Lip(γ)
s ≤ C(s)γ−1

(
‖f‖Lip(γ)

s+τ1 + ‖u‖Lip(γ)
s+µ ‖f‖Lip(γ)

s0

)
. (4.2.93)

Proof. Given f ∈ Hs
00, resp. f ∈ Y ∩ Hs, with s like in Lemma 4.2.8, the equation Lh = f

can be solved for h because ΠCf = 0. Indeed, by (4.2.72), the equation Lh = f is equivalent
to L∞W−1

2 h = W−1
1 f where W−1

1 f ∈ Hs
00 by Lemma 4.2.8, resp. W−1

1 f ∈ Y ∩ Hs being W−1
1
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reversibility-preserving (Lemma 4.2.5). As a consequence, by Lemma 4.2.7, all the solutions of
Lh = f are

h = cW2[1] +W2L−1
∞W−1

1 f, c ∈ R . (4.2.94)

The solution (4.2.92) is the one with c = 0. In the reversible case, the fact that L−1f ∈ X follows
by (4.2.92) and the fact that Wi, W−1

i are reversibility-preserving and L−1
∞ : Y → X, see Lemma

4.2.7.
Finally (4.2.75), (4.2.82), (4.2.91) imply

‖L−1f‖Lip(γ)
s ≤ C(s)γ−1

(
‖f‖Lip(γ)

s+2τ+7 + ‖u‖Lip(γ)
s+2τ+σ+β+7‖f‖

Lip(γ)
s0+2τ+7

)
and (4.2.93) follows using (A.0.2) with b0 = s0, a0 := s0 +2τ +σ+β+7, q = 2τ +7, p = s−s0.

In the next Section we apply Theorem 4.2.3 to deduce tame estimates for the inverse linearized
operators at any step of the Nash-Moser scheme. The approximate solutions along the iteration
will satisfy (4.2.91).

4.3 The Nash-Moser iteration

We define the finite-dimensional subspaces of trigonometric polynomials

Hn :=
{
u ∈ L2(Tν+1) : u(ϕ, x) =

∑
|(l,j)|≤Nn

ulje
i(l·ϕ+jx)

}

where Nn := Nχn

0 (see (4.2.12)) and the corresponding orthogonal projectors

Πn := ΠNn : L2(Tν+1)→ Hn , Π⊥n := I −Πn .

The following smoothing properties hold: for all α, s ≥ 0,

‖Πnu‖Lip(γ)
s+α ≤ Nα

n ‖u‖Lip(γ)
s , ∀u(λ) ∈ Hs ; ‖Π⊥n u‖Lip(γ)

s ≤ N−αn ‖u‖
Lip(γ)
s+α , ∀u(λ) ∈ Hs+α, (4.3.1)

where the function u(λ) depends on the parameter λ in a Lipschitz way. The bounds (4.3.1) are the
classical smoothing estimates for truncated Fourier series, which also hold with the norm ‖ · ‖Lip(γ)

s

defined in (3.0.3).
Let

F (u) := F (λ, u) := λω̄ · ∂ϕu+ uxxx + εf(ϕ, x, u, ux, uxx, uxxx) . (4.3.2)

We define the constants
κ := 28 + 6µ, β1 := 50 + 11µ, (4.3.3)

where µ is the loss of regularity in (4.2.90).

Theorem 4.3.1. (Nash-Moser) Assume that f ∈ Cq, q ≥ s0 + µ+ β1, satisfies the assumptions
of Theorem 1.2.1 or Theorem 1.2.3. Let 0 < γ ≤ min{γ0, 1/48}, τ > ν+ 1. Then there exist δ > 0,
C∗ > 0, N0 ∈ N (that may depend also on τ) such that, if εγ−1 < δ, then, for all n ≥ 0:

79



(P1)n there exists a function un : Gn ⊆ Λ→ Hn, λ 7→ un(λ), with ‖un‖Lip(γ)
s0+µ ≤ 1, u0 := 0, where Gn

are Cantor like subsets of Λ := [1/2, 3/2] defined inductively by: G0 := Λ,

Gn+1 :=
{
λ ∈ Gn : |iω · l + µ∞j (un)− µ∞k (un)| ≥ 2γn|j3 − k3|

〈l〉τ
,

∀j, k ∈ Z, l ∈ Zν
}
, (4.3.4)

where γn := γ(1 + 2−n). In the reversible case, namely (1.2.15) holds, then un(λ) ∈ X.

The difference hn := un − un−1, where, for convenience, h0 := 0, satisfy

‖hn‖Lip(γ)
s0+µ ≤ C∗εγ−1N−σ1

n , σ1 := 18 + 2µ . (4.3.5)

(P2)n ‖F (un)‖Lip(γ)
s0 ≤ C∗εN−κn .

(P3)n (High norms). ‖un‖Lip(γ)
s0+β1

≤ C∗εγ−1Nκ
n and ‖F (un)‖Lip(γ)

s0+β1
≤ C∗εNκ

n .

(P4)n (Measure). The measure of the Cantor like sets satisfy

|G0 \ G1| ≤ C∗γ ,
∣∣Gn \ Gn+1

∣∣ ≤ γC∗N−1
n , n ≥ 1. (4.3.6)

All the Lip norms are defined on Gn.

Proof. The proof of Theorem 4.3.1 is split into several steps. For simplicity, we denote ‖ ‖Lip by
‖ ‖.
Step 1: prove (P1, 2, 3)0. (P1)0 and the first inequality of (P3)0 are trivial because u0 = h0 = 0.
(P2)0 and the second inequality of (P3)0 follow with C∗ ≥ max{‖f(0)‖s0Nκ

0 , ‖f(0)‖s0+β1N
−κ
0 }.

Step 2: assume that (P1, 2, 3)n hold for some n ≥ 0, and prove (P1, 2, 3)n+1. By (P1)n we know
that ‖un‖s0+µ ≤ 1, namely condition (4.2.91) is satisfied. Hence, for εγ−1 small enough, Theorem
4.2.3 applies. Then, for all λ ∈ Gn+1 defined in (4.3.4), the linearized operator

Ln(λ) := L(λ, un(λ)) = F ′(λ, un(λ))

(see (4.1.1)) admits a right inverse for all h ∈ Hs
00, if condition (1.2.8) holds, respectively for

h ∈ Y ∩Hs if the reversibility condition (1.2.15) holds. Moreover (4.2.93) gives the estimates

‖L−1
n h‖s ≤s γ−1

(
‖h‖s+τ1 + ‖un‖s+µ‖h‖s0

)
, ∀h(λ), (4.3.7)

‖L−1
n h‖s0 ≤ γ−1N τ1

n+1‖h‖s0 , ∀h(λ) ∈ Hn+1 , (4.3.8)

(use (4.3.1) and ‖un‖s0+µ ≤ 1), for all Lipschitz map h(λ). Then, for all λ ∈ Gn+1, we define

un+1 := un + hn+1 ∈ Hn+1 , hn+1 := −Πn+1L−1
n Πn+1F (un) , (4.3.9)

which is well defined because, if condition (1.2.8) holds then Πn+1F (un) ∈ Hs
00, and, respectively,

if (1.2.15) holds, then Πn+1F (un) ∈ Y ∩Hs (hence in both cases L−1
n Πn+1F (un) exists). Note also

that in the reversible case hn+1 ∈ X and so un+1 ∈ X.
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Recalling (4.3.2) and that Ln := F ′(un), we write

F (un+1) = F (un) + Lnhn+1 + εQ(un, hn+1) (4.3.10)

where

Q(un, hn+1) := N (un + hn+1)−N (un)−N ′(un)hn+1, N (u) := f(ϕ, x, u, ux, uxx, uxxx).

With this definition,

F (u) = Lωu+ εN (u), F ′(u)h = Lωh+ εN ′(u)h, Lω := ω · ∂ϕ + ∂xxx.

By (4.3.10) and (4.3.9) we have

F (un+1) = F (un)− LnΠn+1L−1
n Πn+1F (un) + εQ(un, hn+1)

= Π⊥n+1F (un) + LnΠ⊥n+1L−1
n Πn+1F (un) + εQ(un, hn+1)

= Π⊥n+1F (un) + Π⊥n+1LnL−1
n Πn+1F (un) + [Ln,Π⊥n+1]L−1

n Πn+1F (un) + εQ(un, hn+1)

= Π⊥n+1F (un) + ε[N ′(un),Π⊥n+1]L−1
n Πn+1F (un) + εQ(un, hn+1) (4.3.11)

where we have gained an extra ε from the commutator

[Ln,Π⊥n+1] = [Lω + εN ′(un),Π⊥n+1] = ε[N ′(un),Π⊥n+1] .

Lemma 4.3.1. Set

Un := ‖un‖s0+β1 + γ−1‖F (un)‖s0+β1 , wn := γ−1‖F (un)‖s0 . (4.3.12)

There exists C0 := C(τ1, µ, ν, β1) > 0 such that

wn+1 ≤ C0N
−β1+µ′

n+1 Un(1 + wn) + C0N
6+2µ
n+1 w2

n, Un+1 ≤ C0N
9+2µ
n+1 (1 + wn)2 Un . (4.3.13)

Proof. The operators N ′(un) and Q(un, ·) satisfy the following tame estimates:

‖Q(un, h)‖s ≤s ‖h‖s0+3

(
‖h‖s+3 + ‖un‖s+3‖h‖s0+3

)
∀h(λ), (4.3.14)

‖Q(un, h)‖s0 ≤ N6
n+1‖h‖2s0 ∀h(λ) ∈ Hn+1, (4.3.15)

‖N ′(un)h‖s ≤s ‖h‖s+3 + ‖un‖s+3‖h‖s0+3 ∀h(λ), (4.3.16)

where h(λ) depends on the parameter λ in a Lipschitz way. The bounds (4.3.14) and (4.3.16)
follow by Lemma A.0.8(i) and Lemma A.0.9. (4.3.15) is simply (4.3.14) at s = s0, using that
‖un‖s0+3 ≤ 1, un, hn+1 ∈ Hn+1 and the smoothing (4.3.1).

By (4.3.7) and (4.3.16), the term (in (4.3.11)) Rn := [N ′(un),Π⊥n+1]L−1
n Πn+1F (un) satisfies,

using also that un ∈ Hn and (4.3.1),

‖Rn‖s ≤s γ−1Nµ′

n+1

(
‖F (un)‖s + ‖un‖s‖F (un)‖s0

)
, µ′ := 3 + µ, (4.3.17)

‖Rn‖s0 ≤s0+β1 γ
−1N−β1+µ′

n+1

(
‖F (un)‖s0+β1 + ‖un‖s0+β1‖F (un)‖s0

)
, (4.3.18)
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because µ ≥ τ1 + 3. In proving (4.3.17) and (4.3.18), we have simply estimated N ′(un)Π⊥n+1 and
Π⊥n+1N ′(un) separately, without using the commutator structure.

From the definition (4.3.9) of hn+1, using (4.3.7), (4.3.8) and (4.3.1), we get

‖hn+1‖s0+β1 ≤s0+β1 γ
−1Nµ

n+1

(
‖F (un)‖s0+β1 + ‖un‖s0+β1‖F (un)‖s0

)
, (4.3.19)

‖hn+1‖s0 ≤s0 γ−1Nµ
n+1‖F (un)‖s0 (4.3.20)

because µ ≥ τ1. Then

‖un+1‖s0+β1

(4.3.9)

≤ ‖un‖s0+β1 + ‖hn+1‖s0+β1

(4.3.19)

≤ s0+β1
‖un‖s0+β1

(
1 + γ−1Nµ

n+1‖F (un)‖s0
)

(4.3.21)

+ γ−1Nµ
n+1‖F (un)‖s0+β1 . (4.3.22)

Formula (4.3.11) for F (un+1), and (4.3.18), (4.3.15), (4.3.20), εγ−1 ≤ 1, (4.3.1), imply

‖F (un+1)‖s0 ≤s0+β1 N
−β1+µ′

n+1

(
‖F (un)‖s0+β1 + ‖un‖s0+β1‖F (un)‖s0

)
+ εγ−2N6+2µ

n+1 ‖F (un)‖2s0 . (4.3.23)

Similarly, using the “high norm” estimates (4.3.17), (4.3.14), (4.3.19), (4.3.20), εγ−1 ≤ 1 and
(4.3.1),

‖F (un+1)‖s0+β1 ≤s0+β1 N
µ′

n+1

(
‖F (un)‖s0+β1 + ‖un‖s0+β1‖F (un)‖s0

)
+N9+2µ

n+1 γ−1‖F (un)‖s0
(
‖F (un)‖s0+β1 + ‖un‖s0+β1‖F (un)‖s0

)
. (4.3.24)

By (4.3.22), (4.3.23) and (4.3.24) we deduce (4.3.13).

By (P2)n we deduce, for εγ−1 small, that (recall the definition on wn in (4.3.12))

wn ≤ εγ−1C∗N
−κ
n ≤ 1, (4.3.25)

Then, by the second inequality in (4.3.13), (4.3.25), (P3)n (recall the definition on Un in (4.3.12))
and the choice of κ in (4.3.3), we deduce Un+1 ≤ C∗εγ

−1Nκ
n+1, for N0 large enough. This proves

(P3)n+1.
Next, by the first inequality in (4.3.13), (4.3.25), (P2)n (recall the definition on wn in (4.3.12))

and (4.3.3), we deduce wn+1 ≤ C∗εγ−1Nκ
n+1, for N0 large, εγ−1 small. This proves (P2)n+1.

The bound (4.3.5) at the step n+ 1 follows by (4.3.20) and (P2)n (and (4.3.3)). Then

‖un+1‖s0+µ ≤ ‖u0‖s0+µ +
n+1∑
k=1

‖hk‖s0+µ ≤
∞∑
k=1

C∗εγ
−1N−σ1

k ≤ 1

for εγ−1 small enough. As a consequence (P1, 2, 3)n+1 hold.

Step 3: prove (P4)n, n ≥ 0. For all n ≥ 0,

Gn \ Gn+1 =
⋃

l∈Zν ,j,k∈Z
Rljk(un) (4.3.26)
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where

Rljk(un) :=
{
λ ∈ Gn :

∣∣iλω̄ · l + µ∞j (λ, un(λ))− µ∞k (λ, un(λ))
∣∣ < 2γn|j3 − k3|

〈l〉−τ

}
. (4.3.27)

Notice that, by the definition (4.3.27), Rljk(un) = ∅ for j = k. Then we can suppose in the sequel
that j 6= k. We divide the estimate into some lemmata.

Lemma 4.3.2. For εγ−1 small enough, for all n ≥ 0, |l| ≤ Nn,

Rljk(un) ⊆ Rljk(un−1). (4.3.28)

Proof. We claim that, for all j, k ∈ Z,

|(µ∞j − µ∞k )(un)− (µ∞j − µ∞k )(un−1)| ≤ Cε|j3 − k3|N−αn , ∀λ ∈ Gn , (4.3.29)

where µ∞j (un) := µ∞j (λ, un(λ)) and α is defined in (4.2.13). Before proving (4.3.29) we show how
it implies (4.3.28). For all j 6= k, |l| ≤ Nn, λ ∈ Gn, by (4.3.29)

|iλω̄ · l + µ∞j (un)− µ∞k (un)| ≥ |iλω̄ · l + µ∞j (un−1)− µ∞k (un−1)| − |(µ∞j − µ∞k )(un)− (µ∞j − µ∞k )(un−1)|
≥ 2γn−1|j3 − k3|〈l〉−τ − Cε|j3 − k3|N−αn ≥ 2γn|j3 − k3|〈l〉−τ

for Cεγ−1N τ−α
n 2n+1 ≤ 1 (recall that γn := γ(1 + 2−n)), which implies (4.3.28).

Proof of (4.3.29). By (4.2.4),

(µ∞j − µ∞k )(un)− (µ∞j − µ∞k )(un−1) = −i
[
m3(un)−m3(un−1)

]
(j3 − k3) + i

[
m1(un)−m1(un−1)

]
(j − k)

+ r∞j (un)− r∞j (un−1)−
(
r∞k (un)− r∞k (un−1)

)
(4.3.30)

where m3(un) := m3(λ, un(λ)) and similarly for m1, r
∞
j . We first apply Theorem 4.2.2-(S4)ν with

ν = n + 1, γ = γn−1, γ − ρ = γn, and u1, u2, replaced, respectively, by un−1, un, in order to
conclude that

Λγn−1

n+1 (un−1) ⊆ Λγnn+1(un) . (4.3.31)

The smallness condition in (4.2.26) is satisfied because σ2 < µ (see definitions (4.2.13), (4.2.90))
and so

εCN τ
n‖un − un−1‖s0+σ2 ≤ εCN τ

n‖un − un−1‖s0+µ

(4.3.5)

≤ ε2γ−1CC∗N
τ−σ1
n ≤ γn−1 − γn =: ρ = γ2−n

for εγ−1 small enough, because σ1 > τ (see (4.3.5), (4.2.90)). Then, by the definitions (4.3.4) and
(4.2.6), we have

Gn := Gn−1 ∩ Λ2γn−1
∞ (un−1)

(4.2.35)

⊆
⋂
ν≥0

Λγn−1
ν (un−1) ⊂ Λγn−1

n+1 (un−1)
(4.3.31)

⊆ Λγnn+1(un).

Next, for all λ ∈ Gn ⊂ Λγn−1

n+1 (un−1)∩Λγnn+1(un) both rn+1
j (un−1) and rn+1

j (un) are well defined, and
we deduce by Theorem 4.2.2-(S3)ν with ν = n+ 1, that

|rn+1
j (un)− rn+1

j (un−1)|
(4.2.25)

l ε‖un−1 − un‖s0+σ2 . (4.3.32)
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Moreover (4.2.34) (with ν = n+ 1) and (4.1.67) imply that

|r∞j (un−1)− rn+1
j (un−1)|+ |r∞j (un)− rn+1

j (un)| l ε(1 + ‖un−1‖s0+β+σ + ‖un‖s0+β+σ)N−αn
l εN−αn (4.3.33)

because σ+β < µ and ‖un−1‖s0+µ+ ‖un‖s0+µ ≤ 2 by (S1)n−1 and (S1)n. Therefore, for all λ ∈ Gn,
∀j ∈ Z,∣∣r∞j (un)− r∞j (un−1)

∣∣ ≤ ∣∣rn+1
j (un)− rn+1

j (un−1)
∣∣+ |r∞j (un)− rn+1

j (un)|+ |r∞j (un−1)− rn+1
j (un−1)|

(4.3.32),(4.3.33)
l ε‖un − un−1‖s0+σ2 + εN−αn

(4.3.5)
l εN−αn (4.3.34)

because σ1 > α (see (4.2.13), (4.3.5)). Finally (4.3.30), (4.3.34), (4.1.65), ‖un‖s0+µ ≤ 1, imply
(4.3.29).

By definition, Rljk(un) ⊂ Gn (see (4.3.27)) and, by (4.3.28), for all |l| ≤ Nn, we have Rljk(un) ⊆
Rljk(un−1). On the other hand Rljk(un−1) ∩ Gn = ∅, see (4.3.4). As a consequence, ∀|l| ≤ Nn,
Rljk(un) = ∅, and

Gn \ Gn+1

(4.3.26)

⊆
⋃

|l|>Nn,j,k∈Z

Rljk(un) , ∀n ≥ 1. (4.3.35)

Lemma 4.3.3. Let n ≥ 0. If Rljk(un) 6= ∅, then |j3 − k3| ≤ 8|ω̄ · l|.

Proof. If Rljk(un) 6= ∅ then there exists λ ∈ Λ such that |iλω̄ · l+ µ∞j (λ, un(λ))− µ∞k (λ, un(λ))| <
2γn|j3 − k3|〈l〉−τ and, therefore,

|µ∞j (λ, un(λ))− µ∞k (λ, un(λ))| < 2γn|j3 − k3|〈l〉−τ + 2|ω̄ · l|. (4.3.36)

Moreover, by (4.2.4), (4.1.64), (4.2.5), for ε small enough,

|µ∞j −µ∞k | ≥ |m3||j3−k3|−|m1||j−k|−|r∞j |−|r∞k | ≥
1
2
|j3−k3|−Cε|j−k|−Cε ≥ 1

3
|j3−k3| (4.3.37)

if j 6= k. Since γn ≤ 2γ for all n ≥ 0, γ ≤ 1/48, by (4.3.36) and (4.3.37) we get

2|ω̄ · l| ≥
(1

3
− 4γ
〈l〉τ

)
|j3 − k3| ≥ 1

4
|j3 − k3|

proving the Lemma.

Lemma 4.3.4. For all n ≥ 0,
|Rljk(un)| ≤ Cγ 〈l〉−τ . (4.3.38)

Proof. Consider the function φ : Λ→ C defined by

φ(λ) := iλω̄ · l + µ∞j (λ)− µ∞k (λ)
(4.2.4)

= iλω̄ · l − im̃3(λ)(j3 − k3) + im̃1(λ)(j − k) + r∞j (λ)− r∞k (λ)
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where m̃3(λ), m̃1(λ), r∞j (λ), µ∞j (λ), are defined for all λ ∈ Λ and satisfy (4.2.5) by ‖un‖Lip(γ)
s0+µ,Gn ≤ 1

(see (P1)n). Recalling | · |lip ≤ γ−1| · |Lip(γ) and using (4.2.5)

|µ∞j − µ∞k |lip ≤ |m̃3|lip|j3 − k3|+ |m̃1|lip|j − k|+ |r∞j |lip + |r∞k |lip ≤ Cεγ−1|j3 − k3| . (4.3.39)

Moreover Lemma 4.3.3 implies that, ∀λ1, λ2 ∈ Λ,

|φ(λ1)−φ(λ2)| ≥
(
|ω̄·l|−|µ∞j −µ∞k |lip

)
|λ1−λ2|

(4.3.39)

≥
(1

8
−Cεγ−1

)
|j3−k3||λ1−λ2| ≥

|j3 − k3|
9

|λ1−λ2|

for εγ−1 small enough. Hence

|Rljk(un)| ≤ 4γn|j3 − k3|
〈l〉τ

9
|j3 − k3|

≤ 72γ
〈l〉τ

,

which is (4.3.38).

Now we prove (P4)0. We observe that, for each fixed l, all the indices j, k such that Rljk(0) 6= ∅
are confined in the ball j2 + k2 ≤ 16|ω̄||l|, because

|j3 − k3| = |j − k||j2 + jk + k2| ≥ j2 + k2 − |jk| ≥ 1
2

(j2 + k2) , ∀j, k ∈ Z, j 6= k,

and |j3 − k3| ≤ 8|ω̄||l| by Lemma 4.3.3. As a consequence

|G0 \ G1|
(4.3.26)

=
∣∣∣ ⋃
l,j,k

Rljk(0)
∣∣∣ ≤∑

l∈Zν

∑
j2+k2≤16|ω̄||l|

|Rljk(0)|
(4.3.38)

l
∑
l∈Zν

γ〈l〉−τ+1 = Cγ

if τ > ν + 1. Thus the first estimate in (4.3.6) is proved, taking a larger C∗ if necessary.
Finally, (P4)n for n ≥ 1, follows by

|Gn \ Gn+1|
(4.3.35)

≤
∑

|l|>Nn|j|,|k|≤C|l|1/2
|Rljk(un)|

(4.3.38)
l

∑
|l|>Nn|j|,|k|≤C|l|1/2

γ〈l〉−τ

l
∑
|l|>Nn

γ〈l〉−τ+1 l γN−τ+ν
n ≤ CγN−1

n

and (4.3.6) is proved. The proof of Theorem 4.3.1 is complete.

4.3.1 Proof of Theorems 1.2.1, 1.2.2, 1.2.3, 1.2.4 and 1.2.5

Proof of Theorems 1.2.1, 1.2.2, 1.2.3. Assume that f ∈ Cq satisfies the assumptions in
Theorem 1.2.1 or in Theorem 1.2.3 with a smoothness exponent q := q(ν) ≥ s0 + µ + β1 which
depends only on ν once we have fixed τ := ν+ 2 (recall that s0 := (ν+ 2)/2, β1 is defined in (4.3.3)
and µ in (4.2.90)).

For γ = εa, a ∈ (0, 1) the smallness condition εγ−1 = ε1−a < δ of Theorem 4.3.1 is satisfied.
Hence on the Cantor set G∞ := ∩n≥0Gn, the sequence un(λ) is well defined and converges in norm
‖ · ‖Lip(γ)

s0+µ,G∞ (see (4.3.5)) to a solution u∞(λ) of

F (λ, u∞(λ)) = 0 with sup
λ∈G∞

‖u∞(λ)‖s0+µ ≤ Cεγ−1 = Cε1−a ,
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namely u∞(λ) is a solution of the perturbed equation (1.2.4) with ω = λω̄. Moreover, by (4.3.6),
the measure of the complementary set satisfies

|Λ \ G∞| ≤
∑
n≥0

|Gn \ Gn+1| ≤ Cγ +
∑
n≥1

γCN−1
n ≤ Cγ = Cεa ,

proving (1.2.9). The proof of Theorem 1.2.1 is complete. In order to finish the proof of Theorems
1.2.2 or 1.2.3, it remains to prove the linear stability of the solution, namely Theorem 1.2.5.

Proof of Theorem 1.2.4. Part (i) follows by (4.2.72), Lemma 4.2.5, Theorem 4.2.1 (applied to
the solution u∞(λ)) with the exponents σ̄ := σ + β + 3, Λ∞(u) := Λ2γ

∞(u), see (4.2.6). Part (ii)
follows by the dynamical interpretation of the conjugation procedure, as explained in Section 3.4.
Explicitely, in Sections 4.1 and 4.2, we have proved that

L = ABρWL∞W−1B−1A−1, W :=MT SΦ∞ .

By the arguments in Section 3.4 we deduce that a curve h(t) in the phase space Hs
x is a solution of

the dynamical system (1.2.21) if and only if the transformed curve

v(t) := W−1(ωt)B−1A−1(ωt)h(t) (4.3.40)

(see notation (3.1.17), Lemma 4.1.3, (4.2.9)) is a solution of the constant coefficients dynamical
system (1.2.22).

Proof of Theorem 1.2.5. If all µj are purely imaginary, the Sobolev norm of the solution v(t) of
(1.2.22) is constant in time, see (1.2.23). We now show that also the Sobolev norm of the solution
h(t) in (4.3.40) does not grow in time. For each t ∈ R, A(ωt) and W (ωt) are transformations of the
phase space Hs

x that depend quasi-periodically on time, and satisfy, by (4.1.142), (4.1.144), (4.2.9),

‖A±1(ωt)g‖Hs
x

+ ‖W±1(ωt)g‖Hs
x
≤ C(s)‖g‖Hs

x
, ∀t ∈ R, ∀g = g(x) ∈ Hs

x, (4.3.41)

where the constant C(s) depends on ‖u‖s+σ+β+s0 < +∞. Moreover, the transformation B is a
quasi-periodic reparametrization of the time variable (see (3.4.5)), namely

Bf(t) = f(ψ(t)) = f(τ), B−1f(τ) = f(ψ−1(τ)) = f(t) ∀f : R→ Hs
x, (4.3.42)

where τ = ψ(t) := t+ α(ωt), t = ψ−1(τ) = τ + α̃(ωτ) and α, α̃ are defined in Section 4.1.2. Thus

‖h(t)‖Hs
x

(4.3.40)
= ‖A(ωt)BW (ωt)v(t)‖Hs

x

(4.3.41)

≤ C(s)‖BW (ωt)v(t)‖Hs
x

(4.3.42)
= C(s)‖W (ωτ)v(τ)‖Hs

x

(4.3.41)

≤ C(s)‖v(τ)‖Hs
x

(1.2.23)
= C(s)‖v(τ0)‖Hs

x

(4.3.40)
= C(s)‖W−1(ωτ0)B−1A−1(ωτ0)h(τ0)‖Hs

x

(4.3.41)

≤ C(s)‖B−1A−1(ωτ0)h(τ0)‖Hs
x

(4.3.42)
= C(s)‖A−1(0)h(0)‖Hs

x

(4.3.41)

≤ C(s)‖h(0)‖Hs
x

having chosen τ0 := ψ(0) = α(0) (in the reversible case, α is an odd function, and so α(0) = 0).
Hence (1.2.24) is proved. To prove (1.2.25), we collect the estimates (4.1.143), (4.1.145), (4.2.9)
into

‖(A±1(ωt)− I)g‖Hs
x

+ ‖(W±1(ωt)− I)g‖Hs
x
≤ εγ−1C(s)‖g‖Hs+1

x
, ∀t ∈ R, ∀g ∈ Hs

x, (4.3.43)
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where the constant C(s) depends on ‖u‖s+σ+β+s0 . Thus

‖h(t)‖Hs
x

(4.3.40)
= ‖A(ωt)BW (ωt)v(t)‖Hs

x
≤ ‖BW (ωt)v(t)‖Hs

x
+ ‖(A(ωt)− I)BW (ωt)v(t)‖Hs

x

(4.3.42)(4.3.43)

≤ ‖W (ωτ)v(τ)‖Hs
x

+ εγ−1C(s)‖BW (ωt)v(t)‖Hs+1
x

(4.3.42)
= ‖W (ωτ)v(τ)‖Hs

x
+ εγ−1C(s)‖W (ωτ)v(τ)‖Hs+1

x

(4.3.41)

≤ ‖v(τ)‖Hs
x

+ ‖(W (ωτ)− I)v(τ)‖Hs
x

+ εγ−1C(s)‖v(τ)‖Hs+1
x

(4.3.43)

≤ ‖v(τ)‖Hs
x

+ εγ−1C(s)‖v(τ)‖Hs+1
x

(1.2.23)
= ‖v(τ0)‖Hs

x
+ εγ−1C(s)‖v(τ0)‖Hs+1

x

(4.3.40)
= ‖W−1(ωτ0)B−1A−1(ωτ0)h(τ0)‖Hs

x
+ εγ−1C(s)‖W−1(ωτ0)B−1A−1(ωτ0)h(τ0)‖Hs+1

x
.

Applying the same chain of inequalities at τ = τ0, t = 0, we get that the last term is

≤ ‖h(0)‖Hs
x

+ εγ−1C(s)‖h(0)‖Hs+1
x

,

proving the second inequality in (1.2.25) with a := 1− a. The first one follows similarly.
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Chapter 5

KAM for autonomous quasi-linear

Hamiltonian perturbations of KdV

This Chapter is devoted to the proof of Theorem 1.3.1, stated in Section 1.3. First, in Section 5.1 we
perform three steps of weak Birkhoff normal form, in order to determine the frequency-to-amplitude
modulation (see (5.2.10)) and to provide a sufficiently good approximation of the solution for the
convergence of the Nash-Moser scheme.

In Sections 5.2, 5.3 we introduce the action-angle variables (see (5.2.1)) and we reduce the
problem of finding quasi periodic solutions of the equation (1.3.1) to the searching of invariant tori
for the Hamiltonian Hε in (5.2.11). The existence of invariant tori for Hε is stated in Theorem
5.3.1, which is proved in the remaining Sections of the Chapter (Sections 5.4-5.7).

In Section 5.4, we describe the construction of the approximate inverse for the linearized operator
(5.4.1). As we explained in Section 1.3, this procedure is inspired to [22], and it reduces the search
of an approximate inverse for (5.4.1) to the inversion of the linear operator Lω in (5.4.45), acting
on the space of the normal variables H⊥S . In Section 5.5, Proposition 5.5.1, we prove that Lω has
the form (5.5.34). Then in Section 5.6 we reduce Lω to constant coefficients, semi-conjugating it to
the operator L∞ in (5.6.121) and in Theorem 5.6.2 we prove the invertibility on Lω and the tame
estimates (5.6.124) for its inverse.

Finally in Section 5.7 we implement the Nash-Moser scheme for the nonlinear operator F in
(5.3.6). This concludes the proof of Theorem 5.3.1.

Now we introduce some notations and we recall some well-known definitions, which will be used
along this Chapter.

Tangential and normal variables. Let ̄1, . . . , ̄ν ≥ 1 be ν distinct integers, and S+ :=
{̄1, . . . , ̄ν}. Let S be the symmetric set in (1.3.7), and Sc := {j ∈ Z\{0} : j /∈ S} its complementary
set in Z \ {0}. We decompose the phase space as

H1
0 (T) := HS ⊕H⊥S , HS := span{eijx : j ∈ S}, H⊥S :=

{
u =

∑
j∈Sc

uje
ijx ∈ H1

0 (T)
}
, (5.0.1)

and we denote by ΠS , Π⊥S the corresponding orthogonal projectors. Accordingly we decompose

u = v + z, v = ΠSu :=
∑

j∈S
uj e

ijx, z = Π⊥S u :=
∑

j∈Sc
uj e

ijx , (5.0.2)
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where v is called the tangential variable and z the normal one. We shall sometimes identify
v ≡ (vj)j∈S and z ≡ (zj)j∈Sc . The subspaces HS and H⊥S are symplectic. The dynamics of these
two components is quite different. On HS we shall introduce the action-angle variables, see (5.2.1).
The linear frequencies of oscillations on the tangential sites are

ω̄ := (̄31, . . . , ̄
3
ν) ∈ Nν . (5.0.3)

We shall also denote

Hs
S⊥(Tν+1) :=

{
u ∈ Hs(Tν+1) : u(ϕ, ·) ∈ H⊥S ∀ϕ ∈ Tν

}
, (5.0.4)

Hs
S(Tν+1) :=

{
u ∈ Hs(Tν+1) : u(ϕ, ·) ∈ HS ∀ϕ ∈ Tν

}
. (5.0.5)

Symplectic transformations. A map

Φ : H1
0 (T)→ H1

0 (T)

is symplectic if it preserves the 2-form Ω in (1.2.13), namely

Ω(DΦ(u)[h1], DΦ(u)[h2]) = Ω(h1, h2) , ∀u, h1, h2 ∈ H1
0 (T) ,

which is equivalent to say that

DΦ(u)T∂−1
x DΦ(u) = ∂−1

x , ∀u ∈ H1
0 (T) .

It is well known that the symplectic maps preserve the Hamiltonian structure. This means that
given a Hamiltonian H : H1

0 (T)→ R and a symplectic map Φ : H1
0 (T)→ H1

0 (T), the push-forward
of the Hamiltonian vector field XH ,

Φ∗XH(u) := DΦ(u)−1XH(Φ(u))

is the Hamiltonian vector field XK generated by the transformed Hamiltonian K := H ◦ Φ.
Given a Hamiltonian F : H1

0 (T) → R, the time flow map Φt
F generated by the Hamiltonian

vector field XF , namely the flow of the PDE

∂tu = XF (u) ,

is a symplectic transformation, moreover for all function H : H1
0 (T)→ R we have the Lie expansion

H ◦ Φt
F =

∑
n≥0

adnF (H)tn

n!
, adF (H) := {H , F} ,

where the Poisson bracket {H , F} is defined in (1.2.14).

Fourier series representation. It is convenient to regard the equation (1.3.1) also in the Fourier
representation

u(x) =
∑

j∈Z\{0}
uje

ijx , u(x)←→ u := (uj)j∈Z\{0} , u−j = uj , (5.0.6)
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where the Fourier indices j ∈ Z \ {0} by the definition of the phase space H1
0 (T) and u−j = uj

because u(x) is real-valued. The symplectic structure writes

Ω =
1
2

∑
j 6=0

1
ij
duj ∧ du−j =

∑
j≥1

1
ij
duj ∧ du−j , Ω(u, v) =

∑
j 6=0

1
ij
ujv−j =

∑
j 6=0

1
ij
ujvj , (5.0.7)

the Hamiltonian vector field XH and the Poisson bracket {F,G} are

[XH(u)]j = ij(∂u−jH)(u) , ∀j 6= 0 , {F (u), G(u)} = −
∑

j 6=0
ij(∂u−jF )(u)(∂ujG)(u) . (5.0.8)

Conservation of momentum. A Hamiltonian

H(u) =
∑

j1,...,jn∈Z\{0}

Hj1,...,jnuj1 . . . ujn , u(x) =
∑

j∈Z\{0}

uje
ijx, (5.0.9)

homogeneous of degree n, preserves the momentum if the coefficients Hj1,...,jn are zero for j1 + . . .+
jn 6= 0, so that the sum in (5.0.9) is restricted to integers such that j1 + . . .+ jn = 0. Equivalently,
H preserves the momentum if {H,M} = 0, where M is the momentum M(u) :=

∫
T u

2dx =∑
j∈Z\{0} uju−j . The homogeneous components of degree ≤ 5 of the KdV Hamiltonian H in (1.3.3)

preserve the momentum because, by (1.3.4), the homogeneous component f5 of degree 5 does not
depend on the space variable x.

5.1 Weak Birkhoff normal form

The Hamiltonian of the perturbed KdV equation (1.3.1) is H = H2 +H3 +H≥5 (see (1.3.3)) where

H2(u) :=
1
2

∫
T
u2
x dx , H3(u) :=

∫
T
u3dx , H≥5(u) :=

∫
T
f(x, u, ux)dx , (5.1.1)

and f satisfies (1.3.4). According to the splitting (5.0.2) u = v + z, v ∈ HS , z ∈ H⊥S , we have

H2(u) =
∫

T

v2
x

2
dx+

∫
T

z2
x

2
dx, H3(u) =

∫
T
v3dx+ 3

∫
T
v2zdx+ 3

∫
T
vz2dx+

∫
T
z3dx . (5.1.2)

For a finite-dimensional space

E := EC := span{eijx : 0 < |j| ≤ C}, C > 0, (5.1.3)

let ΠE denote the corresponding L2-projector on E.
The notation R(vk−qzq) indicates a homogeneous polynomial of degree k in (v, z) of the form

R(vk−qzq) = M [ v, . . . , v︸ ︷︷ ︸
(k−q) times

, z, . . . , z︸ ︷︷ ︸
q times

], M = k-linear .

Proposition 5.1.1. (Weak Birkhoff normal form) Assume Hypothesis (S2). Then there exists
an analytic invertible symplectic transformation of the phase space ΦB : H1

0 (T) → H1
0 (T) of the

form
ΦB(u) = u+ Ψ(u), Ψ(u) = ΠEΨ(ΠEu), (5.1.4)
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where E is a finite-dimensional space as in (5.1.3), such that the transformed Hamiltonian is

H := H ◦ ΦB = H2 +H3 +H4 +H5 +H≥6 , (5.1.5)

where H2 is defined in (5.1.1),

H3 :=
∫

T
z3 dx+ 3

∫
T
vz2 dx , H4 := −3

2

∑
j∈S

|uj |4

j2
+H4,2 +H4,3 , H5 :=

5∑
q=2

R(v5−qzq) , (5.1.6)

H4,2 := 6
∫

T
vzΠS

(
(∂−1
x v)(∂−1

x z)
)
dx+ 3

∫
T
z2π0(∂−1

x v)2 dx , H4,3 := R(vz3) , (5.1.7)

and H≥6 collects all the terms of order at least six in (v, z).

The rest of this section is devoted to the proof of Proposition 5.1.1.
First, we remove the cubic terms

∫
T v

3 + 3
∫

T v
2z from the Hamiltonian H3 defined in (5.1.2).

In the Fourier coordinates (5.0.6), we have

H2 =
1
2

∑
j 6=0

j2|uj |2, H3 =
∑

j1+j2+j3=0

uj1uj2uj3 . (5.1.8)

We look for a symplectic transformation Φ(3) of the phase space which eliminates the monomials
uj1uj2uj3 of H3 with at most one index outside S. Note that, by the relation j1 + j2 + j3 = 0,
they are finitely many. We look for Φ(3) := (Φt

F (3))|t=1 as the time-1 flow map generated by the
Hamiltonian vector field XF (3) , with an auxiliary Hamiltonian of the form

F (3)(u) :=
∑

j1+j2+j3=0

F
(3)
j1j2j3

uj1uj2uj3 .

The transformed Hamiltonian is

H(3) := H ◦ Φ(3) = H2 +H
(3)
3 +H

(3)
4 +H

(3)
≥5 ,

H
(3)
3 = H3 + {H2, F

(3)}, H
(3)
4 =

1
2
{{H2, F

(3)}, F (3)}+ {H3, F
(3)}, (5.1.9)

where H(3)
≥5 collects all the terms of order at least five in (u, ux). By (5.1.8) and (5.0.8) we calculate

H
(3)
3 =

∑
j1+j2+j3=0

{
1− i(j3

1 + j3
2 + j3

3)F (3)
j1j2j3

}
uj1uj2uj3 .

Hence, in order to eliminate the monomials with at most one index outside S, we choose

F
(3)
j1j2j3

:=


1

i(j3
1 + j3

2 + j3
3)

if (j1, j2, j3) ∈ A ,

0 otherwise,
(5.1.10)

where A :=
{

(j1, j2, j3) ∈ (Z \ {0})3 : j1 + j2 + j3 = 0, j3
1 + j3

2 + j3
3 6= 0, and at least 2 among

j1, j2, j3 belong to S
}

. Note that

A =
{

(j1, j2, j3) ∈ (Z\{0})3 : j1+j2+j3 = 0, and at least 2 among j1, j2, j3 belong toS
}

(5.1.11)
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because of the elementary relation

j1 + j2 + j3 = 0 ⇒ j3
1 + j3

2 + j3
3 = 3j1j2j3 6= 0 (5.1.12)

being j1, j2, j3 ∈ Z \ {0}. Also note that A is a finite set, actually A ⊆ [−2CS , 2CS ]3 where the
tangential sites S ⊆ [−CS , CS ]. As a consequence, the Hamiltonian vector field XF (3) has finite
rank and vanishes outside the finite dimensional subspace E := E2CS (see (5.1.3)), namely

XF (3)(u) = ΠEXF (3)(ΠEu) .

Hence its flow Φ(3) : H1
0 (T)→ H1

0 (T) has the form (5.1.4) and it is analytic.
By construction, all the monomials of H3 with at least two indices outside S are not modified

by the transformation Φ(3). Hence (see (5.1.2)) we have

H
(3)
3 =

∫
T
z3 dx+ 3

∫
T
vz2 dx . (5.1.13)

We now compute the fourth order term H
(3)
4 =

∑4
i=0H

(3)
4,i in (5.1.9), where H(3)

4,i is of type R(v4−izi).

Lemma 5.1.1. One has (recall the definition (4.1.50) of π0)

H
(3)
4,0 :=

3
2

∫
T
v2π0[(∂−1

x v)2]dx , H
(3)
4,2 := 6

∫
T
vzΠS

(
(∂−1
x v)(∂−1

x z)
)
dx+ 3

∫
T
z2π0[(∂−1

x v)2]dx .

(5.1.14)

Proof. We write H3 = H3,≤1 +H
(3)
3 where H3,≤1(u) :=

∫
T v

3dx+ 3
∫

T v
2z dx. Then, by (5.1.9), we

get

H
(3)
4 =

1
2
{
H3,≤1 , F

(3)
}

+ {H(3)
3 , F (3)} . (5.1.15)

By (5.1.10), (5.1.12), the auxiliary Hamiltonian may be written as

F (3)(u) = −1
3

∑
(j1,j2,j3)∈A

uj1uj2uj3
(ij1)(ij2)(ij3)

= −1
3

∫
T
(∂−1
x v)3dx−

∫
T
(∂−1
x v)2(∂−1

x z)dx .

Hence, using that the projectors ΠS , Π⊥S are self-adjoint and ∂−1
x is skew-selfadjoint,

∇F (3)(u) = ∂−1
x

{
(∂−1
x v)2 + 2ΠS

[
(∂−1
x v)(∂−1

x z)
]}

(5.1.16)

(we have used that ∂−1
x π0 = ∂−1

x be the definition of ∂−1
x ). Recalling the Poisson bracket definition

(1.2.14), using that ∇H3,≤1(u) = 3v2 + 6ΠS(vz) and (5.1.16), we get

{H3,≤1, F
(3)} =

∫
T

{
3v2 + 6ΠS(vz)

}
π0

{
(∂−1
x v)2 + 2ΠS

[
(∂−1
x v)(∂−1

x z)
]}
dx

= 3
∫

T
v2π0(∂−1

x v)2 dx+ 12
∫

T
ΠS(vz)ΠS [(∂−1

x v)(∂−1
x z)] dx+R(v3z) . (5.1.17)

Similarly, since ∇H(3)
3 (u) = 3z2 + 6Π⊥S (vz),

{H(3)
3 , F (3)} = 3

∫
T
z2π0(∂−1

x v)2 dx+R(v3z) +R(vz3) . (5.1.18)

The lemma follows by (5.1.15), (5.1.17), (5.1.18).
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We now construct a symplectic map Φ(4) such that the Hamiltonian system obtained trans-
forming H2 + H

(3)
3 + H

(3)
4 possesses the invariant subspace HS (see (5.0.1)) and its dynamics on

HS is integrable and non-isocronous. Hence we have to eliminate the term H
(3)
4,1 (which is linear in

z), and to normalize H(3)
4,0 (which is independent of z). We need the following elementary lemma

(Lemma 13.4 in [49]).

Lemma 5.1.2. Let j1, j2, j3, j4 ∈ Z such that j1 + j2 + j3 + j4 = 0. Then

j3
1 + j3

2 + j3
3 + j3

4 = −3(j1 + j2)(j1 + j3)(j2 + j3).

Lemma 5.1.3. There exists a symplectic transformation Φ(4) of the form (5.1.4) such that

H(4) := H(3) ◦Φ(4) = H2 +H
(3)
3 +H

(4)
4 +H

(4)
≥5 , H

(4)
4 := −3

2

∑
j∈S

|uj |4

j2
+H

(3)
4,2 +H

(3)
4,3 , (5.1.19)

where H(3)
3 is defined in (5.1.13), H(3)

4,2 in (5.1.14), H(3)
4,3 = R(vz3) and H

(4)
≥5 collects all the terms

of degree at least five in (u, ux).

Proof. We look for a map Φ(4) := (Φt
F (4))|t=1 which is the time 1-flow map of an auxiliary Hamil-

tonian
F (4)(u) :=

∑
j1+j2+j3+j4=0

at least 3 indices are in S

F
(4)
j1j2j3j4

uj1uj2uj3uj4

with the same form of the Hamiltonian H
(3)
4,0 +H

(3)
4,1 . The transformed Hamiltonian is

H(4) := H(3) ◦ Φ(4) = H2 +H
(3)
3 +H

(4)
4 +H

(4)
≥5 , H

(4)
4 = {H2, F

(4)}+H
(3)
4 , (5.1.20)

where H(4)
≥5 collects all the terms of order at least five. We write H(4)

4 =
∑4

i=0H
(4)
4,i where each H(4)

4,i

if of type R(v4−izi). We choose the coefficients

F
(4)
j1j2j3j4

:=


H

(3)
j1j2j3j4

i(j3
1 + j3

2 + j3
3 + j3

4)
if (j1, j2, j3, j4) ∈ A4 ,

0 otherwise,

(5.1.21)

where

A4 :=
{

(j1, j2, j3, j4) ∈ (Z \ {0})4 : j1 + j2 + j3 + j4 = 0, j3
1 + j3

2 + j3
3 + j3

4 6= 0,

and at most one among j1, j2, j3, j4 outsideS
}
.

By this definition H
(4)
4,1 = 0 because there exist no integers j1, j2, j3 ∈ S, j4 ∈ Sc satisfying j1 +

j2 + j3 + j4 = 0, j3
1 + j3

2 + j3
3 + j3

4 = 0, by Lemma 5.1.2 and the fact that S is symmetric. By
construction, the terms H(4)

4,i = H
(3)
4,i , i = 2, 3, 4, are not changed by Φ(4). Finally, by (5.1.14)

H
(4)
4,0 =

3
2

∑
j1,j2,j3,j4∈S

j1+j2+j3+j4=0
j31+j32+j33+j34=0
j1+j2 , j3+j4 6=0

1
(ij3)(ij4)

uj1uj2uj3uj4 . (5.1.22)
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If j1 + j2 + j3 + j4 = 0 and j3
1 + j3

2 + j3
3 + j3

4 = 0, then (j1 + j2)(j1 + j3)(j2 + j3) = 0 by Lemma 5.1.2.
We develop the sum in (5.1.22) with respect to the first index j1. Since j1 + j2 6= 0 the possible
cases are:

(i)
{
j2 6= −j1, j3 = −j1, j4 = −j2

}
or (ii)

{
j2 6= −j1, j3 6= −j1, j3 = −j2, j4 = −j1

}
.

Hence, using u−j = ūj (recall (5.0.6)), and since S is symmetric, we have

∑
(i)

1
j3j4

uj1uj2uj3uj4 =
∑

j1,j2∈S,j2 6=−j1

|uj1 |2|uj2 |2

j1j2

=
∑
j,j′∈S

|uj |2|uj′ |2

jj′
+
∑
j∈S

|uj |4

j2
=
∑
j∈S

|uj |4

j2
, (5.1.23)

and in the second case (ii)∑
(ii)

1
j3j4

uj1uj2uj3uj4 =
∑

j1,j2,j2 6=±j1

1
j1j2

uj1uj2u−j2u−j1 =
∑
j∈S

1
j
|uj |2

( ∑
j2 6=±j

1
j2
|uj2 |2

)
= 0 . (5.1.24)

Then (5.1.19) follows by (5.1.22), (5.1.23), (5.1.24).

Note that the Hamiltonian H2 + H
(3)
3 + H

(4)
4 (see (5.1.19)) possesses the invariant subspace

{z = 0} and the system restricted to {z = 0} is completely integrable and non-isochronous (actually
it is formed by ν decoupled rotators). We shall construct quasi-periodic solutions which bifurcate
from this invariant manifold.

In order to enter in a perturbative regime, we have to eliminate further monomials of H(4) in
(5.1.19). The minimal requirement for the convergence of the nonlinear Nash-Moser iteration is
to eliminate the monomials R(v5) and R(v4z). Here we need the choice of the sites of Hypothesis
(S2).

Remark 5.1.1. In the KAM theorems [56], [66] (and [68], [72]), as well as for the perturbed
mKdV equations (1.3.9), these further steps of Birkhoff normal form are not required because the
nonlinearity of the original PDE is yet cubic. A difficulty of KdV is that the nonlinearity is
quadratic.

We spell out Hypothesis (S2) as follows:

• (S20). There is no choice of 5 integers j1, . . . , j5 ∈ S such that

j1 + . . .+ j5 = 0 , j3
1 + . . .+ j3

5 = 0 . (5.1.25)

• (S21). There is no choice of 4 integers j1, . . . , j4 in S and an integer in the complementary
set j5 ∈ Sc := (Z \ {0}) \ S such that (5.1.25) holds.

The homogeneous component of degree 5 of H(4) is

H
(4)
5 (u) =

∑
j1+...+j5=0

H
(4)
j1,...,j5

uj1 . . . uj5 .
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We want to remove from H
(4)
5 the terms with at most one index among j1, . . . , j5 outside S. We

consider the auxiliary Hamiltonian

F (5) =
∑

j1+...+j5=0
at most one index outside S

F
(5)
j1...j5

uj1 . . . uj5 , F
(5)
j1...j5

:=
H

(5)
j1...j5

i(j3
1 + . . .+ j3

5)
. (5.1.26)

By Hypotheses (S2)0, (S2)1, if j1+. . .+j5 = 0 with at most one index outside S then j3
1 +. . .+j3

5 6= 0
and F (5) is well defined. Let Φ(5) be the time 1-flow generated by XF (5) . The new Hamiltonian is

H(5) := H(4) ◦ Φ(5) = H2 +H
(3)
3 +H

(4)
4 + {H2, F

(5)}+H
(4)
5 +H

(5)
≥6 (5.1.27)

where, by (5.1.26),

H
(5)
5 := {H2, F

(5)}+H
(4)
5 =

∑5

q=2
R(v5−qzq) .

Renaming H := H(5), namely Hn := H
(n)
n , n = 3, 4, 5, and setting ΦB := Φ(3) ◦ Φ(4) ◦ Φ(5),

formula (5.1.5) follows.
The homogeneous component H(4)

5 preserves the momentum, see (5.0.9). Hence F (5) also pre-
serves the momentum. As a consequence, also H(5)

k , k ≤ 5, preserve the momentum.
Finally, since F (5) is Fourier-supported on a finite set, the transformation Φ(5) is of type (5.1.4)

(and analytic), and therefore also the composition ΦB is of type (5.1.4) (and analytic).

5.2 Action-angle variables

We now introduce action-angle variables on the tangential directions by the change of coordinates{
uj :=

√
ξj + |j|yj eiθj , if j ∈ S ,

uj := zj , if j ∈ Sc ,
(5.2.1)

where (recall u−j = uj)

ξ−j = ξj , ξj > 0 , y−j = yj , θ−j = −θj , θj , yj ∈ R , ∀j ∈ S . (5.2.2)

For the tangential sites S+ := {̄1, . . . , ̄ν} we shall also denote θ̄i := θi, y̄i := yi, ξ̄i := ξi,
i = 1, . . . ν.

The symplectic 2-form Ω in (5.0.7) (i.e. (1.2.13)) becomes

W :=
ν∑
i=1

dθi ∧ dyi +
1
2

∑
j∈Sc\{0}

1
ij
dzj ∧ dz−j =

( ν∑
i=1

dθi ∧ dyi
)
⊕ ΩS⊥ = dΛ (5.2.3)

where ΩS⊥ denotes the restriction of Ω to H⊥S (see (5.0.1)) and Λ is the contact 1-form on Tν ×
Rν ×H⊥S defined by Λ(θ,y,z) : Rν × Rν ×H⊥S → R,

Λ(θ,y,z)[θ̂, ŷ, ẑ] := −y · θ̂ +
1
2

(∂−1
x z, ẑ)L2(T) . (5.2.4)
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Instead of working in a shrinking neighborhood of the origin, it is a convenient devise to rescale
the “unperturbed actions” ξ and the action-angle variables as

ξ 7→ ε2ξ , y 7→ ε2by , z 7→ εbz . (5.2.5)

Then the symplectic 2-form in (5.2.3) transforms into ε2bW. Hence the Hamiltonian system gen-
erated by H in (5.1.5) transforms into the new Hamiltonian system

θ̇ = ∂yHε(θ, y, z) , ẏ = −∂θHε(θ, y, z) , zt = ∂x∇zHε(θ, y, z) , Hε := ε−2bH ◦Aε (5.2.6)

where
Aε(θ, y, z) := εvε(θ, y) + εbz := ε

∑
j∈S

√
ξj + ε2(b−1)|j|yj eiθjeijx + εbz . (5.2.7)

We shall still denote by XHε = (∂yHε,−∂θHε, ∂x∇zHε) the Hamiltonian vector field in the variables
(θ, y, z) ∈ Tν × Rν ×H⊥S .

We now write explicitly the Hamiltonian Hε(θ, y, z) in (5.2.6). The quadratic Hamiltonian H2

in (5.1.1) transforms into

ε−2bH2 ◦Aε = const+
∑

j∈S+
j3yj +

1
2

∫
T
z2
x dx , (5.2.8)

and, recalling (5.1.6), (5.1.7), the Hamiltonian H in (5.1.5) transforms into (shortly writing vε :=
vε(θ, y))

Hε(θ, y, z) = e(ξ) + α(ξ) · y +
1
2

∫
T
z2
xdx+ εb

∫
T
z3dx+ 3ε

∫
T
vεz

2dx (5.2.9)

+ ε2
{

6
∫

T
vεzΠS

(
(∂−1
x vε)(∂−1

x z)
)
dx+ 3

∫
T
z2π0(∂−1

x vε)2 dx
}
− 3

2
ε2b
∑

j∈S
y2
j

+ εb+1R(vεz3) + ε3R(v3
εz

2) + ε2+b
5∑
q=3

ε(q−3)(b−1)R(v5−q
ε zq) + ε−2bH≥6(εvε + εbz)

where e(ξ) is a constant, and the frequency-amplitude map is

α(ξ) := ω̄ + ε2Aξ , A := −6 diag{1/j}j∈S+ . (5.2.10)

We write the Hamiltonian in (5.2.9) as

Hε = N + P , N (θ, y, z) = α(ξ) · y +
1
2
(
N(θ)z, z

)
L2(T)

, (5.2.11)

where

1
2
(
N(θ)z, z

)
L2(T)

:=
1
2
(
(∂z∇Hε)(θ, 0, 0)[z], z

)
L2(T)

=
1
2

∫
T
z2
xdx+ 3ε

∫
T
vε(θ, 0)z2dx (5.2.12)

+ ε2
{

6
∫

T
vε(θ, 0)zΠS

(
(∂−1
x vε(θ, 0))(∂−1

x z)
)
dx+ 3

∫
T
z2π0(∂−1

x vε(θ, 0))2dx
}

+ . . .

and P := Hε −N .

97



5.3 The nonlinear functional setting

We look for an embedded invariant torus

i : Tν → Tν × Rν ×H⊥S , ϕ 7→ i(ϕ) := (θ(ϕ), y(ϕ), z(ϕ)) (5.3.1)

of the Hamiltonian vector field XHε filled by quasi-periodic solutions with diophantine frequency
ω. We require that ω belongs to the set

Ωε := α([1, 2]ν) = {α(ξ) : ξ ∈ [1, 2]ν} (5.3.2)

where α is the diffeomorphism (5.2.10), and, in the Hamiltonian Hε in (5.2.11), we choose

ξ = α−1(ω) = ε−2A−1(ω − ω̄) . (5.3.3)

Since any ω ∈ Ωε is ε2-close to the integer vector ω̄ (see (5.0.3)), we require that the constant γ in
the diophantine inequality

|ω · l| ≥ γ〈l〉−τ , ∀l ∈ Zν \ {0} , satisfies γ = ε2+a for some a > 0 . (5.3.4)

We remark that the definition of γ in (5.3.4) is slightly stronger than the minimal condition, which
is γ ≤ cε2 with c small enough. In addition to (5.3.4) we shall also require that ω satisfies the first
and second order Melnikov-non-resonance conditions (5.6.120).

We look for an embedded invariant torus of the modified Hamiltonian vector field XHε,ζ =
XHε + (0, ζ, 0) which is generated by the Hamiltonian

Hε,ζ(θ, y, z) := Hε(θ, y, z) + ζ · θ , ζ ∈ Rν . (5.3.5)

Note that XHε,ζ is periodic in θ (unlike Hε,ζ). It turns out that an invariant torus for XHε,ζ is
actually invariant for XHε , see Lemma 5.4.1. We introduce the parameter ζ ∈ Rν in order to
control the average in the y-component of the linearized equations. Thus we look for zeros of the
nonlinear operator

F(i, ζ) := F(i, ζ, ω, ε) := Dωi(ϕ)−XHε,ζ (i(ϕ))

= Dωi(ϕ)−XN (i(ϕ))−XP (i(ϕ)) + (0, ζ, 0) (5.3.6)

:=

 Dωθ(ϕ)− ∂yHε(i(ϕ))
Dωy(ϕ) + ∂θHε(i(ϕ)) + ζ

Dωz(ϕ)− ∂x∇zHε(i(ϕ))

=

 DωΘ(ϕ)− ∂yP (i(ϕ))
Dωy(ϕ) + 1

2∂θ(N(θ(ϕ))z(ϕ), z(ϕ))L2(T) + ∂θP (i(ϕ)) + ζ

Dωz(ϕ)− ∂xN(θ(ϕ))z(ϕ)− ∂x∇zP (i(ϕ))


where Θ(ϕ) := θ(ϕ)− ϕ is (2π)ν-periodic and we use the short notation

Dω := ω · ∂ϕ . (5.3.7)

The Sobolev norm of the periodic component of the embedded torus

I(ϕ) := i(ϕ)− (ϕ, 0, 0) := (Θ(ϕ), y(ϕ), z(ϕ)) , Θ(ϕ) := θ(ϕ)− ϕ , (5.3.8)
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is

‖I‖s := ‖Θ‖Hs
ϕ

+ ‖y‖Hs
ϕ

+ ‖z‖s (5.3.9)

where ‖z‖s := ‖z‖Hs
ϕ,x

is defined in (3.0.1). We link the rescaling (5.2.5) with the diophantine
constant γ = ε2+a by choosing

γ = ε2b , b = 1 + (a/2) . (5.3.10)

Other choices are possible, see Remark 5.3.1.

Theorem 5.3.1. Let the tangential sites S in (1.3.7) satisfy (S1), (S2). Then, for all ε ∈ (0, ε0),
where ε0 is small enough, there exists a Cantor-like set Cε ⊂ Ωε, with asympotically full measure
as ε→ 0, namely

lim
ε→0

|Cε|
|Ωε|

= 1 , (5.3.11)

such that, for all ω ∈ Cε, there exists a solution i∞(ϕ) := i∞(ω, ε)(ϕ) of Dωi∞(ϕ)−XHε(i∞(ϕ)) = 0.
Hence the embedded torus ϕ 7→ i∞(ϕ) is invariant for the Hamiltonian vector field XHε(·,ξ) with ξ

as in (5.3.3), and it is filled by quasi-periodic solutions with frequency ω. The torus i∞ satisfies

‖i∞(ϕ)− (ϕ, 0, 0)‖Lip(γ)
s0+µ = O(ε6−2bγ−1) (5.3.12)

for some µ := µ(ν) > 0. Moreover, the torus i∞ is linearly stable.

Theorem 5.3.1 is proved in Sections 5.4-5.7. It implies Theorem 1.3.1 where the ξj in (1.3.12)
are ε2ξj , ξj ∈ [1, 2], in (5.3.3). By (5.3.12), going back to the variables before the rescaling (5.2.5),
we get Θ∞ = O(ε6−2bγ−1), y∞ = O(ε6γ−1), z∞ = O(ε6−bγ−1), which, as b → 1+, tend to the
expected optimal estimates.

Remark 5.3.1. There are other possible ways to link the rescaling (5.2.5) with the diophantine
constant γ = ε2+a. The choice γ > ε2b reduces to study perturbations of an isochronous system
(as in [53], [56], [66]), and it is convenient to introduce ξ(ω) as a variable. The case ε2b > γ,
in particular b = 1, has to be dealt with a perturbation approach of a non-isochronous system à la
Arnold-Kolmogorov.

We now give the tame estimates for the composition operator induced by the Hamiltonian
vector fields XN and XP in (5.3.6), that we shall use in the next Sections.

We first estimate the composition operator induced by vε(θ, y) defined in (5.2.7). Since the func-
tions y 7→

√
ξ + ε2(b−1)|j|y, θ 7→ eiθ are analytic for ε small enough and |y| ≤ C, the composition

Lemma A.0.8 implies that, for all Θ, y ∈ Hs(Tν ,Rν), ‖Θ‖s0 , ‖y‖s0 ≤ 1, setting θ(ϕ) := ϕ + Θ(ϕ),
‖vε(θ(ϕ), y(ϕ))‖s ≤s 1 + ‖Θ‖s + ‖y‖s. Hence, using also (5.3.3), the map Aε in (5.2.7) satisfies, for
all ‖I‖Lip(γ)

s0 ≤ 1 (see (5.3.8))

‖Aε(θ(ϕ), y(ϕ), z(ϕ))‖Lip(γ)
s ≤s ε(1 + ‖I‖Lip(γ)

s ) . (5.3.13)

We now give tame estimates for the Hamiltonian vector fields XN , XP , XHε , see (5.2.11)-(5.2.12).
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Lemma 5.3.1. Let I(ϕ) in (5.3.8) satisfy ‖I‖Lip(γ)
s0+3 ≤ Cε6−2bγ−1. Then

‖∂yP (i)‖Lip(γ)
s ≤s ε4 + ε2b‖I‖Lip(γ)

s+1 , ‖∂θP (i)‖Lip(γ)
s ≤s ε6−2b(1 + ‖I‖Lip(γ)

s+1 ) (5.3.14)

‖∇zP (i)‖Lip(γ)
s ≤s ε5−b + ε6−bγ−1‖I‖Lip(γ)

s+1 , ‖XP (i)‖Lip(γ)
s ≤s ε6−2b + ε2b‖I‖Lip(γ)

s+3 (5.3.15)

‖∂θ∂yP (i)‖Lip(γ)
s ≤s ε4 + ε5γ−1‖I‖Lip(γ)

s+2 , ‖∂y∇zP (i)‖Lip(γ)
s ≤s εb+3 + ε2b−1‖I‖Lip(γ)

s+2 (5.3.16)

‖∂yyP (i) + 3ε2bIRν‖Lip(γ)
s ≤s ε2+2b + ε2b+3γ−1‖I‖Lip(γ)

s+2 (5.3.17)

and, for all ı̂ := (Θ̂, ŷ, ẑ),

‖∂ydiXP (i)[̂ı ]‖Lip(γ)
s ≤s ε2b−1

(
‖̂ı‖Lip(γ)

s+3 + ‖I‖Lip(γ)
s+3 ‖̂ı‖

Lip(γ)
s0+3

)
(5.3.18)

‖diXHε(i)[̂ı ] + (0, 0, ∂xxxẑ)‖Lip(γ)
s ≤s ε

(
‖̂ı‖Lip(γ)

s+3 + ‖I‖Lip(γ)
s+3 ‖̂ı‖

Lip(γ)
s0+3

)
(5.3.19)

‖d2
iXHε(i)[̂ı, ı̂ ]‖Lip(γ)

s ≤s ε
(
‖̂ı‖Lip(γ)

s+3 ‖̂ı‖
Lip(γ)
s0+3 + ‖I‖Lip(γ)

s+3 (‖̂ı‖Lip(γ)
s0+3 )2

)
. (5.3.20)

In the sequel we will also use that, by the diophantine condition (5.3.4), the operator D−1
ω (see

(5.3.7)) is defined for all functions u with zero ϕ-average, and satisfies

‖D−1
ω u‖s ≤ Cγ−1‖u‖s+τ , ‖D−1

ω u‖Lip(γ)
s ≤ Cγ−1‖u‖Lip(γ)

s+2τ+1 . (5.3.21)

5.4 Approximate inverse

In order to implement a convergent Nash-Moser scheme that leads to a solution of F(i, ζ) = 0 our
aim is to construct an approximate right inverse (which satisfies tame estimates) of the linearized
operator

di,ζF(i0, ζ0)[̂ı , ζ̂] = di,ζF(i0)[̂ı , ζ̂] = Dω ı̂− diXHε(i0(ϕ))[̂ı] + (0, ζ̂, 0) , (5.4.1)

see Theorem 5.4.1. Note that di,ζF(i0, ζ0) = di,ζF(i0) is independent of ζ0 (see (5.3.6)).
The notion of approximate right inverse is introduced in [76]. It denotes a linear operator which

is an exact right inverse at a solution (i0, ζ0) of F(i0, ζ0) = 0. We want to implement the general
strategy in [22]-[23] which reduces the search of an approximate right inverse of (5.4.1) to the search
of a right inverse of the linearized operator Lω (see (5.4.45)) on the normal directions only.

It is well known that an invariant torus i0 with diophantine flow is isotropic (see e.g. [22]),
namely the pull-back 1-form i∗0Λ is closed, where Λ is the contact 1-form in (5.2.4). This is tan-
tamount to say that the 2-form W (see (5.2.3)) vanishes on the torus i0(Tν) (i.e. W vanishes on
the tangent space at each point i0(ϕ) of the manifold i0(Tν)), because i∗0W = i∗0dΛ = di∗0Λ. For
an “approximately invariant” torus i0 the 1-form i∗0Λ is only “approximately closed”. In order to
make this statement quantitative we consider

i∗0Λ =
∑ν

k=1
ak(ϕ)dϕk , ak(ϕ) := −

(
[∂ϕθ0(ϕ)]T y0(ϕ)

)
k

+
1
2

(∂ϕkz0(ϕ), ∂−1
x z0(ϕ))L2(T) (5.4.2)

and we quantify how small is

i∗0W = d i∗0Λ =
∑

1≤k<j≤ν
Akj(ϕ)dϕk ∧ dϕj , Akj(ϕ) := ∂ϕkaj(ϕ)− ∂ϕjak(ϕ) . (5.4.3)

Along this Section we will always assume the following hypothesis (which will be verified at each
step of the Nash-Moser iteration):
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• Assumption. The map ω 7→ i0(ω) is a Lipschitz function defined on some subset Ωo ⊂ Ωε,
where Ωε is defined in (5.3.2), and, for some µ := µ(τ, ν) > 0,

‖I0‖Lip(γ)
s0+µ ≤ Cε6−2bγ−1, ‖Z‖Lip(γ)

s0+µ ≤ Cε6−2b, γ = ε2+a , (5.4.4)

b := 1 + (a/2) , a ∈ (0, 1/6),

where I0(ϕ) := i0(ϕ)− (ϕ, 0, 0), and

Z(ϕ) := (Z1, Z2, Z3)(ϕ) := F(i0, ζ0)(ϕ) = ω · ∂ϕi0(ϕ)−XHε,ζ0
(i0(ϕ)) . (5.4.5)

Lemma 5.4.1. |ζ0|Lip(γ) ≤ C‖Z‖Lip(γ)
s0 . If F(i0, ζ0) = 0 then ζ0 = 0, namely the torus i0 is

invariant for XHε.

Proof. The proof is given in Lemma 3-[22]. We give a more direct proof.
Let

iψ0(ϕ) := (θψ0(ϕ), yψ0(ϕ), zψ0(ϕ)) := i0(ψ0 + ϕ)

be the translated torus embedding, for all ψ0 ∈ Tν . Since the Hamiltonian Hε in (5.2.11) is
autonomous, the restricted action functional

Φ(ψ0) :=
∫

Tν

{
yψ0(ϕ) · Dωθψ0(ϕ)− 1

2
(
∂−1
x zψ0(ϕ),Dωzψ0(ϕ)

)
L2(T)

−Hε(iψ0(ϕ))
}
dϕ

is constant, namely Φ(ψ0) = Φ(0), for all ψ0 ∈ Tν . Hence ∂ψ0Φ(ψ0) = 0, for all ψ0 ∈ Tν , in
particular differentiating at ψ0 = 0 we get

∂ψ0Φ(0)[ψ̂] = +
∫

Tν
∂ϕy0(ϕ)[ψ̂] · Dωθ0(ϕ) dϕ+

∫
Tν
y0(ϕ) · Dω∂ϕθ0(ϕ)[ψ̂] dϕ

− 1
2

∫
Tν

(
∂−1
x ∂ϕz0(ϕ)[ψ̂],Dωz0(ϕ)

)
L2(T)

dϕ− 1
2

∫
Tν

(
∂−1
x z0(ϕ),Dω∂ϕz0(ϕ)[ψ̂]

)
L2(T)

dϕ

−
∫

Tν

{
∂θHε(i0(ϕ)) · ∂ϕθ0(ϕ)[ψ̂] + ∂yHε(i0(ϕ)) · ∂ϕy0(ϕ)[ψ̂]

}
dϕ

−
∫

Tν

(
∇zHε(i0(ϕ)), ∂ϕz0(ϕ)[ψ̂]

)
L2(T)

dϕ . (5.4.6)

By (5.3.6), (5.4.5) one has∫
Tν

(
Dωθ0(ϕ)− ∂yHε(i0(ϕ))

)
· ∂ϕy0(ϕ)[ψ̂] dϕ =

∫
Tν

[∂ϕy0(ϕ)]TZ1(ϕ) dϕ · ψ̂ , (5.4.7)

∫
Tν
y0(ϕ) · Dω∂ϕθ0(ϕ)[ψ̂]− ∂θHε(i0(ϕ)) · ∂ϕθ0(ϕ)[ψ̂] dϕ = −

∫
Tν

(
Dωy0(ϕ) + ∂θHε(i0(ϕ))

)
· ∂ϕθ0(ϕ)[ψ̂]

= −
∫

Tν
[∂ϕθ0(ϕ)]TZ2(ϕ) dϕ · ψ̂

+ ζ0 · ψ̂ (5.4.8)

where in the last equality we have used that∫
Tν

[∂ϕθ0(ϕ)]T dϕ = I +
∫

Tν
[∂ϕΘ0(ϕ)]T dϕ = I ,
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since Θ0(ϕ) is a 2π-periodic in all its components (I : Rν → Rν is the identity).
Moreover since (∂−1

x )T = −∂−1
x and integrating by parts in dϕ, we get

−1
2

∫
Tν

(
∂−1
x ∂ϕz0(ϕ)[ψ̂],Dωz0(ϕ)

)
L2(T)

+
(
∂−1
x z0(ϕ),Dω∂ϕz0(ϕ)[ψ̂]

)
L2(T)

dϕ

=
∫

Tν

(
∂−1
x Dωz0(ϕ), ∂ϕz0(ϕ)[ψ̂]

)
L2(T)

dϕ

=
∫

Tν
[∂ϕz0(ϕ)]T∇zHε(i0(ϕ)) dϕ · ψ̂

+
∫

Tν
[∂ϕz0(ϕ)]T∂−1

x Z3(ϕ) dϕ · ψ̂ . (5.4.9)

Hence by (5.4.6)-(5.4.9), ∂ψ0Φ(0) = 0 we get

ζ0 =
∫

Tν
−[∂ϕy0(ϕ)]TZ1(ϕ) + [∂ϕθ0(ϕ)]TZ2(ϕ)− [∂ϕz0(ϕ)]T∂−1

x Z3(ϕ) dϕ

and the lemma follows by (5.4.4) and usual algebra estimate.

We now quantify the size of i∗0W in terms of Z.

Lemma 5.4.2. The coefficients Akj(ϕ) in (5.4.3) satisfy

‖Akj‖Lip(γ)
s ≤s γ−1

(
‖Z‖Lip(γ)

s+2τ+2‖I0‖Lip(γ)
s0+1 + ‖Z‖Lip(γ)

s0+1 ‖I0‖Lip(γ)
s+2τ+2

)
. (5.4.10)

Proof. We estimate the coefficients of the Lie derivative Lω(i∗0W) :=
∑

k<j DωAkj(ϕ)dϕk ∧ dϕj .
Denoting by ek the k-th versor of Rν we have

DωAkj = Lω(i∗0W)(ϕ)[ek, ej ] =W
(
∂ϕZ(ϕ)ek, ∂ϕi0(ϕ)ej

)
+W

(
∂ϕi0(ϕ)ek, ∂ϕZ(ϕ)ej

)
(see Lemma 5 in [22]). Hence

‖DωAkj‖Lip(γ)
s ≤s ‖Z‖Lip(γ)

s+1 ‖I0‖Lip(γ)
s0+1 + ‖Z‖Lip(γ)

s0+1 ‖I0‖Lip(γ)
s+1 . (5.4.11)

The bound (5.4.10) follows applying D−1
ω and using (5.4.3), (5.3.21).

As in [22] we first modify the approximate torus i0 to obtain an isotropic torus iδ which is still
approximately invariant.

First we report some basic facts about differential 1-forms on the torus Tν . We regard a 1-form
a :=

∑ν
k=1 ak(ϕ) dϕ equivalently as the vector field

~a(ϕ) := (a1(ϕ), . . . , aν(ϕ)) , ϕ ∈ Tν .

We denote the Laplacian ∆ϕ :=
∑ν

k=1 ∂
2
ϕk

. The following Lemma is proved in [22]-Lemma 4.

Lemma 5.4.3 (Helmotz decomposition). Let ~a be a smooth vector field on the torus Tν , then

~a = ∇U + ~c+ ρ , (5.4.12)

where
U : Tν → R , ~c ∈ Rν ,
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and ρ(ϕ) := (ρ1(ϕ), . . . , ρν(ϕ)), ϕ ∈ Tν is a smooth vector field on Tν satisfying

divρ :=
ν∑
k=1

∂ϕkρk = 0 ,
∫

Tν
ρ(ϕ) dϕ = 0 .

The above decomposition of the vector field ~a is unique if we impose that
∫

Tν U(ϕ) dϕ = 0. We have
U := ∆−1

ϕ (div~a), for all j = 1, . . . , ν, the j-th component ρj of the vector field ρ satisfies

ρj(ϕ) = ∆−1
ϕ

( ν∑
k=1

∂ϕkAkj(ϕ)
)
, Akj := ∂ϕkaj − ∂ϕjak , (5.4.13)

and the j-th component cj of vector ~c satisfies

cj :=
∫

Tν
aj(ϕ) dϕ , ∀j = 1, . . . , ν . (5.4.14)

Proof. Note that
div(∇U − ~a) = 0 ⇐⇒ ∆ϕU = div~a .

Since div~a has zero average, the above equation has the solution

U := ∆−1
ϕ (div~a) ,

and the decomposition (5.4.12) holds, defining

ρ := ~a−∇U − ~c . (5.4.15)

Moreover ∫
Tν
ρ(ϕ) dϕ =

∫
Tν
~a(ϕ) dϕ− ~c = 0 ,

choosing ~c = (c1, . . . , cν) as in (5.4.14).
Now let us prove (5.4.13). By (5.4.15) we have

∂ϕkρj − ∂ϕjρk = ∂ϕkaj − ∂ϕjak =: Akj ,

since by the Schwartz Theorem ∂ϕkϕjU = ∂ϕjϕkU . For all j = 1, . . . , ν we differentiate with respect
to ϕk and we get

∂ϕkϕkρj − ∂ϕjϕkρk = ∂ϕkAkj .

Summing over k = 1, . . . , ν we get

∆ϕρj −
ν∑
k=1

∂ϕjϕkρk =
ν∑
k=1

∂ϕkAkj ,

but since
ν∑
k=1

∂ϕjϕkρk = ∂ϕj

ν∑
k=1

∂ϕkρk = ∂ϕjdivρ = 0 ,

we get for all j = 1, . . . , ν

∆ϕρj =
ν∑
k=1

∂ϕkAkj ,

which implies (5.4.13), since the right hand side of the above equation has zero average.
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By lemma 5.4.3 we deduce immediately the following corollary.

Corollary 5.4.1. Let a :=
∑ν

k=1 ak(ϕ) dϕk be a smooth differential 1-form on the torus Tν , and
let ρ(ϕ) := (ρ1(ϕ), . . . , ρν(ϕ)) be defined by (5.4.13). Then the 1-form a−

∑ν
k=1 ρk(ϕ) dϕk is closed.

In the next Lemma we show how to modify the approximate invariant torus i0, in order to
obtain an isotropic approximate invariant torus iδ.

Lemma 5.4.4. (Isotropic torus) The torus iδ(ϕ) := (θ0(ϕ), yδ(ϕ), z0(ϕ)) defined by

yδ := y0 + [∂ϕθ0(ϕ)]−Tρ(ϕ) , ρj(ϕ) := ∆−1
ϕ

∑ν

k=1
∂ϕjAkj(ϕ) (5.4.16)

is isotropic. If (5.4.4) holds, then, for some σ := σ(ν, τ),

‖yδ − y0‖Lip(γ)
s ≤s γ−1

(
‖Z‖Lip(γ)

s+σ ‖I0‖Lip(γ)
s0+σ + ‖Z‖Lip(γ)

s0+σ ‖I0‖Lip(γ)
s+σ

)
, (5.4.17)

‖F(iδ, ζ0)‖Lip(γ)
s ≤s ‖Z‖Lip(γ)

s+σ + ‖Z‖Lip(γ)
s0+σ ‖I0‖Lip(γ)

s+σ (5.4.18)

‖∂i[iδ][̂ı]‖s ≤s ‖̂ı‖s + ‖I0‖s+σ‖̂ı‖s . (5.4.19)

We denote equivalently the differential by ∂i or di. Moreover we denote by σ := σ(ν, τ) possibly
different (larger) “loss of derivatives” constants.

Proof. In this proof we write ‖ ‖s to denote ‖ ‖Lip(γ)
s . By definitions (5.4.2), (5.4.3), (5.4.16) we

have

i∗δΛ = i∗0Λ−
ν∑
k=1

ρk(ϕ) dϕk .

Applying corollary 5.4.1, we get that i∗δΛ is closed, which implies the isotropy of the embedded
torus ϕ → iδ(ϕ). The estimate (5.4.17) follows by (5.4.16), (5.4.10), (5.4.4) and the tame bound
for the inverse ‖[∂ϕθ0]−T ‖s ≤s 1 + ‖I0‖s+1. It remains to estimate the difference (see (5.3.6) and
note that XN does not depend on y)

F(iδ, ζ0)−F(i0, ζ0) =

 0
Dω(yδ − y0)

0

 +XP (iδ)−XP (i0). (5.4.20)

Using (5.3.16), (5.3.17), we get ‖∂yXP (i)‖s ≤s ε2b + ε2b−1‖I‖s+3. Hence (5.4.17), (5.4.4) imply

‖XP (iδ)−XP (i0)‖s ≤s ‖I0‖s0+σ‖Z‖s+σ + ‖I0‖s+σ‖Z‖s0+σ . (5.4.21)

Differentiating (5.4.16) we have

Dω(yδ − y0) = [∂ϕθ0(ϕ)]−TDωρ(ϕ) + (Dω[∂ϕθ0(ϕ)]−T )ρ(ϕ) (5.4.22)

and Dωρj(ϕ) = ∆−1
ϕ

∑ν
k=1 ∂ϕjDωAkj(ϕ). Using (5.4.11), we deduce that

‖[∂ϕθ0]−TDωρ‖s ≤s ‖Z‖s+1‖I0‖s0+1 + ‖Z‖s0+1‖I0‖s+1 . (5.4.23)
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To estimate the second term in (5.4.22), we differentiate Z1(ϕ) = Dωθ0(ϕ)−ω−(∂yP )(i0(ϕ)) (which
is the first component in (5.3.6)) with respect to ϕ. We get Dω∂ϕθ0(ϕ) = ∂ϕ(∂yP )(i0(ϕ))+∂ϕZ1(ϕ).
Then, by (5.3.14),

‖Dω[∂ϕθ0]T ‖s ≤s ε4 + ε2b‖I0‖s+2 + ‖Z‖s+1 . (5.4.24)

Since Dω[∂ϕθ0(ϕ)]−T = −[∂ϕθ0(ϕ)]−T
(
Dω[∂ϕθ0(ϕ)]T

)
[∂ϕθ0(ϕ)]−T , the bounds (5.4.24), (5.4.10),

(5.4.4) imply

‖(Dω[∂ϕθ0]−T )ρ‖s ≤s ε6−2bγ−1
(
‖Z‖s+σ‖I0‖s0+σ + ‖Z‖s0+σ‖I0‖s+σ

)
. (5.4.25)

In conclusion (5.4.20), (5.4.21), (5.4.22), (5.4.23), (5.4.25) imply (5.4.18). The bound (5.4.19)
follows by (5.4.16), (5.4.3), (5.4.2), (5.4.4).

Note that there is no γ−1 in the right hand side of (5.4.18). It turns out that an approximate
inverse of di,ζF(iδ) is an approximate inverse of di,ζF(i0) as well. In order to find an approximate
inverse of the linearized operator di,ζF(iδ) we introduce a suitable set of symplectic coordinates
nearby the isotropic torus iδ. We consider the map Gδ : (ψ, η, w) → (θ, y, z) of the phase space
Tν × Rν ×H⊥S defined byθy

z

 := Gδ

ψη
w

 :=

 θ0(ψ)
yδ(ψ) + [∂ψθ0(ψ)]−T η +

[
(∂θz̃0)(θ0(ψ))

]T
∂−1
x w

z0(ψ) + w

 (5.4.26)

where z̃0(θ) := z0(θ−1
0 (θ)). Now we prove that Gδ is symplectic, using the isotropy of the embedded

torus iδ (Lemma 5.4.4). This proof is given in [22]-Lemma 2.

Lemma 5.4.5. The transformation Gδ defined in (5.4.26) is symplectic.

Proof. We may regard Gδ as the composition Gδ = G2 ◦G1 of the diffeomorphisms

G1 :

ψη
w

→
 θ0(ψ)

[∂ψθ0(ψ)]−T η
w

 (5.4.27)

and

G2 :

θy
z

→
 θ

ỹδ(θ) + y + [∂θz̃0(θ)]T∂−1
x z

z̃0(θ) + z

 , (5.4.28)

where ỹδ := yδ ◦ θ−1
0 , z̃0 := z0 ◦ θ−1

0 . We claim that G1 and G2 are symplectic and the lemma
follows. To prove this we show that G∗iΛ = Λ, i = 1, 2, where Λ is the contact 1-form defined in
(5.2.4). Since dΛ =W and the differential commutes with the pull back, we get

G∗iW = G∗i dΛ = d(G∗iΛ) = dΛ =W ,

which implies that G1 and G2 are symplectic.
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G1 is symplectic. By the definition of the contact 1-form Λ in (5.2.4), one has

(G∗1Λ)(ψ,η,w)[θ̂, η̂, ŵ] = −[∂ψθ0(ψ)]−T η · ∂ψθ0(ψ)[ψ̂] +
1
2
(
∂−1
x w, ŵ

)
L2(T)

= −η · ψ̂ +
1
2
(
∂−1
x w, ŵ

)
L2(T)

,

hence G∗1Λ = Λ and G1 is symplectic.

G2 is symplectic. We calculate

(G∗2Λ)(θ,y,z)[θ̂, ŷ, ẑ] = −
(
ỹδ(θ) + y + [∂θz̃0(θ)]T∂−1

x z
)
· θ̂

+
1
2
(
∂−1
x

{
z̃0(θ) + z

}
, ẑ + ∂θz̃0(θ)[θ̂]

)
L2(T)

,

therefore

(G∗2Λ− Λ)(θ,y,z)[θ̂, ŷ, ẑ] = −
(
ỹδ(θ) + [∂θz̃0(θ)]T∂−1

x z
)
· θ̂ +

1
2
(
∂−1
x z̃0(θ), ẑ

)
L2(T)

+
1
2
(
∂−1
x z̃0(θ), ∂θz̃0(θ)[θ̂]

)
L2(T)

+
1
2
(
∂−1
x z, ∂θz̃0(θ)[θ̂]

)
L2(T)

. (5.4.29)

Since

−
(
[∂θz̃0(θ)]T∂−1

x z
)
·θ̂+1

2
(
∂−1
x z, ∂θz̃0(θ)[θ̂]

)
L2(T)

= −1
2
(
∂−1
x z, ∂θz̃0(θ)[θ̂]

)
L2(T)

=
1
2
(
∂−1
x ∂θz̃0(θ)[θ̂], z

)
L2(T)

,

(using (∂−1
x )T = −∂−1

x ) by (5.4.29) we get

(G∗2Λ− Λ)(θ,y,z)[θ̂, ŷ, ẑ] = −ỹδ(θ) · θ̂ +
1
2
(
∂−1
x z̃0(θ), ẑ

)
L2(T)

+
1
2
(
∂−1
x z̃0(θ), ∂θz̃0(θ)[θ̂]

)
L2(T)

+
1
2
(
∂−1
x ∂θz̃0(θ)[θ̂], z

)
L2(T)

. (5.4.30)

Note that the 1-form

(θ̂, ŷ, ẑ)→
(
∂−1
x z̃0(θ), ẑ

)
L2(T)

+
(
∂−1
x ∂θz̃0(θ)[θ̂], z

)
L2(T)

= d
((
∂−1
x z̃0(θ), z

)
L2(T)

)
[θ̂, ŷ, ẑ] (5.4.31)

is exact. Moreover

− ỹδ(θ) · θ̂ +
1
2
(
∂−1
x z̃0(θ), ∂θz̃0(θ)[θ̂]

)
L2(T)

= (j∗Λ)θ[θ̂] , (5.4.32)

where
j := iδ ◦ θ−1

0 : θ → (θ, ỹδ(θ), z̃0(θ)) .

Then (5.4.30)-(5.4.32) imply

(G∗2Λ− Λ)(θ,y,z) = Π∗Tν (j∗Λ)(θ,y,z) +
1
2
d
((
∂−1
x z̃0(θ), z

)
L2(T)

)
,

where
ΠTν : Tν × Rν ×H⊥S → Tν

is the canonical projection. Since the torus j(Tν) = iδ(Tν) is isotropic (see Lemma 5.4.4), the
1-form j∗Λ on Tν is closed and the lemma follows.
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In the new coordinates, iδ is the trivial embedded torus (ψ, η, w) = (ψ, 0, 0). The transformed
Hamiltonian K := K(ψ, η, w, ζ0) is (recall (5.3.5))

K := Hε,ζ0 ◦Gδ = θ0(ψ) · ζ0 +K00(ψ) +K10(ψ) · η + (K01(ψ), w)L2(T) +
1
2
K20(ψ)η · η

+
(
K11(ψ)η, w

)
L2(T)

+
1
2
(
K02(ψ)w,w

)
L2(T)

+K≥3(ψ, η, w) (5.4.33)

where K≥3 collects the terms at least cubic in the variables (η, w). At any fixed ψ, the Taylor
coefficient K00(ψ) ∈ R, K10(ψ) ∈ Rν , K01(ψ) ∈ H⊥S (it is a function of x ∈ T), K20(ψ) is a ν × ν
real matrix, K02(ψ) is a linear self-adjoint operator of H⊥S and K11(ψ) : Rν → H⊥S . Note that the
above Taylor coefficients do not depend on the parameter ζ0.

The Hamilton equations associated to (5.4.33) are
ψ̇ = K10(ψ) +K20(ψ)η +KT

11(ψ)w + ∂ηK≥3(ψ, η, w)

η̇ = −[∂ψθ0(ψ)]T ζ0 − ∂ψK00(ψ)− [∂ψK10(ψ)]T η − [∂ψK01(ψ)]Tw

−∂ψ
(

1
2K20(ψ)η · η + (K11(ψ)η, w)L2(T) + 1

2(K02(ψ)w,w)L2(T) +K≥3(ψ, η, w)
)

ẇ = ∂x
(
K01(ψ) +K11(ψ)η +K02(ψ)w +∇wK≥3(ψ, η, w)

) (5.4.34)

where [∂ψK10(ψ)]T is the ν×ν transposed matrix and [∂ψK01(ψ)]T , KT
11(ψ) : H⊥S → Rν are defined

by the duality relation (∂ψK01(ψ)[ψ̂], w)L2 = ψ̂ · [∂ψK01(ψ)]Tw, ∀ψ̂ ∈ Rν , w ∈ H⊥S , and similarly
for K11. Explicitly, for all w ∈ H⊥S , and denoting ek the k-th versor of Rν ,

KT
11(ψ)w =

∑ν

k=1

(
KT

11(ψ)w · ek
)
ek =

∑ν

k=1

(
w,K11(ψ)ek

)
L2(T)

ek ∈ Rν . (5.4.35)

In the next lemma we estimate the coefficients K00, K10, K01 in the Taylor expansion (5.4.33).
Note that on an exact solution we have Z = 0 and therefore K00(ψ) = const, K10 = ω and K01 = 0.

Lemma 5.4.6. Assume (5.4.4). Then there is σ := σ(τ, ν) such that

‖∂ψK00‖Lip(γ)
s + ‖K10 − ω‖Lip(γ)

s + ‖K01‖Lip(γ)
s ≤s ‖Z‖Lip(γ)

s+σ + ‖Z‖Lip(γ)
s0+σ ‖I0‖Lip(γ)

s+σ .

Proof. Let F(iδ, ζ0) := Zδ := (Z1,δ, Z2,δ, Z3,δ). By a direct calculation as in [22] (using (5.4.33),
(5.3.6))

∂ψK00(ψ) = −[∂ψθ0(ψ)]T
(
ζ0 − Z2,δ − [∂ψyδ][∂ψθ0]−1Z1,δ + [(∂θz̃0)(θ0(ψ))]T∂−1

x Z3,δ

+ [(∂θz̃0)(θ0(ψ))]T∂−1
x ∂ψz0(ψ)[∂ψθ0(ψ)]−1Z1,δ

)
,

K10(ψ) = ω − [∂ψθ0(ψ)]−1Z1,δ(ψ) ,

K01(ψ) = −∂−1
x Z3,δ + ∂−1

x ∂ψz0(ψ)[∂ψθ0(ψ)]−1Z1,δ(ψ) .

Then (5.4.4), (5.4.17), (5.4.18) and Lemma 5.4.1 (using Lemma A.0.10) imply the lemma.

Remark 5.4.1. If F(i0, ζ0) = 0 then ζ0 = 0 by Lemma 5.4.1, and Lemma 5.4.6 implies that (5.4.33)
simplifies to K = const+ ω · η + 1

2K20(ψ)η · η +
(
K11(ψ)η, w

)
L2(T)

+ 1
2

(
K02(ψ)w,w

)
L2(T)

+K≥3.

We now estimate K20,K11 in (5.4.33). The norm of K20 is the sum of the norms of its matrix
entries.
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Lemma 5.4.7. Assume (5.4.4). Then

‖K20 + 3ε2bI‖Lip(γ)
s ≤s ε2b+2 + ε2b‖I0‖Lip(γ)

s+σ + ε3γ−1‖I0‖Lip(γ)
s0+σ ‖Z‖

Lip(γ)
s+σ (5.4.36)

‖K11η‖Lip(γ)
s ≤s ε5γ−1‖η‖Lip(γ)

s (5.4.37)

+ ε2b−1(‖I0‖Lip(γ)
s+σ + γ−1‖I0‖Lip(γ)

s0+σ ‖Z‖
Lip(γ)
s+σ )‖η‖Lip(γ)

s0

‖KT
11w‖Lip(γ)

s ≤s ε5γ−1‖w‖Lip(γ)
s+2 (5.4.38)

+ ε2b−1(‖I0‖Lip(γ)
s+σ + γ−1‖I0‖Lip(γ)

s0+σ ‖Z‖
Lip(γ)
s+σ )‖w‖Lip(γ)

s0+2 .

In particular ‖K20 + 3ε2bI‖Lip(γ)
s0 ≤ Cε6γ−1, and

‖K11η‖Lip(γ)
s0 ≤ Cε5γ−1‖η‖Lip(γ)

s0 , ‖KT
11w‖Lip(γ)

s0 ≤ Cε5γ−1‖w‖Lip(γ)
s0 .

Proof. To shorten the notation, in this proof we write ‖ ‖s for ‖ ‖Lip(γ)
s . We have

K20(ϕ) = [∂ϕθ0(ϕ)]−1∂yyHε(iδ(ϕ))[∂ϕθ0(ϕ)]−T = [∂ϕθ0(ϕ)]−1∂yyP (iδ(ϕ))[∂ϕθ0(ϕ)]−T .

Then (5.3.17), (5.4.4), (5.4.17) imply (5.4.36). Now (see also [22])

K11(ϕ) = ∂y∇zHε(iδ(ϕ))[∂ϕθ0(ϕ)]−T − ∂−1
x (∂θz̃0)(θ0(ϕ))(∂yyHε)(iδ(ϕ))[∂ϕθ0(ϕ)]−T

(5.2.11)
= ∂y∇zP (iδ(ϕ))[∂ϕθ0(ϕ)]−T − ∂−1

x (∂θz̃0)(θ0(ϕ))(∂yyP )(iδ(ϕ))[∂ϕθ0(ϕ)]−T ,

therefore, using (5.3.16), (5.3.17), (5.4.4), we deduce (5.4.37). The bound (5.4.38) for KT
11 follows

by (5.4.35).

Under the linear change of variables

DGδ(ϕ, 0, 0)

ψ̂η̂
ŵ

 :=

∂ψθ0(ϕ) 0 0
∂ψyδ(ϕ) [∂ψθ0(ϕ)]−T −[(∂θz̃0)(θ0(ϕ))]T∂−1

x

∂ψz0(ϕ) 0 I


ψ̂η̂
ŵ

 (5.4.39)

the linearized operator di,ζF(iδ) transforms (approximately, see (5.4.59)) into the operator obtained
linearizing (5.4.34) at (ψ, η, w, ζ) = (ϕ, 0, 0, ζ0) (with ∂t  Dω), namely Dωψ̂ − ∂ψK10(ϕ)[ψ̂ ]−K20(ϕ)η̂ −KT

11(ϕ)ŵ
Dωη̂ + [∂ψθ0(ϕ)]T ζ̂ + ∂ψ[∂ψθ0(ϕ)]T [ψ̂, ζ0] + ∂ψψK00(ϕ)[ψ̂] + [∂ψK10(ϕ)]T η̂ + [∂ψK01(ϕ)]T ŵ

Dωŵ − ∂x{∂ψK01(ϕ)[ψ̂] +K11(ϕ)η̂ +K02(ϕ)ŵ}

.
(5.4.40)

We now estimate the induced composition operator.

Lemma 5.4.8. Assume (5.4.4) and let ı̂ := (ψ̂, η̂, ŵ). Then

‖DGδ(ϕ, 0, 0)[̂ı]‖s + ‖DGδ(ϕ, 0, 0)−1 [̂ı]‖s ≤s ‖̂ı‖s + (‖I0‖s+σ + γ−1‖I0‖s0+σ‖Z‖s+σ)‖̂ı‖s0 ,
(5.4.41)

‖D2Gδ(ϕ, 0, 0)[̂ı1, ı̂2]‖s ≤s ‖̂ı1‖s‖̂ı2‖s0 + ‖̂ı1‖s0 ‖̂ı2‖s + (‖I0‖s+σ + γ−1‖I0‖s0+σ‖Z‖s+σ)‖̂ı1‖s0 ‖̂ı2‖s0

for some σ := σ(ν, τ). Moreover the same estimates hold if we replace the norm ‖ ‖s with ‖ ‖Lip(γ)
s .
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Proof. The estimate (5.4.41) forDGδ(ϕ, 0, 0) follows by (5.4.39) and (5.4.17). By (5.4.4), ‖(DGδ(ϕ, 0, 0)−
I )̂ı‖s0 ≤ Cε6−2bγ−1‖̂ı‖s0 ≤ ‖̂ı‖s0/2. Therefore DGδ(ϕ, 0, 0) is invertible and, by Neumann series,
the inverse satisfies (5.4.41). The bound for D2Gδ follows by differentiating DGδ.

In order to construct an approximate inverse of (5.4.40) it is sufficient to solve the equation

D[ψ̂, η̂, ŵ, ζ̂] :=

 Dωψ̂ −K20(ϕ)η̂ −KT
11(ϕ)ŵ

Dωη̂ + [∂ψθ0(ϕ)]T ζ̂
Dωŵ − ∂xK11(ϕ)η̂ − ∂xK02(ϕ)ŵ

 =

g1

g2

g3

 (5.4.42)

which is obtained by neglecting in (5.4.40) the terms ∂ψK10, ∂ψψK00, ∂ψK00, ∂ψK01 and ∂ψ[∂ψθ0(ϕ)]T [·, ζ0]
(which are naught at a solution by Lemmata 5.4.6 and 5.4.1).

First we solve the second equation in (5.4.42), namely Dωη̂ = g2 − [∂ψθ0(ϕ)]T ζ̂. We choose ζ̂
so that the ϕ-average of the right hand side is zero, namely

ζ̂ = 〈g2〉 (5.4.43)

(we denote 〈g〉 :=
∫

Tν g(ϕ)dϕ). Note that the ϕ-averaged matrix 〈[∂ψθ0]T 〉 = 〈I + [∂ψΘ0]T 〉 = I

because θ0(ϕ) = ϕ+ Θ0(ϕ) and Θ0(ϕ) is a periodic function. Therefore

η̂ := D−1
ω

(
g2 − [∂ψθ0(ϕ)]T 〈g2〉

)
+ 〈η̂〉 , 〈η̂〉 ∈ Rν , (5.4.44)

where the average 〈η̂〉 will be fixed below. Then we consider the third equation

Lωŵ = g3 + ∂xK11(ϕ)η̂ , Lω := ω · ∂ϕ − ∂xK02(ϕ) . (5.4.45)

• Inversion assumption. There exists a set Ω∞ ⊂ Ωo such that for all ω ∈ Ω∞, for every
function g ∈ Hs+µ

S⊥
(Tν+1) there exists a solution h := L−1

ω g ∈ Hs
S⊥

(Tν+1) of the linear
equation Lωh = g which satisfies

‖L−1
ω g‖Lip(γ)

s ≤ C(s)γ−1
(
‖g‖Lip(γ)

s+µ + εγ−1
{
‖I0‖Lip(γ)

s+µ + γ−1‖I0‖Lip(γ)
s0+µ ‖Z‖

Lip(γ)
s+µ

}
‖g‖Lip(γ)

s0

)
(5.4.46)

for some µ := µ(τ, ν) > 0.

Remark 5.4.2. The term εγ−1{‖I0‖Lip(γ)
s+µ + γ−1‖I0‖Lip(γ)

s0+µ ‖Z‖
Lip(γ)
s+µ } arises because the remainder

R6 in Section 5.6.6 contains the term ε(‖Θ0‖Lip(γ)
s+µ + ‖yδ‖

Lip(γ)
s+µ ) ≤ ε‖Iδ‖

Lip(γ)
s+µ , see Lemma 5.6.14.

By the above assumption there exists a solution

ŵ := L−1
ω [g3 + ∂xK11(ϕ)η̂ ] (5.4.47)

of (5.4.45). Finally, we solve the first equation in (5.4.42), which, substituting (5.4.44), (5.4.47),
becomes

Dωψ̂ = g1 +M1(ϕ)〈η̂〉+M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ψθ0]T 〈g2〉 , (5.4.48)

where

M1(ϕ) := K20(ϕ) +KT
11(ϕ)L−1

ω ∂xK11(ϕ) , M2(ϕ) := M1(ϕ)D−1
ω , M3(ϕ) := KT

11(ϕ)L−1
ω .

(5.4.49)
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In order to solve the equation (5.4.48) we have to choose 〈η̂〉 such that the right hand side in (5.4.48)
has zero average. By Lemma 5.4.7 and (5.4.4), the ϕ-averaged matrix 〈M1〉 = −3ε2bI+O(ε10γ−3).
Therefore, for ε small, 〈M1〉 is invertible and 〈M1〉−1 = O(ε−2b) = O(γ−1) (recall (5.3.10)). Thus
we define

〈η̂〉 := −〈M1〉−1[〈g1〉+ 〈M2g2〉+ 〈M3g3〉 − 〈M2[∂ψθ0]T 〉〈g2〉]. (5.4.50)

With this choice of 〈η̂〉 the equation (5.4.48) has the solution

ψ̂ := D−1
ω [g1 +M1(ϕ)〈η̂〉+M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ψθ0]T 〈g2〉]. (5.4.51)

In conclusion, we have constructed a solution (ψ̂, η̂, ŵ, ζ̂) of the linear system (5.4.42).

Proposition 5.4.1. Assume (5.4.4) and (5.4.46). Then, ∀ω ∈ Ω∞, ∀g := (g1, g2, g3), the system
(5.4.42) has a solution D−1g := (ψ̂, η̂, ŵ, ζ̂) where (ψ̂, η̂, ŵ, ζ̂) are defined in (5.4.51), (5.4.44),
(5.4.50), (5.4.47), (5.4.43) satisfying

‖D−1g‖Lip(γ)
s ≤s γ−1‖g‖Lip(γ)

s+µ (5.4.52)

+ εγ−2
{
‖I0‖Lip(γ)

s+µ + γ−1‖I0‖Lip(γ)
s0+µ ‖F(i0, ζ0)‖Lip(γ)

s+µ

}
‖g‖Lip(γ)

s0+µ .

Proof. Recalling (5.4.49), by Lemma 5.4.7, (5.4.46), (5.4.4) we get ‖M2h‖s0 +‖M3h‖s0 ≤ C‖h‖s0+σ.
Then, by (5.4.50) and 〈M1〉−1 = O(ε−2b) = O(γ−1), we deduce |〈η̂〉|Lip(γ) ≤ Cγ−1‖g‖Lip(γ)

s0+σ and

(5.4.44), (5.3.21) imply ‖η̂‖Lip(γ)
s ≤s γ−1

(
‖g‖Lip(γ)

s+σ + ‖I0‖s+σ‖g‖Lip(γ)
s0

)
. The bound (5.4.52) is

sharp for ŵ because L−1
ω g3 in (5.4.47) is estimated using (5.4.46). Finally ψ̂ satisfies (5.4.52) using

(5.4.51), (5.4.49), (5.4.46), (5.3.21) and Lemma 5.4.7.

Finally we prove that the operator

T0 := (DG̃δ)(ϕ, 0, 0) ◦ D−1 ◦ (DGδ)(ϕ, 0, 0)−1 (5.4.53)

is an approximate right inverse for di,ζF(i0) where G̃δ(ψ, η, w, ζ) :=
(
Gδ(ψ, η, w), ζ

)
is the identity

on the ζ-component. We denote the norm ‖(ψ, η, w, ζ)‖Lip(γ)
s := max{‖(ψ, η, w)‖Lip(γ)

s , |ζ|Lip(γ)}.

Theorem 5.4.1. (Approximate inverse) Assume (5.4.4) and the inversion assumption (5.4.46).
Then there exists µ := µ(τ, ν) > 0 such that, for all ω ∈ Ω∞, for all g := (g1, g2, g3), the operator
T0 defined in (5.4.53) satisfies

‖T0g‖Lip(γ)
s ≤s γ−1‖g‖Lip(γ)

s+µ (5.4.54)

+ εγ−2
{
‖I0‖Lip(γ)

s+µ + γ−1‖I0‖Lip(γ)
s0+µ ‖F(i0, ζ0)‖Lip(γ)

s+µ

}
‖g‖Lip(γ)

s0+µ .

It is an approximate inverse of di,ζF(i0), namely

‖(di,ζF(i0) ◦T0 − I)g‖Lip(γ)
s (5.4.55)

≤s γ−1
(
‖F(i0, ζ0)‖Lip(γ)

s0+µ ‖g‖
Lip(γ)
s+µ +

{
‖F(i0, ζ0)‖Lip(γ)

s+µ + εγ−1‖F(i0, ζ0)‖Lip(γ)
s0+µ ‖I0‖Lip(γ)

s+µ

}
‖g‖Lip(γ)

s0+µ

)
.
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Proof. We denote ‖ ‖s instead of ‖ ‖Lip(γ)
s . The bound (5.4.54) follows from (5.4.53), (5.4.52),

(5.4.41). By (5.3.6), since XN does not depend on y, and iδ differs from i0 only for the y component,
we have

di,ζF(i0)[ ı̂, ζ̂ ]− di,ζF(iδ)[ ı̂, ζ̂ ] = diXP (iδ)[ ı̂ ]− diXP (i0)[ ı̂ ] (5.4.56)

=
∫ 1

0
∂ydiXP (θ0, y0 + s(yδ − y0), z0)[yδ − y0, ı̂ ]ds =: E0[ ı̂, ζ̂ ] .

By (5.3.18), (5.4.17), (5.4.4), we estimate

‖E0[ ı̂, ζ̂ ]‖s ≤s ‖Z‖s0+σ‖̂ı‖s+σ + ‖Z‖s+σ‖̂ı‖s0+σ + ε2b−1γ−1‖Z‖s0+σ‖̂ı‖s0+σ‖I0‖s+σ (5.4.57)

where Z := F(i0, ζ0) (recall (5.4.5)). Note that E0 [̂ı, ζ̂] is, in fact, independent of ζ̂. Denote the
set of variables (ψ, η, w) =: u. Under the transformation Gδ, the nonlinear operator F in (5.3.6)
transforms into

F(Gδ(u(ϕ)), ζ) = DGδ(u(ϕ))
(
Dωu(ϕ)−XK(u(ϕ), ζ)

)
, K = Hε,ζ ◦Gδ , (5.4.58)

see (5.4.34). Differentiating (5.4.58) at the trivial torus uδ(ϕ) = G−1
δ (iδ)(ϕ) = (ϕ, 0, 0), at ζ = ζ0,

in the directions (û, ζ̂) = (DGδ(uδ)−1[ ı̂ ], ζ̂) = DG̃δ(uδ)−1[ ı̂, ζ̂ ], we get

di,ζF(iδ)[ ı̂, ζ̂ ] =DGδ(uδ)
(
Dωû− du,ζXK(uδ, ζ0)[û, ζ̂ ]

)
+ E1[ ı̂, ζ̂ ] , (5.4.59)

E1[ ı̂, ζ̂ ] :=D2Gδ(uδ)
[
DGδ(uδ)−1F(iδ, ζ0), DGδ(uδ)−1[ ı̂ ]

]
, (5.4.60)

where du,ζXK(uδ, ζ0) is expanded in (5.4.40). In fact, E1 is independent of ζ̂. We split

Dωû− du,ζXK(uδ, ζ0)[û, ζ̂] = D[û, ζ̂ ] +RZ [û, ζ̂ ],

where D[û, ζ̂] is defined in (5.4.42) and

RZ [ψ̂, η̂, ŵ, ζ̂] :=

 −∂ψK10(ϕ)[ψ̂]
∂ψ[∂ψθ0(ϕ)]T [ψ̂, ζ0] + ∂ψψK00(ϕ)[ψ̂] + [∂ψK10(ϕ)]T η̂ + [∂ψK01(ϕ)]T ŵ

−∂x{∂ψK01(ϕ)[ψ̂]}


(5.4.61)

(RZ is independent of ζ̂). By (5.4.56) and (5.4.59),

di,ζF(i0) = DGδ(uδ) ◦D ◦DG̃δ(uδ)−1 + E0 + E1 + E2 , E2 := DGδ(uδ) ◦RZ ◦DG̃δ(uδ)−1 . (5.4.62)

By Lemmata 5.4.6, 5.4.8, 5.4.1, and (5.4.18), (5.4.4), the terms E1, E2 (see (5.4.60), (5.4.62), (5.4.61))
satisfy the same bound (5.4.57) as E0 (in fact even better). Thus the sum E := E0 +E1 +E2 satisfies
(5.4.57). Applying T0 defined in (5.4.53) to the right in (5.4.62), since D◦D−1 = I (see Proposition
5.4.1), we get di,ζF(i0) ◦ T0 − I = E ◦ T0. Then (5.4.55) follows from (5.4.54) and the bound
(5.4.57) for E .
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5.5 The linearized operator in the normal directions

The goal of this Section is to write an explicit expression of the linearized operator Lω defined
in (5.4.45), see Proposition 5.5.1. To this aim, we compute 1

2(K02(ψ)w,w)L2(T), w ∈ H⊥S , which
collects all the components of (Hε ◦Gδ)(ψ, 0, w) that are quadratic in w, see (5.4.33).

We first prove some preliminary lemmata.

Lemma 5.5.1. Let H be a Hamiltonian of class C2(H1
0 (T),R) and consider a map Φ(u) := u+Ψ(u)

satisfying Ψ(u) = ΠEΨ(ΠEu), for all u, where E is a finite dimensional subspace as in (5.1.3).
Then

∂u
[
∇(H ◦ Φ)

]
(u)[h] = (∂u∇H)(Φ(u))[h] +R(u)[h] , (5.5.1)

where R(u) has the “finite dimensional” form

R(u)[h] =
∑
|j|≤C

(
h, gj(u)

)
L2(T)

χj(u) (5.5.2)

with χj(u) = eijx or gj(u) = eijx. The remainder R(u) = R0(u) +R1(u) +R2(u) with

R0(u) := (∂u∇H)(Φ(u))∂uΨ(u), R1(u) := [∂u{Ψ′(u)T }][·,∇H(Φ(u))],

R2(u) := [∂uΨ(u)]T (∂u∇H)(Φ(u))∂uΦ(u). (5.5.3)

Proof. By a direct calculation,

∇(H ◦ Φ)(u) = [Φ′(u)]T∇H(Φ(u)) = ∇H(Φ(u)) + [Ψ′(u)]T∇H(Φ(u)) (5.5.4)

where Φ′(u) := (∂uΦ)(u) and [ ]T denotes the transpose with respect to the L2 scalar product.
Differentiating (5.5.4), we get (5.5.1) and (5.5.3).

Let us show that each Rm has the form (5.5.2). We have

Ψ′(u) = ΠEΨ′(ΠEu)ΠE , [Ψ′(u)]T = ΠE [Ψ′(ΠEu)]TΠE . (5.5.5)

Hence, setting A := (∂u∇H)(Φ(u))ΠEΨ′(ΠEu), we get

R0(u)[h] = A[ΠEh] =
∑
|j|≤C

hjA(eijx) =
∑
|j|≤C

(h, gj)L2(T)χj

with gj := eijx, χj := A(eijx). Similarly, using (5.5.5), and settingA := [Ψ′(ΠEu)]TΠE(∂u∇H)(Φ(u))Φ′(u),
we get

R2(u)[h] = ΠE [Ah] =
∑
|j|≤C

(Ah, eijx)L2(T)e
ijx =

∑
|j|≤C

(h,AT eijx)L2(T)e
ijx ,

which has the form (5.5.2) with gj := AT (eijx) and χj := eijx. Differentiating the second equality
in (5.5.5), we see that

R1(u)[h] = ΠE [Ah] , Ah := ∂u{Ψ′(ΠEu)T }[ΠEh,ΠE(∇H)(Φ(u))] ,

which has the same form of R2 and so (5.5.2).
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Lemma 5.5.2. Let H(u) :=
∫

T f(u)X(u)dx where X(u) = ΠEX(ΠEu) and f(u)(x) := f(u(x)) is
the composition operator for a function of class C2. Then

(∂u∇H)(u)[h] = f ′′(u)X(u)h+R(u)[h] (5.5.6)

where R(u) has the form (5.5.2) with χj(u) = eijx or gj(u) = eijx.

Proof. A direct calculation proves that∇H(u) = f ′(u)X(u)+X ′(u)T [f(u)], and (5.5.6) follows with
R(u)[h] = f ′(u)X ′(u)[h]+ ∂u{X ′(u)T }[h, f(u)]+ X ′(u)T [f ′(u)h], which has the form (5.5.2).

We conclude this Section with a technical lemma used from the end of Section 5.6.3 about the
decay norms of “finite dimensional operators”. Note that operators of the form (5.5.7) (that will
appear in Section 5.6.1) reduce to those in (5.5.2) when the functions gj(τ), χj(τ) are independent
of τ

Lemma 5.5.3. Let R be an operator of the form

Rh =
∑
|j|≤C

∫ 1

0

(
h , gj(τ)

)
L2(T)

χj(τ) dτ , (5.5.7)

where the functions gj(τ), χj(τ) ∈ Hs, τ ∈ [0, 1] depend in a Lipschitz way on the parameter ω.
Then its matrix s-decay norm (see (3.1.1)-(3.1.2)) satisfies

|R|Lip(γ)
s ≤s

∑
|j|≤C

supτ∈[0,1]

{
‖χj(τ)‖Lip(γ)

s ‖gj(τ)‖Lip(γ)
s0 + ‖χj(τ)‖Lip(γ)

s0 ‖gj(τ)‖Lip(γ)
s

}
.

Proof. For each τ ∈ [0, 1], the operator h 7→ (h, gj(τ))χj(τ) is the composition χj(τ) ◦Π0 ◦ gj(τ) of
the multiplication operators for gj(τ), χj(τ) and h 7→ Π0h :=

∫
T hdx. Hence the lemma follows by

the interpolation estimate (3.1.9) and (3.1.5).

5.5.1 Composition with the map Gδ

In the sequel we shall use that Iδ := Iδ(ϕ;ω) := iδ(ϕ;ω) − (ϕ, 0, 0) satisfies, by Lemma 5.4.4 and
(5.4.4),

‖Iδ‖
Lip(γ)
s0+µ ≤ Cε6−2bγ−1 . (5.5.8)

We now study the Hamiltonian K := Hε ◦Gδ = ε−2bH ◦Aε ◦Gδ defined in (5.4.33), (5.2.6).
Recalling (5.2.7) and (5.4.26) the map Aε ◦Gδ has the form

Aε ◦Gδ(ψ, η, w) = ε
∑
j∈S

√
ξj + ε2(b−1)|j|[yδ(ψ) + L1(ψ)η + L2(ψ)w]j ei[θ0(ψ)]jeijx + εb(z0(ψ) + w)

(5.5.9)
where

L1(ψ) := [∂ψθ0(ψ)]−T , L2(ψ) :=
[
(∂θz̃0)(θ0(ψ))

]T
∂−1
x . (5.5.10)

By Taylor’s formula, we develop (5.5.9) in w at η = 0, w = 0, and we get Aε ◦ Gδ(ψ, 0, w) =
Tδ(ψ) + T1(ψ)w + T2(ψ)[w,w]+ T≥3(ψ,w), where

Tδ(ψ) := (Aε ◦Gδ)(ψ, 0, 0) = εvδ(ψ) + εbz0(ψ) , vδ(ψ) :=
∑
j∈S

√
ξj + ε2(b−1)|j|[yδ(ψ)]j ei[θ0(ψ)]jeijx

(5.5.11)
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is the approximate isotropic torus in phase space (it corresponds to iδ in Lemma 5.4.4),

T1(ψ)w = ε
∑
j∈S

ε2(b−1)|j|[L2(ψ)w]j ei[θ0(ψ)]j

2
√
ξj + ε2(b−1)|j|[yδ(ψ)]j

eijx + εbw =: ε2b−1U1(ψ)w + εbw (5.5.12)

T2(ψ)[w,w] = −ε
∑
j∈S

ε4(b−1)j2[L2(ψ)w]2j e
i[θ0(ψ)]j

8{ξj + ε2(b−1)|j|[yδ(ψ)]j}3/2
eijx =: ε4b−3U2(ψ)[w,w] (5.5.13)

and T≥3(ψ,w) collects all the terms of order at least cubic in w. In the notation of (5.2.7), the
function vδ(ψ) in (5.5.11) is vδ(ψ) = vε(θ0(ψ), yδ(ψ)). The terms U1, U2 = O(1) in ε. Moreover,
using that L2(ψ) in (5.5.10) vanishes as z0 = 0, they satisfy

‖U1w‖s ≤ ‖Iδ‖s‖w‖s0 + ‖Iδ‖s0‖w‖s , ‖U2[w,w]‖s ≤ ‖Iδ‖s‖Iδ‖s0‖w‖2s0 + ‖Iδ‖2s0‖w‖s0‖w‖s
(5.5.14)

and also in the ‖ ‖Lip(γ)
s -norm.

By Taylor’s formula H(u+ h) = H(u) + ((∇H)(u), h)L2(T) + 1
2((∂u∇H)(u)[h], h)L2(T) + O(h3).

Specifying at u = Tδ(ψ) and h = T1(ψ)w + T2(ψ)[w,w] + T≥3(ψ,w), we obtain that the sum of all
the components of K = ε−2b(H ◦Aε ◦Gδ)(ψ, 0, w) that are quadratic in w is

1
2

(K02w,w)L2(T) = ε−2b((∇H)(Tδ), T2[w,w])L2(T) + ε−2b 1
2

((∂u∇H)(Tδ)[T1w], T1w)L2(T) .

Inserting the expressions (5.5.12), (5.5.13) we get

K02(ψ)w = (∂u∇H)(Tδ)[w] + 2εb−1(∂u∇H)(Tδ)[U1w] + ε2(b−1)UT1 (∂u∇H)(Tδ)[U1w]

+ 2ε2b−3U2[w, ·]T (∇H)(Tδ). (5.5.15)

Lemma 5.5.4.

(K02(ψ)w,w)L2(T) = ((∂u∇H)(Tδ)[w], w)L2(T) + (R(ψ)w,w)L2(T) (5.5.16)

where R(ψ)w has the “finite dimensional” form

R(ψ)w =
∑
|j|≤C

(
w, gj(ψ)

)
L2(T)

χj(ψ) (5.5.17)

where, for some σ := σ(ν, τ) > 0,

‖gj‖Lip(γ)
s ‖χj‖Lip(γ)

s0 + ‖gj‖Lip(γ)
s0 ‖χj‖Lip(γ)

s ≤s εb+1‖Iδ‖
Lip(γ)
s+σ

(5.5.18)

‖∂igj [̂ı]‖s‖χj‖s0 + ‖∂igj [̂ı]‖s0‖χj‖s + ‖gj‖s0‖∂iχj [̂ı]‖s + ‖gj‖s‖∂iχj [̂ı]‖s0 ≤s εb+1‖̂ı‖s+σ (5.5.19)

+ ε2b−1‖Iδ‖s+σ‖̂ı‖s0+σ ,

and, as usual, i = (θ, y, z) (see (5.3.1)), ı̂ = (θ̂, ŷ, ẑ).

Proof. Since U1 = ΠSU1 and U2 = ΠSU2, the last three terms in (5.5.15) have all the form (5.5.17)
(argue as in Lemma 5.5.1). We now prove that they are also small in size.
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The contributions in (5.5.15) from H2 are better analyzed by the expression

ε−2bH2 ◦Aε ◦Gδ(ψ, η, w) = const+
∑
j∈S+

j3
[
yδ(ψ) + L1(ψ)η + L2(ψ)w

]
j

+
1
2

∫
T
(z0(ψ) + w)2

x dx

which follows by (5.2.8), (5.4.26), (5.5.10). Hence the only contribution to (K02w,w) is
∫

Tw
2
x dx.

Now we consider the cubic term H3 in (5.1.6). A direct calculation shows that for u = v + z,
∇H3(u) = 3z2 + 6Π⊥S (vz), and ∂u∇H3(u)[U1w] = 6Π⊥S (zU1w) (since U1w ∈ HS). Therefore

∇H3(Tδ) = 3ε2bz2
0 + 6εb+1Π⊥S (vδz0) , ∂u∇H3(Tδ)[U1w] = 6εbΠ⊥S (z0 U1w) . (5.5.20)

By (5.5.20) one has ((∂u∇H3)(Tδ)[U1w], U1w)L2(T) = 0, and since also U2 = ΠSU2,

εb−1∂u∇H3(Tδ)[U1w] + ε2b−3U2[w, ·]T∇H3(Tδ) = 6ε2b−1Π⊥S (z0U1w) + 3ε4b−3U2[w, ·]T z2
0 . (5.5.21)

These terms have the form (5.5.17) and, using (5.5.14), (5.4.4), they satisfy (5.5.18).
Finally we consider all the terms which arise fromH≥4 = O(u4). The operators εb−1∂u∇H≥4(Tδ)U1,

ε2(b−1)UT1 (∂u∇H≥4)(Tδ)U1, ε2b−3UT2 ∇H≥4(Tδ) have the form (5.5.17) and, using ‖Tδ‖
Lip(γ)
s ≤

ε(1 + ‖Iδ‖
Lip(γ)
s ), (5.5.14), (5.4.4), the bound (5.5.18) holds. Notice that the biggest term is

εb−1∂u∇H≥4(Tδ)U1.
By (5.4.19) and using explicit formulae (5.5.10)-(5.5.13) we get estimate (5.5.19).

The conclusion of this Section is that, after the composition with the action-angle variables,
the rescaling (5.2.5), and the transformation Gδ, the linearized operator to analyze is H⊥S 3 w 7→
(∂u∇H)(Tδ)[w], up to finite dimensional operators which have the form (5.5.17) and size (5.5.18).

5.5.2 The linearized operator in the normal directions

In view of (5.5.16) we now compute ((∂u∇H)(Tδ)[w], w)L2(T), w ∈ H⊥S , where H = H ◦ΦB and ΦB

is the Birkhoff map of Proposition 5.1.1. It is convenient to estimate separately the terms in

H = H ◦ ΦB = (H2 +H3) ◦ ΦB +H≥5 ◦ ΦB (5.5.22)

where H2, H3, H≥5 are defined in (5.1.1).
We first considerH≥5◦ΦB. By (5.1.1) we get∇H≥5(u) = π0[(∂uf)(x, u, ux)]−∂x{(∂uxf)(x, u, ux)},

see (4.1.50). Since the Birkhoff transformation ΦB has the form (5.1.4), Lemma 5.5.1 (at u = Tδ,
see (5.5.11)) implies that

∂u∇(H≥5 ◦ ΦB)(Tδ)[h] = (∂u∇H≥5)(ΦB(Tδ))[h] +RH≥5
(Tδ)[h]

= ∂x(r1(Tδ)∂xh) + r0(Tδ)h+RH≥5
(Tδ)[h] (5.5.23)

where the multiplicative functions r0(Tδ), r1(Tδ) are

r0(Tδ) := σ0(ΦB(Tδ)), σ0(u) := (∂uuf)(x, u, ux)− ∂x{(∂uuxf)(x, u, ux)}, (5.5.24)

r1(Tδ) := σ1(ΦB(Tδ)), σ1(u) := −(∂uxuxf)(x, u, ux), (5.5.25)

115



the remainder RH≥5
(u) has the form (5.5.2) with χj = eijx or gj = eijx and, using (5.5.3), it

satisfies, for some σ := σ(ν, τ) > 0,

‖gj‖Lip(γ)
s ‖χj‖Lip(γ)

s0 + ‖gj‖Lip(γ)
s0 ‖χj‖Lip(γ)

s ≤s ε4(1 + ‖Iδ‖
Lip(γ)
s+2 )

‖∂igj [̂ı]‖s‖χj‖s0 + ‖∂igj [̂ı]‖s0‖χj‖s + ‖gj‖s0‖∂iχj [̂ı]‖s + ‖gj‖s‖∂iχj [̂ı]‖s0 ≤s ε4(‖̂ı‖s+σ + ‖Iδ‖s+2‖̂ı‖s0+2).

Now we consider the contributions from (H2 +H3) ◦ ΦB. By Lemma 5.5.1 and the expressions of
H2, H3 in (5.1.1) we deduce that

∂u∇(H2 ◦ ΦB)(Tδ)[h] = −∂xxh+RH2(Tδ)[h] , ∂u∇(H3 ◦ ΦB)(Tδ)[h] = 6ΦB(Tδ)h+RH3(Tδ)[h] ,

where ΦB(Tδ) is a function with zero space average, because ΦB : H1
0 (T) → H1

0 (T) (Proposition
5.1.1) and RH2(u), RH3(u) have the form (5.5.2). By (5.5.3), the size (RH2 +RH3)(Tδ) = O(ε).
We expand

(RH2 +RH3)(Tδ) = εR1 + ε2R2 + R̃>2 ,

where R̃>2 has size o(ε2), and we get, ∀h ∈ H⊥S ,

Π⊥S ∂u∇((H2 +H3) ◦ΦB)(Tδ)[h] = −∂xxh+ Π⊥S (6ΦB(Tδ)h) + Π⊥S (εR1 + ε2R2 + R̃>2)[h] . (5.5.26)

We also develop the function ΦB(Tδ) is powers of ε. Expand ΦB(u) = u+ Ψ2(u) + Ψ≥3(u), where
Ψ2(u) is quadratic, Ψ≥3(u) = O(u3), and both map H1

0 (T) → H1
0 (T). At u = Tδ = εvδ + εbz0 we

get

ΦB(Tδ) = Tδ + Ψ2(Tδ) + Ψ≥3(Tδ) = εvδ + ε2Ψ2(vδ) + q̃ (5.5.27)

where q̃ := εbz0 + Ψ2(Tδ)− ε2Ψ2(vδ) + Ψ≥3(Tδ) has zero space average and it satisfies

‖q̃‖Lip(γ)
s ≤s ε3 + εb‖Iδ‖Lip(γ)

s , ‖∂iq̃[̂ı]‖s ≤s εb
(
‖̂ı‖s + ‖Iδ‖s‖̂ı‖s0

)
.

In particular, its low norm ‖q̃‖Lip(γ)
s0 ≤s0 ε6−bγ−1 = o(ε2).

We need an exact expression of the terms of order ε and ε2 in (5.5.26). We compare the
Hamiltonian (5.1.5) with (5.5.22), noting that (H≥5 ◦ ΦB)(u) = O(u5) because f satisfies (1.3.4)
and ΦB(u) = O(u). Therefore

(H2 +H3) ◦ ΦB = H2 +H3 +H4 +O(u5) ,

and the homogeneous terms of (H2 + H3) ◦ ΦB of degree 2, 3, 4 in u are H2, H3, H4 respectively.
As a consequence, the terms of order ε and ε2 in (5.5.26) (both in the function ΦB(Tδ) and in the
remainders R1,R2) come only from H2 +H3 +H4. Actually they come from H2, H3 and H4,2 (see
(5.1.6), (5.1.7)) because, at u = Tδ = εvδ + εbz0, for all h ∈ H⊥S ,

Π⊥S (∂u∇H4)(Tδ)[h] = Π⊥S (∂u∇H4,2)(Tδ)[h] + o(ε2) .

A direct calculation based on the expressions (5.1.6), (5.1.7) shows that, for all h ∈ H⊥S ,

Π⊥S (∂u∇(H2 +H3 +H4))(Tδ)[h] = −∂xxh+ 6εΠ⊥S (vδh) + 6εbΠ⊥S (z0h) + ε2Π⊥S
{

6π0[(∂−1
x vδ)2]h

+ 6vδΠS [(∂−1
x vδ)(∂−1

x h)]− 6∂−1
x {(∂−1

x vδ)ΠS [vδh]}
}

+ o(ε2).
(5.5.28)
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Thus, comparing the terms of order ε, ε2 in (5.5.26) (using (5.5.27)) with those in (5.5.28) we deduce
that the operators R1,R2 and the function Ψ2(vδ) are

R1 = 0, R2[h] = 6vδΠS

[
(∂−1
x vδ)(∂−1

x h)
]
− 6∂−1

x {(∂−1
x vδ)ΠS [vδh]} , Ψ2(vδ) = π0[(∂−1

x vδ)2].
(5.5.29)

In conclusion, by (5.5.22), (5.5.26), (5.5.23), (5.5.27), (5.5.29), we get, for all h ∈ HS⊥ ,

Π⊥S ∂u∇H(Tδ)[h] = −∂xxh+ Π⊥S
[(
ε6vδ + ε26π0[(∂−1

x vδ)2] + q>2 + p≥4

)
h
]

+ Π⊥S ∂x(r1(Tδ)∂xh) + ε2Π⊥SR2[h] + Π⊥SR>2[h] (5.5.30)

where r1 is defined in (5.5.24), R2 in (5.5.29), the remainder R>2 := R̃>2 + RH≥5
(Tδ) and the

functions (using also (5.5.24), (5.5.25), (1.3.4)),

q>2 := 6q̃ + ε3
(
(∂uuf5)(vδ, (vδ)x)− ∂x{(∂uuxf5)(vδ, (vδ)x)}

)
(5.5.31)

p≥4 := r0(Tδ)− ε3
[
(∂uuf5)(vδ, (vδ)x)− ∂x{(∂uuxf5)(vδ, (vδ)x)}

]
. (5.5.32)

Lemma 5.5.5.
∫

T q>2dx = 0.

Proof. We already observed that q̃ has zero x-average as well as the derivative ∂x{(∂uuxf5)(v, vx)}.
Finally

(∂uuf5)(v, vx) =
∑

j1,j2,j3∈S
cj1j2j3vj1vj2vj3e

i(j1+j2+j3)x , v :=
∑
j∈S

vje
ijx (5.5.33)

for some coefficient cj1j2j3 , and therefore it has zero average by hypothesis (S1).

By Lemma 5.5.4 and the results of this Section (in particular (5.5.30)) we deduce:

Proposition 5.5.1. Assume (5.5.8). Then the Hamiltonian operator Lω has the form, ∀h ∈
Hs
S⊥

(Tν+1),

Lωh := ω ·∂ϕh− ∂xK02h = Π⊥S
(
ω ·∂ϕh+ ∂xx(a1∂xh) + ∂x(a0h)− ε2∂xR2h− ∂xR∗h

)
(5.5.34)

where R2 is defined in (5.5.29), R∗ := R>2 + R(ψ) (with R(ψ) defined in Lemma 5.5.4), the
functions

a1 := 1− r1(Tδ) , a0 := −(εp1 + ε2p2 + q>2 + p≥4) , p1 := 6vδ , p2 := 6π0[(∂−1
x vδ)2] , (5.5.35)

the function q>2 is defined in (5.5.31) and satisfies
∫

T q>2dx = 0, the function p≥4 is defined in
(5.5.32), r1 in (5.5.25), Tδ and vδ in (5.5.11). For pk = p1, p2,

‖pk‖Lip(γ)
s ≤s 1 + ‖Iδ‖Lip(γ)

s , ‖∂ipk [̂ı]‖s ≤s ‖̂ı‖s+1 + ‖Iδ‖s+1‖̂ı‖s0+1, (5.5.36)

‖q>2‖Lip(γ)
s ≤s ε3 + εb‖Iδ‖Lip(γ)

s , ‖∂iq>2 [̂ı]‖s ≤s εb
(
‖̂ı‖s+1 + ‖Iδ‖s+1‖̂ı‖s0+1

)
, (5.5.37)

‖a1 − 1‖Lip(γ)
s ≤s ε3

(
1 + ‖Iδ‖

Lip(γ)
s+1

)
, ‖∂ia1 [̂ı]‖s ≤s ε3

(
‖̂ı‖s+1 + ‖Iδ‖s+1‖̂ı‖s0+1

)
, (5.5.38)

‖p≥4‖Lip(γ)
s ≤s ε4 + εb+2‖Iδ‖

Lip(γ)
s+2 , ‖∂ip≥4 [̂ı]‖s ≤s εb+2

(
‖̂ı‖s+2 + ‖Iδ‖s+2‖̂ı‖s0+2

)
,

(5.5.39)
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where Iδ(ϕ) := (θ0(ϕ)−ϕ, yδ(ϕ), z0(ϕ)) corresponds to Tδ. The remainder R2 has the form (5.5.2)
with

‖gj‖Lip(γ)
s + ‖χj‖Lip(γ)

s ≤s 1 + ‖Iδ‖
Lip(γ)
s+σ , ‖∂igj [̂ı]‖s + ‖∂iχj [̂ı]‖s ≤s ‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

(5.5.40)

and also R∗ has the form (5.5.2) with

‖g∗j ‖Lip(γ)
s ‖χ∗j‖Lip(γ)

s0 + ‖g∗j ‖Lip(γ)
s0 ‖χ∗j‖Lip(γ)

s ≤s ε3 + εb+1‖Iδ‖
Lip(γ)
s+σ , (5.5.41)

‖∂ig∗j [̂ı]‖s‖χ∗j‖s0 + ‖∂ig∗j [̂ı]‖s0‖χ∗j‖s + ‖g∗j ‖s0‖∂iχ∗j [̂ı]‖s + ‖g∗j ‖s‖∂iχ∗j [̂ı]‖s0 ≤s εb+1‖̂ı‖s+σ (5.5.42)

+ ε2b−1‖Iδ‖s+σ‖̂ı‖s0+σ .

The bounds (5.5.40), (5.5.41) imply, by Lemma 5.5.3, estimates for the s-decay norms of R2

and R∗. The linearized operator Lω := Lω(ω, iδ(ω)) depends on the parameter ω both directly
and also through the dependence on the torus iδ(ω). We have estimated also the partial derivative
∂i with respect to the variables i (see (5.3.1)) in order to control, along the nonlinear Nash-Moser
iteration, the Lipschitz variation of the eigenvalues of Lω with respect to ω and the approximate
solution iδ.

5.6 Reduction of the linearized operator in the normal directions

The goal of this Section is to conjugate the Hamiltonian operator Lω in (5.5.34) to the diagonal
operator L∞ defined in (5.6.121). The proof is obtained applying different kind of symplectic
transformations. We shall always assume (5.5.8).

5.6.1 Change of the space variable

The first task is to conjugate Lω in (5.5.34) to L1 in (5.6.31), which has the coefficient of ∂xxx
independent on the space variable. We look for a ϕ-dependent family of symplectic diffeomorphisms
Φ(ϕ) of H⊥S which differ from

A⊥ := Π⊥SAΠ⊥S , (Ah)(ϕ, x) := (1 + βx(ϕ, x))h(ϕ, x+ β(ϕ, x)) , (5.6.1)

up to a small “finite dimensional” remainder, see (5.6.6). Each A(ϕ) is a symplectic map of the
phase space, see Remark 4.1.3. If ‖β‖W 1,∞ < 1/2 then A is invertible, see Lemma A.0.10, and its
inverse and adjoint maps are

(A−1h)(ϕ, y) := (1 + β̃y(ϕ, y))h(ϕ, y + β̃(ϕ, y)) , (ATh)(ϕ, y) = h(ϕ, y + β̃(ϕ, y)) (5.6.2)

where x = y + β̃(ϕ, y) is the inverse diffeomorphism (of T) of y = x+ β(ϕ, x).
The restricted maps A⊥(ϕ) : H⊥S → H⊥S are not symplectic. In order to find a symplectic

diffeomorphism near A⊥(ϕ), the first observation is that each A(ϕ) can be seen as the time 1-flow
of a time dependent Hamiltonian PDE. Indeed A(ϕ) (for simplicity we skip the dependence on ϕ)
is homotopic to the identity via the path of symplectic diffeomorphisms

u 7→ (1 + τβx)u(x+ τβ(x)), τ ∈ [0, 1] ,
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which is the trajectory solution of the time dependent, linear Hamiltonian PDE

∂τu = ∂x(b(τ, x)u) , b(τ, x) :=
β(x)

1 + τβx(x)
, (5.6.3)

with value u(x) at τ = 0 and Au = (1 + βx(x))u(x + β(x)) at τ = 1. The equation (5.6.3) is a
transport equation. Its associated charactheristic ODE is

d

dτ
x = −b(τ, x) . (5.6.4)

We denote its flow by γτ0,τ , namely γτ0,τ (y) is the solution of (5.6.4) with γτ0,τ0(y) = y. Each γτ0,τ

is a diffeomorphism of the torus T.

Remark 5.6.1. Let y 7→ y+β̃(τ, y) be the inverse diffeomorpshim of x 7→ x+τβ(x). Differentiating
the identity β̃(τ, y)+τβ(y+β̃(τ, y)) = 0 with respect to τ it results that γτ (y) := γ0,τ (y) = y+β̃(τ, y).

Then we define a symplectic map Φ of H⊥S as the time-1 flow of the Hamiltonian PDE

∂τu = Π⊥S ∂x(b(τ, x)u) = ∂x(b(τ, x)u)−ΠS∂x(b(τ, x)u) , u ∈ H⊥S . (5.6.5)

Note that Π⊥S ∂x(b(τ, x)u) is the Hamiltonian vector field generated by 1
2

∫
T b(τ, x)u2dx restricted to

H⊥S . We denote by Φτ0,τ the flow of (5.6.5), namely Φτ0,τ (u0) is the solution of (5.6.5) with initial
condition Φτ0,τ0(u0) = u0. The flow is well defined in Sobolev spaces Hs

S⊥
(T) for b(τ, x) is smooth

enough (standard theory of linear hyperbolic PDEs, see e.g. Section 0.8 in [71]). It is natural
to expect that the difference between the flow map Φ := Φ0,1 and A⊥ is a “finite-dimensional”
remainder of the size of β.

Lemma 5.6.1. For ‖β‖W s0+1,∞ small, there exists an invertible symplectic transformation Φ =
A⊥ +RΦ of Hs

S⊥
, where A⊥ is defined in (5.6.1) and RΦ is a “finite-dimensional” remainder

RΦh =
∑
j∈S

∫ 1

0
(h, gj(τ))L2(T)χj(τ)dτ +

∑
j∈S

(
h, ψj

)
L2(T)

eijx (5.6.6)

for some functions χj(τ), gj(τ), ψj ∈ Hs satisfying

‖ψj‖s , ‖gj(τ)‖s ≤s ‖β‖W s+2,∞ , ‖χj(τ)‖s ≤s 1 + ‖β‖W s+1,∞ , ∀τ ∈ [0, 1] . (5.6.7)

Furthermore, the following tame estimates holds

‖Φ±1h‖s ≤s ‖h‖s + ‖β‖W s+2,∞‖h‖s0 , ∀h ∈ Hs
S⊥ . (5.6.8)

Proof. Let w(τ, x) := (Φτu0)(x) denote the solution of (5.6.5) with initial condition Φ0(w) = u0 ∈
H⊥S . The difference

(A⊥ − Φ)u0 = Π⊥SAu0 − w(1, ·) = Au0 − w(1, ·)−ΠSAu0 , ∀u0 ∈ H⊥S , (5.6.9)

and
ΠSAu0 = ΠS(A− I)Π⊥S u0 =

∑
j∈S

(
u0 , ψj

)
L2(T)

eijx , ψj := (AT − I)eijx . (5.6.10)
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We claim that the difference

Au0 − w(1, x) = (1 + βx(x))
∫ 1

0
(1 + τβx(x))−1

[
ΠS∂x(b(τ)w(τ))

]
(γτ (x+ β(x))) dτ (5.6.11)

where γτ (y) := γ0,τ (y) is the flow of (5.6.4). Indeed the solution w(τ, x) of (5.6.5) satisfies

∂τ{w(τ, γτ (y))} = bx(τ, γτ (y))w(τ, γτ (y))−
[
ΠS∂x(b(τ)w(τ))

]
(γτ (y)) .

Then, by the variation of constant formula, we find

w(τ, γτ (y)) = e
R τ
0 bx(s,γs(y)) ds

(
u0(y)−

∫ τ

0
e−

R s
0 bx(ζ,γζ(y)) dζ

[
ΠS∂x(b(s)w(s))

]
(γs(y)) ds

)
.

Since ∂yγτ (y) solves the variational equation ∂τ (∂yγτ (y)) = −bx(τ, γτ (y))(∂yγτ (y)) with ∂yγ0(y) =
1 we have that

e
R τ
0 bx(s,γs(y))ds =

(
∂yγ

τ (y)
)−1 = 1 + τβx(x) (5.6.12)

by remark 5.6.1, and so we derive the expression

w(τ, x) = (1 + τβx(x))
{
u0(x+ τβ(x))−

∫ τ

0
(1 + sβx(x))−1

[
ΠS∂x(b(s)w(s))

]
(γs(x+ τβ(x))) ds

}
.

Evaluating at τ = 1, formula (5.6.11) follows. Next, we develop (recall w(τ) = Φτ (u0))

[ΠS∂x(b(τ)w(τ))](x) =
∑
j∈S

(
u0, gj(τ)

)
L2(T)

eijx , gj(τ) := −(Φτ )T [b(τ)∂xeijx] , (5.6.13)

and (5.6.11) becomes

Au0 − w(1, ·) = −
∫ 1

0

∑
j∈S

(
u0 , gj(τ)

)
L2(T)

χj(τ, ·) dτ , (5.6.14)

where
χj(τ, x) := −(1 + βx(x))(1 + τβx(x))−1eijγτ (x+β(x)) . (5.6.15)

By (5.6.9), (5.6.10), (5.6.11), (5.6.14) we deduce that Φ = A⊥ +RΦ as in (5.6.6).

We now prove the estimates (5.6.7). Each function ψj in (5.6.10) satisfies ‖ψj‖s ≤s ‖β‖W s,∞ ,
see (5.6.2). The bound ‖χj(τ)‖s ≤s 1 + ‖β‖W s+1,∞ follows by (5.6.15). The tame estimates for
gj(τ) defined in (5.6.13) are more difficult because require tame estimates for the adjoint (Φτ )T ,
∀τ ∈ [0, 1]. The adjoint of the flow map can be represented as the flow map of the “adjoint” PDE

∂τz = Π⊥S {b(τ, x)∂xΠ⊥S z} = b(τ, x)∂xz −ΠS(b(τ, x)∂xz) , z ∈ H⊥S , (5.6.16)

where −Π⊥S b(τ, x)∂x is the L2-adjoint of the Hamiltonian vector field in (5.6.5). We denote
by Ψτ0,τ the flow of (5.6.16), namely Ψτ0,τ (v) is the solution of (5.6.16) with Ψτ0,τ0(v) = v.
Since the derivative ∂τ (Φτ (u0),Ψτ0,τ (v))L2(T) = 0, ∀τ , we deduce that (Φτ0(u0),Ψτ0,τ0(v))L2(T) =
(Φ0(u0),Ψτ0,0(v))L2(T), namely (recall that Ψτ0,τ0(v) = v) the adjoint

(Φτ0)T = Ψτ0,0 , ∀τ0 ∈ [0, 1] . (5.6.17)
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Thus it is sufficient to prove tame estimates for the flow Ψτ0,τ . We first provide a useful expression
for the solution z(τ, x) := Ψτ0,τ (v) of (5.6.16), obtained by the methods of characteristics. Let
γτ0,τ (y) be the flow of (5.6.4). Since ∂τz(τ, γτ0,τ (y)) = −[ΠS(b(τ)∂xz(τ)](γτ0,τ (y)) we get

z(τ, γτ0,τ (y)) = v(y) +
∫ τ0

τ
[ΠS(b(s)∂xz(s)](γτ0,s(y)) ds , ∀τ ∈ [0, 1] .

Denoting by y = x+ σ(τ, x) the inverse diffeomorphism of x = γτ0,τ (y) = y + σ̃(τ, y), we get

Ψτ0,τ (v) = z(τ, x) = v(x+ σ(τ, x)) +
∫ τ0

τ
[ΠS(b(s)∂xz(s)](γτ0,s(x+ σ(τ, x))) ds

= v(x+ σ(τ, x)) +
∫ τ0

τ

∑
j∈S

(z(s), pj(s))κj(s, x) ds

= v(x+ σ(τ, x)) +Rτv , (5.6.18)

where pj(s) := −∂x(b(s)eijx), κj(s, x) := eijγτ0,s(x+σ(τ,x)) and

(Rτv)(x) :=
∫ τ0

τ

∑
j∈S

(Ψτ0,s(v), pj(s))L2(T)κj(s, x) ds .

Since ‖σ(τ, ·)‖W s,∞ , ‖σ̃(τ, ·)‖W s,∞ ≤s ‖β‖W s+1,∞ (recall also (5.6.3)), we derive ‖pj‖s ≤s ‖β‖W s+2,∞ ,
‖κj‖s ≤s 1 + ‖β‖W s+1,∞ and ‖v(x+ σ(τ, x))‖s ≤s ‖v‖s + ‖β‖W s+1,∞‖v‖s0 , ∀τ ∈ [0, 1]. Moreover

‖Rτv‖s ≤s supτ∈[0,1]‖Ψτ0,τ (v)‖s‖β‖W s0+2,∞ + supτ∈[0,1]‖Ψτ0,τ (v)‖s0‖β‖W s+2,∞ .

Therefore, for all τ ∈ [0, 1],

‖Ψτ0,τv‖s ≤s ‖v‖s + ‖β‖W s+1,∞‖v‖s0
+ supτ∈[0,1]

{
‖Ψτ0,τv‖s‖β‖W s0+2,∞ + ‖Ψτ0,τv‖s0‖β‖W s+2,∞

}
. (5.6.19)

For s = s0 it implies

supτ∈[0,1]‖Ψτ0,τ (v)‖s0 ≤s0 ‖v‖s0(1 + ‖β‖W s0+1,∞) + supτ∈[0,1]‖Ψτ0,τ (v)‖s0‖β‖W s0+2,∞

and so, for ‖β‖W s0+2,∞ ≤ c(s0) small enough,

supτ∈[0,1]‖Ψτ0,τ (v)‖s0 ≤s0 ‖v‖s0 . (5.6.20)

Finally (5.6.19), (5.6.20) imply the tame estimate

supτ∈[0,1]‖Ψτ0,τ (v)‖s ≤s ‖v‖s + ‖β‖W s+2,∞‖v‖s0 . (5.6.21)

By (5.6.17) and (5.6.21) we deduce the bound (5.6.7) for gj defined in (5.6.13). The tame estimate
(5.6.8) for Φ follows by that of A and (5.6.7) (use Lemma A.0.10). The estimate for Φ−1 follows
in the same way because Φ−1 = Φ1,0 is the backward flow.
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We conjugate Lω in (5.5.34) via the symplectic map Φ = A⊥+RΦ of Lemma 5.6.1. We compute
(split Π⊥S = I −ΠS)

LωΦ = ΦDω + Π⊥SA
(
b3∂yyy + b2∂yy + b1∂y + b0

)
Π⊥S +RI , (5.6.22)

where the coefficients are

b3(ϕ, y) := AT [a1(1 + βx)3] b2(ϕ, y) := AT
[
2(a1)x(1 + βx)2 + 6a1βxx(1 + βx)

]
(5.6.23)

b1(ϕ, y) := AT
[
(Dωβ) + 3a1

β2
xx

1 + βx
+ 4a1βxxx + 6(a1)xβxx

+ (a1)xx(1 + βx) + a0(1 + βx)
]

(5.6.24)

b0(ϕ, y) := AT
[(Dωβx)

1 + βx
+ a1

βxxxx
1 + βx

+ 2(a1)x
βxxx

1 + βx
+ (a1)xx

βxx
1 + βx

+ a0
βxx

1 + βx
+ (a0)x

]
(5.6.25)

and the remainder

RI := −Π⊥S ∂x(ε2R2 +R∗)A⊥ −Π⊥S
(
a1∂xxx + 2(a1)x∂xx + ((a1)xx + a0)∂x + (a0)x

)
ΠSAΠ⊥S

+ [Dω,RΦ] + (Lω −Dω)RΦ . (5.6.26)

The commutator [Dω,RΦ] has the form (5.6.6) with Dωgj or Dωχj , Dωψj instead of χj , gj , ψj
respectively. Also the last term (Lω −Dω)RΦ in (5.6.26) has the form (5.6.6) (note that Lω −Dω
does not contain derivatives with respect to ϕ). By (5.6.22), and decomposing I = ΠS + Π⊥S , we
get

LωΦ = Φ(Dω + b3∂yyy + b2∂yy + b1∂y + b0)Π⊥S +RII , (5.6.27)

RII :=
{

Π⊥S (A− I)ΠS −RΦ

}
(b3∂yyy + b2∂yy + b1∂y + b0)Π⊥S +RI . (5.6.28)

Now we choose the function β = β(ϕ, x) such that

a1(ϕ, x)(1 + βx(ϕ, x))3 = b3(ϕ) (5.6.29)

so that the coefficient b3 in (5.6.23) depends only on ϕ (note that AT [b3(ϕ)] = b3(ϕ)). The only
solution of (5.6.29) with zero space average is

β := ∂−1
x ρ0, ρ0 := b3(ϕ)1/3(a1(ϕ, x))−1/3 − 1, b3(ϕ) :=

(∫
T
(a1(ϕ, x))−1/3dx

)−3
. (5.6.30)

Applying the symplectic map Φ−1 in (5.6.27) we obtain the Hamiltonian operator (see Definition
3.3.1)

L1 := Φ−1LωΦ = Π⊥S
(
ω · ∂ϕ + b3(ϕ)∂yyy + b1∂y + b0

)
Π⊥S + R1 (5.6.31)

where R1 := Φ−1RII . We used that, by the Hamiltonian nature of L1, the coefficient b2 = 2(b3)y
and so, by the choice (5.6.30), we have b2 = 2(b3)y = 0. In the next Lemma we analyse the structure
of the remainder R1.

Lemma 5.6.2. The operator R1 has the form (5.5.7).
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Proof. The remainders RI and RII have the form (5.5.7). Indeed R2,R∗ in (5.6.26) have the form
(5.5.2) (see Proposition 5.5.1) and the term ΠSAw =

∑
j∈S(AT eijx, w)L2(T)e

ijx has the same form.
By (5.6.6), the terms of RI , RII which involves the operator RΦ have the form (5.5.7). All the
operations involved preserve this structure: if Rτw = χ(τ)(w, g(τ))L2(T), τ ∈ [0, 1], then

RτΠ⊥Sw = χ(τ)(Π⊥S g(τ), w)L2(T) , RτAw = χ(τ)(AT g(τ), w)L2(T) , ∂xRτw = χx(τ)(g(τ), w)L2(T) ,

Π⊥SRτw = (Π⊥Sχ(τ))(g(τ), w)L2(T) , ARτw = (Aχ(τ))(g(τ), w)L2(T) , Φ−1Rτw = (Φ−1χ(τ))(g(τ), w)L2(T)

(the last equality holds because Φ−1(f(ϕ)w) = f(ϕ)Φ−1(w) for all function f(ϕ)). Hence R1 has
the form (5.5.7) where χj(τ) ∈ H⊥S for all τ ∈ [0, 1].

We now put in evidence the terms of order ε, ε2, . . ., in b1, b0, R1, recalling that a1− 1 = O(ε3)
(see (5.5.38)), a0 = O(ε) (see (5.5.35)-(5.5.39)), and β = O(ε3) (proved below in (5.6.35)). We
expand b1 in (5.6.24) as

b1 = −εp1 − ε2p2 − q>2 +Dωβ + 4βxxx + (a1)xx + b1,≥4 (5.6.32)

where b1,≥4 = O(ε4) is defined by difference (the precise estimate is in Lemma 5.6.3).

Remark 5.6.2. The function Dωβ has zero average in x by (5.6.30) as well as (a1)xx, βxxx.

Similarly, we expand b0 in (5.6.25) as

b0 = −ε(p1)x − ε2(p2)x − (q>2)x +Dωβx + βxxxx + b0,≥4 (5.6.33)

where b0,≥4 = O(ε4) is defined by difference.
Using the equalities (5.6.28), (5.6.26) and ΠSAΠ⊥S = ΠS(A− I)Π⊥S we get

R1 := Φ−1RII = −ε2Π⊥S ∂xR2 +R∗ (5.6.34)

where R2 is defined in (5.5.29) and we have renamed R∗ the term of order o(ε2) in R1. The
remainder R∗ in (5.6.34) has the form (5.5.7).

Lemma 5.6.3. There is σ = σ(τ, ν) > 0 such that

‖β‖Lip(γ)
s ≤s ε3(1 + ‖Iδ‖

Lip(γ)
s+1 ), ‖∂iβ [̂ı]‖s ≤s ε3

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
, (5.6.35)

‖b3 − 1‖Lip(γ)
s ≤s ε4 + εb+2‖Iδ‖

Lip(γ)
s+σ , ‖∂ib3 [̂ı]‖s ≤s εb+2

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
(5.6.36)

‖b1,≥4‖Lip(γ)
s + ‖b0,≥4‖Lip(γ)

s ≤s ε4 + εb+2‖Iδ‖
Lip(γ)
s+σ (5.6.37)

‖∂ib1,≥4 [̂ı]‖s + ‖∂ib0,≥4 [̂ı]‖s ≤s εb+2
(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
. (5.6.38)

The transformations Φ, Φ−1 satisfy

‖Φ±1h‖Lip(γ)
s ≤s ‖h‖Lip(γ)

s+1 + ‖Iδ‖
Lip(γ)
s+σ ‖h‖

Lip(γ)
s0+1 (5.6.39)

‖∂i(Φ±1h)[̂ı]‖s ≤s ‖h‖s+σ‖̂ı‖s0+σ + ‖h‖s0+σ‖̂ı‖s+σ + ‖Iδ‖s+σ‖h‖s0+σ‖̂ı‖s0+σ . (5.6.40)

Moreover the remainder R∗ has the form (5.5.7), where the functions χj(τ), gj(τ) satisfy the
estimates (5.5.41)-(5.5.42) uniformly in τ ∈ [0, 1].
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Proof. The estimates (5.6.35) follow by (5.6.30), (5.5.38), and the usual interpolation and tame
estimates in Lemmata A.0.8-A.0.10 (and Lemma 5.3.13) and (5.5.8). For the estimates of b3, by
(5.6.30) and (5.5.35) we consider the function r1 defined in (5.5.25). Recalling also (5.1.4) and
(5.5.11), the function

r1(Tδ) = ε3(∂uxuxf5)(vδ, (vδ)x) + r1,≥4 , r1,≥4 := r1(Tδ)− ε3(∂uxuxf5)(vδ, (vδ)x) .

Hypothesis (S1) implies, as in the proof of Lemma 5.5.5, that the space average
∫

T(∂uxuxf5)(vδ, (vδ)x)dx =
0. Hence the bound (5.6.36) for b3− 1 follows. For the estimates on Φ, Φ−1 we apply Lemma 5.6.1
and the estimate (5.6.35) for β . We estimate the remainder R∗ in (5.6.34), using (5.6.26), (5.6.28)
and (5.5.41)-(5.5.42).

5.6.2 Reparametrization of time

The goal of this Section is to make constant the coefficient of the highest order spatial derivative
operator ∂yyy, by a quasi-periodic reparametrization of time. We consider the change of variable

(Bw)(ϕ, y) := w(ϕ+ ωα(ϕ), y), (B−1h)(ϑ, y) := h(ϑ+ ωα̃(ϑ), y) ,

where ϕ = ϑ + ωα̃(ϑ) is the inverse diffeomorphism of ϑ = ϕ + ωα(ϕ) in Tν . By conjugation, the
differential operators become

B−1ω · ∂ϕB = ρ(ϑ)ω · ∂ϑ, B−1∂yB = ∂y, ρ := B−1(1 + ω · ∂ϕα). (5.6.41)

By (5.6.31), using also that B and B−1 commute with Π⊥S , we get

B−1L1B = Π⊥S [ρω · ∂ϑ + (B−1b3)∂yyy + (B−1b1)∂y + (B−1b0)]Π⊥S +B−1R1B. (5.6.42)

We choose α such that

(B−1b3)(ϑ) = m3ρ(ϑ) , m3 ∈ R , namely b3(ϕ) = m3(1 + ω · ∂ϕα(ϕ)) (5.6.43)

(recall (5.6.41)). The unique solution with zero average of (5.6.43) is

α(ϕ) :=
1
m3

(ω · ∂ϕ)−1(b3 −m3)(ϕ), m3 :=
∫

Tν
b3(ϕ)dϕ . (5.6.44)

Hence, by (5.6.42),

B−1L1B = ρL2 , L2 := Π⊥S (ω · ∂ϑ +m3∂yyy + c1∂y + c0)Π⊥S + R2 (5.6.45)

c1 := ρ−1(B−1b1) , c0 := ρ−1(B−1b0) , R2 := ρ−1B−1R1B . (5.6.46)

The transformed operator L2 in (5.6.45) is still Hamiltonian, since the reparametrization of time
preserves the Hamiltonian structure, see Remark 4.1.7.

We now put in evidence the terms of order ε, ε2, . . . in c1, c0. To this aim, we anticipate the
following estimates: ρ(ϑ) = 1 + O(ε4), α = O(ε4γ−1), m3 = 1 + O(ε4), B−1 − I = O(α) (in
low norm), which are proved in Lemma 5.6.4 below. Then, by (5.6.32)-(5.6.33), we expand the
functions c1, c0 in (5.6.46) as

c1 = −εp1−ε2p2−B−1q>2+ε(p1−B−1p1)+ε2(p2−B−1p2)+Dωβ+4βxxx+(a1)xx+c1,≥4 , (5.6.47)
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c0 = −ε(p1)x − ε2(p2)x − (B−1q>2)x + ε(p1 −B−1p1)x + ε2(p2 −B−1p2)x + (Dωβ)x
+ βxxxx + c0,≥4 , (5.6.48)

where c1,≥4, c0,≥4 = O(ε4) are defined by difference.

Remark 5.6.3. The functions ε(p1 − B−1p1) = O(ε5γ−1) and ε2(p2 − B−1p2) = O(ε6γ−1), see
(5.6.53). For the reducibility scheme, the terms of order ∂0

x with size O(ε5γ−1) are perturbative,
since ε5γ−2 � 1.

The remainder R2 in (5.6.46) has still the form (5.5.7) and, by (5.6.34),

R2 := −ρ−1B−1R1B = −ε2Π⊥S ∂xR2 +R∗ (5.6.49)

where R2 is defined in (5.5.29) and we have renamed R∗ the term of order o(ε2) in R2.

Lemma 5.6.4. There is σ = σ(ν, τ) > 0 (possibly larger than σ in Lemma 5.6.3) such that

|m3 − 1|Lip(γ) ≤ Cε4, |∂im3 [̂ı]| ≤ Cεb+2‖̂ı‖s0+σ (5.6.50)

‖α‖Lip(γ)
s ≤s ε4γ−1 + εb+2γ−1‖Iδ‖

Lip(γ)
s+σ , ‖∂iα[̂ı]‖s ≤s εb+2γ−1

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
,

(5.6.51)

‖ρ− 1‖Lip(γ)
s ≤s ε4 + εb+2‖Iδ‖

Lip(γ)
s+σ , ‖∂iρ[̂ı]‖s ≤s εb+2

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
(5.6.52)

‖pk −B−1pk‖Lip(γ)
s ≤s ε4γ−1 + εb+2γ−1‖Iδ‖

Lip(γ)
s+σ , k = 1, 2 (5.6.53)

‖∂i(pk −B−1pk)[̂ı]‖s ≤s εb+2γ−1
(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
(5.6.54)

‖B−1q>2‖Lip(γ)
s ≤s ε3 + εb‖Iδ‖

Lip(γ)
s+σ , (5.6.55)

‖∂i(B−1q>2)[̂ı]‖s ≤s εb
(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
. (5.6.56)

The terms c1,≥4, c0,≥4 satisfy the bounds (5.6.37)-(5.6.38). The transformations B, B−1 satisfy the
estimates (5.6.39), (5.6.40). The remainder R∗ has the form (5.5.7), and the functions gj(τ), χj(τ)
satisfy the estimates (5.5.41)-(5.5.42) for all τ ∈ [0, 1].

Proof. (5.6.50) follows from (5.6.44),(5.6.36). The estimate ‖α‖s ≤s ε4γ−1 + εb+2γ−1‖Iδ‖s+σ and
the inequality for ∂iα in (5.6.51) follow by (5.6.44),(5.6.36),(5.6.50). For the first bound in (5.6.51)
we also differentiate (5.6.44) with respect to the parameter ω. The estimates for ρ follow from
ρ− 1 = B−1(b3 −m3)/m3.

5.6.3 Translation of the space variable

In view of the next linear Birkhoff normal form steps (whose goal is to eliminate the terms of size
ε and ε2), in the expressions (5.6.47), (5.6.48) we split p1 = p̄1 + (p1 − p̄1), p2 = p̄2 + (p2 − p̄2) (see
(5.5.35)), where

p̄1 := 6v̄, p̄2 := 6π0[(∂−1
x v̄)2], v̄(ϕ, x) :=

∑
j∈S

√
ξje

i`(j)·ϕeijx, (5.6.57)

and ` : S → Zν is the odd injective map (see (1.3.7))

` : S → Zν , `(̄i) := ei, `(−̄i) := −`(̄i) = −ei, i = 1, . . . , ν, (5.6.58)

denoting by ei = (0, . . . , 1, . . . , 0) the i-th vector of the canonical basis of Rν .
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Remark 5.6.4. All the functions p̄1, p̄2, p1 − p̄1, p2 − p̄2 have zero average in x.

We write the variable coefficients c1, c0 of the operator L2 in (5.6.45) (see (5.6.47), (5.6.48)) as

c1 = −εp̄1 − ε2p̄2 + qc1 + c1,≥4 , c0 = −ε(p̄1)x − ε2(p̄2)x + qc0 + c0,≥4 , (5.6.59)

where we define

qc1 := q + 4βxxx + (a1)xx , qc0 := qx + βxxxx, (5.6.60)

q := ε(p1 −B−1p1) + ε(p̄1 − p1) + ε2(p2 −B−1p2) + ε2(p̄2 − p2)−B−1q>2 +Dωβ . (5.6.61)

Remark 5.6.5. The functions qc1 , qc0 have zero average in x (see Remarks 5.6.4, 5.6.2 and Lemma
5.5.5).

Lemma 5.6.5. The functions p̄k − pk, k = 1, 2 and qcm, m = 0, 1, satisfy

‖p̄k − pk‖Lip(γ)
s ≤s ‖Iδ‖Lip(γ)

s , ‖∂i(p̄k − pk)[̂ı]‖s ≤s ‖̂ı‖s + ‖Iδ‖s‖̂ı‖s0 , (5.6.62)

‖qcm‖Lip(γ)
s ≤s ε5γ−1 + ε‖Iδ‖

Lip(γ)
s+σ , ‖∂iqcm [̂ı]‖Lip(γ)

s ≤s ε
(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
. (5.6.63)

Proof. The bound (5.6.62) follows from (5.6.57), (5.5.35), (5.5.11), (5.5.8). Then use (5.6.62),
(5.6.53)-(5.6.56), (5.6.35), (5.5.38) to prove (5.6.63). The biggest term comes from ε(p̄1 − p1).

We now apply the transformation T defined in (5.6.64) whose goal is to remove the space
average from the coefficient in front of ∂y.

Consider the change of the space variable z = y + p(ϑ) which induces on Hs
S⊥

(Tν+1) the
operators

(T w)(ϑ, y) := w(ϑ, y + p(ϑ)) , (T −1h)(ϑ, z) = h(ϑ, z − p(ϑ)) (5.6.64)

(which are a particular case of those used in Section 5.6.1). The differential operator becomes
T −1ω · ∂ϑT = ω · ∂ϑ + {ω · ∂ϑp(ϑ)}∂z, T −1∂yT = ∂z. Since T , T −1 commute with Π⊥S , we get

L3 := T −1L2T = Π⊥S
(
ω · ∂ϑ +m3∂zzz + d1∂z + d0

)
Π⊥S + R3 , (5.6.65)

d1 := (T −1c1) + ω · ∂ϑp , d0 := T −1c0 , R3 := T −1R2T . (5.6.66)

We choose
m1 :=

∫
Tν+1

c1dϑdy , p := (ω · ∂ϑ)−1
(
m1 −

∫
T
c1dy

)
, (5.6.67)

so that
∫

T d1(ϑ, z) dz = m1 for all ϑ ∈ Tν . Note that, by (5.6.59),∫
T
c1(ϑ, y) dy =

∫
T
c1,≥4(ϑ, y) dy , ω · ∂ϑp(ϑ) = m1 −

∫
T
c1,≥4(ϑ, y) dy (5.6.68)

because p̄1, p̄2, qc1 have all zero space-average. Also note that R3 has the form (5.5.7). Since T is
symplectic, the operator L3 in (5.6.65) is Hamiltonian.

Remark 5.6.6. We require Hypothesis (S1) so that the function q>2 has zero space average (see
Lemma 5.5.5). If q>2 did not have zero average, then p in (5.6.67) would have size O(ε3γ−1) (see
(5.5.31)) and, since T −1 − I = O(ε3γ−1), the function d̃0 in (5.6.71) would satisfy d̃0 = O(ε4γ−1).
Therefore it would remain a term of order ∂0

x which is not perturbative for the reducibility scheme
of Section 5.6.7.
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We put in evidence the terms of size ε, ε2 in d0, d1, R3. Recalling (5.6.66), (5.6.59), we split

d1 = −εp̄1 − ε2p̄2 + d̃1 , d0 = −ε(p̄1)x − ε2(p̄2)x + d̃0 , R3 = −ε2Π⊥S ∂xR̄2 + R̃∗ (5.6.69)

where R̄2 is obtained replacing vδ with v̄ in R2 (see (5.5.29)), and

d̃1 := ε(p̄1 − T −1p̄1) + ε2(p̄2 − T −1p̄2) + T −1(qc1 + c1,≥4) + ω · ∂ϑp, (5.6.70)

d̃0 := ε(p̄1 − T −1p̄1)x + ε2(p̄2 − T −1p̄2)x + T −1(qc0 + c0,≥4), (5.6.71)

R̃∗ := T −1R∗T + ε2Π⊥S ∂x(R2 − T −1R2T ) + ε2Π⊥S ∂x(R̄2 −R2), (5.6.72)

and R∗ is defined in (5.6.49). We have also used that T −1 commutes with ∂x and with Π⊥S .

Remark 5.6.7. The space average
∫

T d̃1(ϑ, z) dz =
∫

T d1(ϑ, z) dz = m1 for all ϑ ∈ Tν .

Lemma 5.6.6. There is σ := σ(ν, τ) > 0 (possibly larger than in Lemma 5.6.4) such that

|m1|Lip(γ) ≤ Cε4, |∂im1 [̂ı]| ≤ Cεb+2‖̂ı‖s0+σ (5.6.73)

‖p‖Lip(γ)
s ≤s ε4γ−1 + εb+2γ−1‖Iδ‖

Lip(γ)
s+σ , ‖∂ip[̂ı]‖s ≤s εb+2γ−1

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
,

(5.6.74)

‖d̃k‖Lip(γ)
s ≤s ε5γ−1 + ε‖Iδ‖

Lip(γ)
s+σ , ‖∂id̃k [̂ı]‖s ≤s ε

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
(5.6.75)

for k = 0, 1. Moreover the matrix s-decay norm (see (3.1.1))

|R̃∗|Lip(γ)
s ≤s ε3 + ε2‖Iδ‖

Lip(γ)
s+σ , |∂iR̃∗ [̂ı]|s ≤s ε2‖̂ı‖s+σ + ε2b−1‖Iδ‖s+σ‖̂ı‖s0+σ . (5.6.76)

The transformations T , T −1 satisfy (5.6.39), (5.6.40).

Proof. The estimates (5.6.73), (5.6.74) follow by (5.6.67),(5.6.59),(5.6.68), and the bounds for
c1,≥4, c0,≥4 in Lemma 5.6.4. The estimates (5.6.75) follow similarly by (5.6.63), (5.6.68), (5.6.74).
The estimates (5.6.76) follow because T −1R∗T satisfies the bounds (5.5.41) like R∗ does (use
Lemma 5.5.3 and (5.6.74)) and |ε2Π⊥S ∂x(R̄2 −R2)|Lip(γ)

s ≤s ε2‖Iδ‖
Lip(γ)
s+σ .

It is sufficient to estimate R̃∗ (which has the form (5.5.7)) only in the s-decay norm (see (5.6.76))
because the next transformations will preserve it. Such norms are used in the reducibility scheme
of Section 5.6.7.

5.6.4 Linear Birkhoff normal form. Step 1

Now we eliminate the terms of order ε and ε2 of L3. This step is different from the reducibility steps
that we shall perform in Section 5.6.7, because the diophantine constant γ = o(ε2) (see (5.3.4))
and so terms O(ε), O(ε2) are not perturbative. This reduction is possible thanks to the special
form of the terms εB1, ε2B2 defined in (5.6.77): the harmonics of εB1, and ε2T in (5.6.93), which
correspond to a possible small divisor are naught, see Corollary 5.6.1, and Lemma 5.6.11. In this
Section we eliminate the term εB1. In Section 5.6.5 we eliminate the terms of order ε2.

Note that, since the previous transformations Φ, B, T are O(ε4γ−1)-close to the identity, the
terms of order ε and ε2 in L3 are the same as in the original linearized operator.
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We first collect all the terms of order ε and ε2 in the operator L3 defined in (5.6.65). By (5.6.69),
(5.5.29), (5.6.57) we have, renaming ϑ = ϕ, z = x,

L3 = Π⊥S
(
ω · ∂ϕ +m3∂xxx + εB1 + ε2B2 + d̃1∂x + d̃0

)
Π⊥S + R̃∗

where d̃1, d̃0, R̃∗ are defined in (5.6.70)-(5.6.72) and (recall also (4.1.50))

B1h := −6∂x(v̄h), B2h := −6∂x{v̄ΠS [(∂−1
x v̄) ∂−1

x h] + hπ0[(∂−1
x v̄)2]}+ 6π0{(∂−1

x v̄)ΠS [v̄h]}.
(5.6.77)

Note that B1 and B2 are the linear Hamiltonian vector fields of H⊥S generated, respectively, by the
Hamiltonian z 7→ 3

∫
T vz

2 in (5.1.6), and the fourth order Birkhoff Hamiltonian H4,2 in (5.1.7) at
v = v̄.

We transform L3 by a symplectic operator Φ1 : Hs
S⊥

(Tν+1)→ Hs
S⊥

(Tν+1) of the form

Φ1 := exp(εA1) = IH⊥S
+ εA1 + ε2A

2
1

2
+ ε3Â1, Â1 :=

∑
k≥3

εk−3

k!
Ak1 , (5.6.78)

where A1(ϕ)h =
∑

j,j′∈Sc(A1)j
′

j (ϕ)hj′eijx is a Hamiltonian vector field. The map Φ1 is symplectic,
because it is the time-1 flow of a Hamiltonian vector field. Therefore

L3Φ1 − Φ1Π⊥S (Dω +m3∂xxx)Π⊥S (5.6.79)

= Π⊥S (ε{DωA1 +m3[∂xxx, A1] + B1}+ ε2{B1A1 + B2 +
1
2
m3[∂xxx, A2

1] +
1
2

(DωA2
1)}+ d̃1∂x +R3)Π⊥S

where

R3 := d̃1∂x(Φ1 − I)+d̃0Φ1+R̃∗Φ1+ε2B2(Φ1 − I)

+ ε3
{
DωÂ1+m3[∂xxx, Â1]+

1
2
B1A

2
1+εB1Â1

}
. (5.6.80)

Remark 5.6.8. R3 has no longer the form (5.5.7). However R3 = O(∂0
x) because A1 = O(∂−1

x )
(see Lemma 5.6.9), and therefore Φ1 − IH⊥S = O(∂−1

x ). Moreover the matrix decay norm of R3 is
o(ε2).

In order to eliminate the order ε from (5.6.79), we choose

(A1)j
′

j (l) :=

−
(B1)j

′

j (l)
i(ω · l +m3(j′3 − j3))

if ω̄ · l + j′3 − j3 6= 0 ,

0 otherwise,
j, j′ ∈ Sc, l ∈ Zν . (5.6.81)

This definition is well posed. Indeed, by (5.6.77) and (5.6.57),

(B1)j
′

j (l) :=

{
−6ij

√
ξj−j′ if j − j′ ∈ S , l = `(j − j′)

0 otherwise.
(5.6.82)

In particular (B1)j
′

j (l) = 0 unless |l| ≤ 1. Thus, for ω̄ · l+ j′3− j3 6= 0, the denominators in (5.6.81)
satisfy

|ω · l +m3(j′3 − j3)| = |m3(ω̄ · l + j′3 − j3) + (ω −m3ω̄) · l|
≥ |m3||ω̄ · l + j′3 − j3| − |ω −m3ω̄||l| ≥ 1/2 , ∀|l| ≤ 1 , (5.6.83)
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for ε small, because the non zero integer |ω̄ · l + j′3 − j3| ≥ 1, (5.6.50), and ω = ω̄ +O(ε2).
A1 defined in (5.6.81) is a Hamiltonian vector field as B1.

Remark 5.6.9. This is a general fact: the denominators δl,j,k := i(ω · l + m3(k3 − j3)) satisfy
δl,j,k = δ−l,k,j and an operator G(ϕ) is self-adjoint if and only if its matrix elements satisfy Gkj (l) =
Gjk(−l). In a more intrinsic way, we could solve the homological equation of this Birkhoff step
directly for the Hamiltonian function whose flow generates Φ1.

Lemma 5.6.7. If j, j′ ∈ Sc, j − j′ ∈ S, l = `(j − j′), then ω̄ · l + j′3 − j3 = 3jj′(j′ − j) 6= 0.

Proof. We have ω̄ · l = ω̄ · `(j − j′) = (j − j′)3 because j − j′ ∈ S (see (5.0.3) and (5.6.58)). Note
that j, j′ 6= 0 because j, j′ ∈ Sc, and j − j′ 6= 0 because j − j′ ∈ S.

Corollary 5.6.1. Let j, j′ ∈ Sc. If ω̄ · l + j′3 − j3 = 0 then (B1)j
′

j (l) = 0.

Proof. If (B1)j
′

j (l) 6= 0 then j − j′∈S, l = `(j − j′) by (5.6.82). Hence ω̄ · l+ j′3− j3 6= 0 by Lemma
5.6.7.

By (5.6.81) and the previous corollary, the term of order ε in (5.6.79) is

Π⊥S
(
DωA1 +m3[∂xxx, A1] + B1

)
Π⊥S = 0 . (5.6.84)

We now estimate the transformation A1.

Lemma 5.6.8. (i) For all l ∈ Zν , j, j′ ∈ Sc,

|(A1)j
′

j (l)| ≤ C(|j|+ |j′|)−1 , |(A1)j
′

j (l)|lip ≤ ε−2(|j|+ |j′|)−1 . (5.6.85)

(ii) (A1)j
′

j (l) = 0 for all l ∈ Zν , j, j′ ∈ Sc such that |j − j′| > CS, where CS := max{|j| : j ∈ S}.

Proof. (i) We already noted that (A1)j
′

j (l) = 0, ∀|l| > 1. Since |ω| ≤ |ω̄| + 1, one has, for |l| ≤ 1,
j 6= j′,

|ω · l +m3(j′3 − j3)| ≥ |m3||j′3 − j3| − |ω · l| ≥ 1
4

(j′2 + j2)− |ω| ≥ 1
8

(j′2 + j2) , ∀(j′2 + j2) ≥ C,

for some constant C > 0. Moreover, recalling that also (5.6.83) holds, we deduce that for j 6= j′,

(A1)j
′

j (l) 6= 0 ⇒ |ω · l +m3(j′3 − j3)| ≥ c(|j|+ |j′|)2 . (5.6.86)

On the other hand, if j = j′, j ∈ Sc, the matrix (A1)jj(l) = 0, ∀l ∈ Zν , because (B1)jj(l) = 0 by
(5.6.82) (recall that 0 /∈ S). Hence (5.6.86) holds for all j, j′. By (5.6.81), (5.6.86), (5.6.82) we
deduce the first bound in (5.6.85). The Lipschitz bound follows similarly (use also |j − j′| ≤ CS).
(ii) follows by (5.6.81)-(5.6.82).

The previous lemma means that A = O(|∂x|−1). More precisely we deduce that

Lemma 5.6.9. |A1∂x|Lip(γ)
s + |∂xA1|Lip(γ)

s ≤ C(s).
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Proof. Recalling the definition of the (space-time) matrix norm in (3.1.15), since (A1)j2j1(l) = 0
outside the set of indices |l| ≤ 1, |j1 − j2| ≤ CS , we have

|∂xA1|2s =
∑

|l|≤1, |j|≤CS

(
sup

j1−j2=j
|j1||(A1)j2j1(l)|

)2
〈l, j〉2s ≤ C(s)

by Lemma 5.6.8. The estimates for |A1∂x|s and the Lipschitz bounds follow similarly.

It follows that the symplectic map Φ1 in (5.6.78) is invertible for ε small, with inverse

Φ−1
1 = exp(−εA1) = IH⊥S

+ εǍ1 , Ǎ1 :=
∑

n≥1

εn−1

n!
(−A1)n ,

|Ǎ1∂x|Lip(γ)
s + |∂xǍ1|Lip(γ)

s ≤ C(s) . (5.6.87)

Since A1 solves the homological equation (5.6.84), the ε-term in (5.6.79) is zero, and, with a
straightforward calculation, the ε2-term simplifies to B2 + 1

2 [B1, A1]. We obtain the Hamiltonian
operator

L4 := Φ−1
1 L3Φ1 = Π⊥S (Dω +m3∂xxx + d̃1∂x + ε2{B2 + 1

2 [B1, A1]}+ R̃4)Π⊥S (5.6.88)

R̃4 := (Φ−1
1 − I)Π⊥S [ε2(B2 + 1

2 [B1, A1]) + d̃1∂x] + Φ−1
1 Π⊥SR3 . (5.6.89)

We split A1 defined in (5.6.81), (5.6.82) into A1 = Ā1 + Ã1 where, for all j, j′ ∈ Sc, l ∈ Zν ,

(Ā1)j
′

j (l) :=
6j
√
ξj−j′

ω̄ · l + j′3 − j3
if ω̄ · l + j′3 − j3 6= 0, j − j′ ∈ S, l = `(j − j′), (5.6.90)

and (Ā1)j
′

j (l) := 0 otherwise. By Lemma 5.6.7, for all j, j′ ∈ Sc, l ∈ Zν , (Ā1)j
′

j (l) =
2
√
ξj−j′

j′(j′−j) if

j − j′ ∈ S, l = `(j − j′), and (Ā1)j
′

j (l) = 0 otherwise, namely (recall the definition of v̄ in (5.6.57))

Ā1h = 2Π⊥S [(∂−1
x v̄)(∂−1

x h)] , ∀h ∈ Hs
S⊥(Tν+1) . (5.6.91)

The difference is

(Ã1)j
′

j (l) = (A1 − Ā1)j
′

j (l) = −
6j
√
ξj−j′

{
(ω − ω̄) · l + (m3 − 1)(j′3 − j3)

}(
ω · l +m3(j′3 − j3)

)(
ω̄ · l + j′3 − j3

) (5.6.92)

for j, j′ ∈ Sc, j − j′ ∈ S, l = `(j − j′), and (Ã1)j
′

j (l) = 0 otherwise. Then, by (5.6.88),

L4 = Π⊥S
(
Dω +m3∂xxx + d̃1∂x + ε2T +R4

)
Π⊥S , (5.6.93)

where

T := B2 +
1
2

[B1, Ā1] , R4 :=
ε2

2
[B1, Ã1] + R̃4 . (5.6.94)

The operator T is Hamiltonian as B2, B1, Ā1 (the commutator of two Hamiltonian vector fields is
Hamiltonian).

Lemma 5.6.10. There is σ = σ(ν, τ) > 0 (possibly larger than in Lemma 5.6.6) such that

|R4|Lip(γ)
s ≤s ε5γ−1 + ε‖Iδ‖

Lip(γ)
s+σ , |∂iR4 [̂ı]|s ≤s ε

(
‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ

)
. (5.6.95)
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Proof. We first estimate [B1, Ã1] = (B1∂
−1
x )(∂xÃ1) − (Ã1∂x)(∂−1

x B1). By (5.6.92), |ω − ω̄| ≤
Cε2 (as ω ∈ Ωε in (5.3.2)) and (5.6.50), arguing as in Lemmata 5.6.8, 5.6.9, we deduce that
|Ã1∂x|Lip(γ)

s + |∂xÃ1|Lip(γ)
s ≤s ε2. By (5.6.77) the norm |B1∂

−1
x |

Lip(γ)
s + |∂−1

x B1|Lip(γ) ≤ C(s). Hence
ε2|[B1, Ã1]|Lip(γ)

s ≤s ε4. Finally (5.6.94), (5.6.89), (5.6.87), (5.6.80), (5.6.75), (5.6.76), and the
interpolation estimate (3.1.9) imply (5.6.95).

5.6.5 Linear Birkhoff normal form. Step 2

The goal of this Section is to remove the term ε2T from the operator L4 defined in (5.6.93). We
conjugate the Hamiltonian operator L4 via a symplectic map

Φ2 := exp(ε2A2) = IH⊥S
+ ε2A2 + ε4Â2 , Â2 :=

∑
k≥2

ε2(k−2)

k!
Ak2 (5.6.96)

where A2(ϕ) =
∑

j,j′∈Sc(A2)j
′

j (ϕ)hj′eijx is a Hamiltonian vector field. We compute

L4Φ2 − Φ2Π⊥S
(
Dω +m3∂xxx

)
Π⊥S = Π⊥S (ε2{DωA2 +m3[∂xxx, A2] + T}+ d̃1∂x + R̃5)Π⊥S , (5.6.97)

R̃5 := Π⊥S {ε4((DωÂ2) +m3[∂xxx, Â2]) + (d̃1∂x + ε2T )(Φ2 − I) +R4Φ2}Π⊥S . (5.6.98)

We define

(A2)j
′

j (l) := −
T j
′

j (l)
i(ω · l +m3(j′3 − j3))

if ω̄ ·l+j′3−j3 6= 0; (A2)j
′

j (l) := 0 otherwise. (5.6.99)

This definition is well posed. Indeed, by (5.6.94), (5.6.82), (5.6.90), (5.6.77), the matrix entries
T j
′

j (l) = 0 for all |j − j′| > 2CS , l ∈ Zν , where CS := max{|j| , j ∈ S}. Also T j
′

j (l) = 0 for all
j, j′ ∈ Sc, |l| > 2 (see also (5.6.100), (5.6.103), (5.6.104) below). Thus, arguing as in (5.6.83), if
ω̄ · l+ j′3 − j3 6= 0, then |ω · l+m3(j′3 − j3)| ≥ 1/2. The operator A2 is a Hamiltonian vector field
because T is Hamiltonian and by Remark 5.6.9.

Now we prove that the Birkhoff map Φ2 removes completely the term ε2T .

Lemma 5.6.11. Let j, j′ ∈ Sc. If ω̄ · l + j′3 − j3 = 0, then T j
′

j (l) = 0.

Proof. By (5.6.77), (5.6.91) we get B1Ā1h = −12∂x{v̄Π⊥S [(∂−1
x v̄)(∂−1

x h)]},

Ā1B1h = −12Π⊥S [(∂−1
x v̄)Π⊥S (v̄h)] , ∀h ∈ Hs

S⊥ ,

whence, recalling (5.6.57), for all j, j′ ∈ Sc, l ∈ Zν ,

([B1, Ā1])j
′

j (l) = 12i
∑

j1,j2∈S, j1+j2=j−j′
j′+j2∈Sc, `(j1)+`(j2)=l

jj1 − j′j2
j′j1j2

√
ξj1ξj2 , (5.6.100)

If ([B1, Ā1])j
′

j (l) 6= 0 there are j1, j2 ∈ S such that j1 + j2 = j − j′, j′ + j2 ∈ Sc, `(j1) + `(j2) = l.
Then

ω̄ · l + j′3 − j3 = ω̄ · `(j1) + ω̄ · `(j2) + j′3 − j3 (5.6.58)
= j3

1 + j3
2 + j′3 − j3 . (5.6.101)
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Thus, if ω̄ · l+j′3−j3 = 0, Lemma 5.1.2 implies (j1 +j2)(j1 +j′)(j2 +j′) = 0. Now j1 +j′, j2 +j′ 6= 0
because j1, j2 ∈ S, j′ ∈ Sc and S is symmetric. Hence j1 + j2 = 0, which implies j = j′ and l = 0
(the map ` in (5.6.58) is odd). In conclusion, if ω̄ · l + j′3 − j3 = 0, the only nonzero matrix entry
([B1, Ā1])j

′

j (l) is

([B1, Ā1])jj(0)
(5.6.100)

= 24i
∑

j2∈S, j2+j∈Sc
ξj2j

−1
2 . (5.6.102)

Now we consider B2 in (5.6.77). Split B2 = B1 +B2 +B3, where B1h := −6∂x{v̄ΠS [(∂−1
x v̄)∂−1

x h]},
B2h := −6∂x{hπ0[(∂−1

x v̄)2]}, B3h := 6π0{ΠS(v̄h)∂−1
x v̄}. Their Fourier matrix representation is

(B1)j
′

j (l) = 6ij
∑

j1,j2∈S, j1+j′∈S
j1+j2=j−j′, `(j1)+`(j2)=l

√
ξj1ξj2
j1j′

, (B2)j
′

j (l) = 6ij
∑

j1,j2∈S, j1+j2 6=0
j1+j2=j−j′, `(j1)+`(j2)=l

√
ξj1ξj2
j1j2

, (5.6.103)

(B3)j
′

j (l) = 6
∑

j1,j2∈S, j1+j′∈S
j1+j2=j−j′, `(j1)+`(j2)=l

√
ξj1ξj2
ij2

, j, j′ ∈ Sc, l ∈ Zν . (5.6.104)

We study the terms B1, B2, B3 separately. If (B1)j
′

j (l) 6= 0, there are j1, j2 ∈ S such that
j1 + j2 = j − j′, j1 + j′ ∈ S, l = `(j1) + `(j2) and (5.6.101) holds. Thus, if ω̄ · l + j′3 − j3 = 0,
Lemma 5.1.2 implies (j1 + j2)(j1 + j′)(j2 + j′) = 0, and, since j′ ∈ Sc and S is symmetric, the only
possibility is j1 + j2 = 0. Hence j = j′, l = 0. In conclusion, if ω̄ · l+ j′3− j3 = 0, the only nonzero
matrix element (B1)j

′

j (l) is

(B1)jj(0) = 6i
∑

j1∈S, j1+j∈S
ξj1j

−1
1 . (5.6.105)

By the same arguments, if (B2)j
′

j (l) 6= 0 and ω̄ · l+ j′3− j3 = 0 we find (j1 + j2)(j1 + j′)(j2 + j′) = 0,
which is impossible because also j1 + j2 6= 0. Finally, arguing as for B1, if ω̄ · l+ j′3 − j3 = 0, then
the only nonzero matrix element (B3)j

′

j (l) is

(B3)jj(0) = 6i
∑

j1∈S, j1+j∈S
ξj1j

−1
1 . (5.6.106)

From (5.6.102), (5.6.105), (5.6.106) we deduce that, if ω̄ · l + j′3 − j3 = 0, then the only non zero
elements (1

2 [B1, Ā1] +B1 +B3)j
′

j (l) must be for (l, j, j′) = (0, j, j). In this case, we get

1
2

([B1, Ā1])jj(0) + (B1)jj(0) + (B3)jj(0) = 12i
∑
j1∈S

j1+j∈Sc

ξj1
j1

+ 12i
∑
j1∈S
j1+j∈S

ξj1
j1

= 12i
∑
j1∈S

ξj1
j1

= 0 (5.6.107)

because the case j1 + j = 0 is impossible (j1 ∈ S, j′ ∈ Sc and S is symmetric), and the function
S 3 j1 → ξj1/j1 ∈ R is odd. The lemma follows by (5.6.94), (5.6.107).

The choice of A2 in (5.6.99) and Lemma 5.6.11 imply that

Π⊥S
(
DωA2 +m3[∂xxx, A2] + T

)
Π⊥S = 0 . (5.6.108)

Lemma 5.6.12. |∂xA2|Lip(γ)
s + |A2∂x|Lip(γ)

s ≤ C(s).
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Proof. First we prove that the diagonal elements T jj (l) = 0 for all l ∈ Zν . For l = 0, we have
already proved that T jj (0) = 0 (apply Lemma 5.6.11 with j = j′, l = 0). Moreover, in each
term [B1, Ā1], B1, B2, B3 (see (5.6.100), (5.6.103), (5.6.104)) the sum is over j1 + j2 = j − j′,
l = `(j1) + `(j2). If j = j′, then j1 + j2 = 0, and l = 0. Thus T jj (l) = T jj (0) = 0. For the
off-diagonal terms j 6= j′ we argue as in Lemmata 5.6.8, 5.6.9, using that all the denominators
|ω · l +m3(j′3 − j3)| ≥ c(|j|+ |j′|)2.

For ε small, the map Φ2 in (5.6.96) is invertible and Φ2 = exp(−ε2A2). Therefore (5.6.97),
(5.6.108) imply

L5 := Φ−1
2 L4Φ2 = Π⊥S (Dω +m3∂xxx + d̃1∂x +R5)Π⊥S , (5.6.109)

R5 := (Φ−1
2 − I)Π⊥S d̃1∂x + Φ−1

2 Π⊥S R̃5 . (5.6.110)

Since A2 is a Hamiltonian vector field, the map Φ2 is symplectic and so L5 is Hamiltonian.

Lemma 5.6.13. R5 satisfies the same estimates (5.6.95) as R4 (with a possibly larger σ).

Proof. Use (5.6.110), Lemma 5.6.12, (5.6.75), (5.6.98), (5.6.95) and the interpolation inequalities
(3.1.5), (3.1.9).

5.6.6 Descent method

The goal of this Section is to transform L5 in (5.6.109) so that the coefficient of ∂x becomes constant.
We conjugate L5 via a symplectic map of the form

S := exp(Π⊥S (w∂−1
x ))Π⊥S = Π⊥S

(
I + w∂−1

x

)
Π⊥S + Ŝ , Ŝ :=

∑
k≥2

1
k!

[Π⊥S (w∂−1
x )]kΠ⊥S , (5.6.111)

where w : Tν+1 → R is a function. Note that Π⊥S (w∂−1
x )Π⊥S is the Hamiltonian vector field generated

by −1
2

∫
Tw(∂−1

x h)2 dx, h ∈ H⊥S . Recalling (4.1.50), we calculate

L5S − SΠ⊥S (Dω +m3∂xxx +m1∂x)Π⊥S = Π⊥S (3m3wx + d̃1 −m1)∂xΠ⊥S + R̃6 , (5.6.112)

R̃6 := Π⊥S {(3m3wxx + d̃1Π⊥Sw −m1w)π0 + ((Dωw) +m3wxxx + d̃1Π⊥Swx)∂−1
x + (DωŜ)

+m3[∂xxx, Ŝ] + d̃1∂xŜ −m1Ŝ∂x +R5S}Π⊥S

where R̃6 collects all the terms of order at most ∂0
x. By Remark 5.6.7, we solve 3m3wx+ d̃1−m1 = 0

by choosing w := −(3m3)−1∂−1
x (d̃1−m1). For ε small, the operator S is invertible and, by (5.6.112),

L6 := S−1L5S = Π⊥S (Dω +m3∂xxx +m1∂x)Π⊥S +R6 , R6 := S−1R̃6 . (5.6.113)

Since S is symplectic, L6 is Hamiltonian (recall Definition 3.3.1).

Lemma 5.6.14. There is σ = σ(ν, τ) > 0 (possibly larger than in Lemma 5.6.13) such that

|S±1 − I|Lip(γ)
s ≤s ε5γ−1 + ε‖Iδ‖

Lip(γ)
s+σ , |∂iS±1 [̂ı]|s ≤s ε(‖̂ı‖s+σ + ‖Iδ‖s+σ‖̂ı‖s0+σ).

The remainder R6 satisfies the same estimates (5.6.95) as R4.

Proof. By (5.6.75),(5.6.73),(5.6.50), ‖w‖Lip(γ)
s ≤s ε5γ−1 + ε‖Iδ‖

Lip(γ)
s+σ , and the lemma follows by

(5.6.111). Since Ŝ = O(∂−2
x ) the commutator [∂xxx, Ŝ] = O(∂0

x) and |[∂xxx, Ŝ]|Lip(γ)
s ≤s ‖w‖Lip(γ)

s0+3 ‖w‖
Lip(γ)
s+3 .
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5.6.7 KAM reducibility and inversion of Lω
The coefficients m3,m1 of the operator L6 in (5.6.113) are constants, and the remainder R6 is a
bounded operator of order ∂0

x with small matrix decay norm, see (5.6.116). Then we can diagonalize
L6 by applying the iterative KAM reducibility Theorem 4.2.2 along the sequence of scales

Nn := Nχn

0 , n = 0, 1, 2, . . . , χ := 3/2, N0 > 0 . (5.6.114)

In Section 5.7, the initial N0 will (slightly) increase to infinity as ε→ 0, see (5.7.5). The required
smallness condition (4.2.14) (written in the present notations) is

NC0
0 |R6|Lip(γ)

s0+β γ
−1 ≤ 1 (5.6.115)

where β := 7τ + 6 (see (4.2.1)), τ is the diophantine exponent in (5.3.4) and (5.6.120), and the
constant C0 := C0(τ, ν) > 0 is fixed in Theorem 4.2.2. By Lemma 5.6.14, the remainder R6 satisfies
the bound (5.6.95), and using (5.5.8) we get (recall (5.3.10))

|R6|Lip(γ)
s0+β ≤ Cε

7−2bγ−1 = Cε3−2a, |R6|Lip(γ)
s0+β γ

−1 ≤ Cε1−3a . (5.6.116)

We use that µ in (5.5.8) is assumed to satisfy µ ≥ σ + β where σ := σ(τ, ν) is given in Lemma
5.6.14.

Theorem 5.6.1. (Reducibility) Assume that ω 7→ iδ(ω) is a Lipschitz function defined on some
subset Ωo ⊂ Ωε (recall (5.3.2)), satisfying (5.5.8) with µ ≥ σ + β where σ := σ(τ, ν) is given in
Lemma 5.6.14 and β := 7τ + 6. Then there exists δ0 ∈ (0, 1) such that, if

NC0
0 ε7−2bγ−2 = NC0

0 ε1−3a ≤ δ0 , γ := ε2+a , a ∈ (0, 1/6) , (5.6.117)

then:
(i) (Eigenvalues). For all ω ∈ Ωε there exists a sequence

µ∞j (ω) := µ∞j (ω, iδ(ω)) := i
(
− m̃3(ω)j3 + m̃1(ω)j

)
+ r∞j (ω), j ∈ Sc , (5.6.118)

where m̃3, m̃1 coincide with the coefficients m3,m1 of L6 in (5.6.113) for all ω ∈ Ωo, and

|m̃3 − 1|Lip(γ) + |m̃1|Lip(γ) ≤ Cε4 , |r∞j |Lip(γ) ≤ Cε3−2a , ∀j ∈ Sc , (5.6.119)

for some C > 0. All the eigenvalues µ∞j are purely imaginary. We define, for convenience,
µ∞0 (ω) := 0.

(ii) (Conjugacy). For all ω in the set

Ω2γ
∞ := Ω2γ

∞(iδ) :=
{
ω ∈ Ωo : |iω · l + µ∞j (ω)− µ∞k (ω)| ≥ 2γ|j3 − k3|

〈l〉τ
,

∀l ∈ Zν , j, k ∈ Sc ∪ {0}
}

(5.6.120)

there is a real, bounded, invertible linear operator Φ∞(ω) : Hs
S⊥

(Tν+1)→ Hs
S⊥

(Tν+1), with bounded
inverse Φ−1

∞ (ω), that conjugates L6 in (5.6.113) to constant coefficients, namely

L∞(ω) := Φ−1
∞ (ω) ◦ L6(ω) ◦ Φ∞(ω) = ω · ∂ϕ +D∞(ω), D∞(ω) := diagj∈Sc{µ∞j (ω)} . (5.6.121)
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The transformations Φ∞,Φ−1
∞ are close to the identity in matrix decay norm, with

|Φ∞ − I|Lip(γ)

s,Ω2γ
∞

+ |Φ−1
∞ − I|

Lip(γ)

s,Ω2γ
∞
≤s ε5γ−2 + εγ−1‖Iδ‖

Lip(γ)
s+σ . (5.6.122)

Moreover Φ∞,Φ−1
∞ are symplectic, and L∞ is a Hamiltonian operator.

Proof. The proof is the same as the one of Theorem 4.2.1, which is based on Theorem 4.2.2,
Corollaries 4.2.1, 4.2.34, and Lemmata 4.2.1, 4.2.2. A difference is that here ω ∈ Rν , for the
forced Airy equation, the parameter λ ∈ R is one-dimensional. The proof is the same because
Kirszbraun’s Theorem on Lipschitz extension of functions also holds in Rν (see, e.g., Lemma A.2 in
[65]). The bound (5.6.122) follows by Corollary 4.2.1 and the estimate of R6 in Lemma 5.6.14. We
also use the estimates (5.6.50), (5.6.73) for ∂im3, ∂im1. Another difference is that here the sites
j ∈ Sc ⊂ Z \ {0} unlike in Chapter 4 where j ∈ Z. We have defined µ∞0 := 0 so that also the first
Melnikov conditions (5.6.123) are included in the definition of Ω2γ

∞ .

Remark 5.6.10. Theorem 4.2.2 also provides the Lipschitz dependence of the (approximate) eigen-
values µnj with respect to the unknown i0(ϕ), which is used for the measure estimate Lemma 5.7.2.

All the parameters ω ∈ Ω2γ
∞ satisfy (specialize (5.6.120) for k = 0)

|iω · l + µ∞j (ω)| ≥ 2γ|j|3〈l〉−τ , ∀l ∈ Zν , j ∈ Sc, (5.6.123)

and the diagonal operator L∞ is invertible.
In the following theorem we finally verify the inversion assumption (5.4.46) for Lω.

Theorem 5.6.2. (Inversion of Lω) Assume the hypotheses of Theorem 5.6.1 and (5.6.117).
Then there exists σ1 := σ1(τ, ν) > 0 such that, ∀ω ∈ Ω2γ

∞(iδ) (see (5.6.120)), for any function
g ∈ Hs+σ1

S⊥
(Tν+1) the equation Lωh = g has a solution h = L−1

ω g ∈ Hs
S⊥

(Tν+1), satisfying

‖L−1
ω g‖Lip(γ)

s ≤s γ−1
(
‖g‖Lip(γ)

s+σ1
+ εγ−1‖Iδ‖

Lip(γ)
s+σ1

‖g‖Lip(γ)
s0

)
(5.6.124)

≤s γ−1
(
‖g‖Lip(γ)

s+σ1
+ εγ−1

{
‖I0‖Lip(γ)

s+σ1+σ + γ−1‖I0‖Lip(γ)
s0+σ ‖Z‖

Lip(γ)
s+σ1+σ

}
‖g‖Lip(γ)

s0

)
.

Proof. Collecting Theorem 5.6.1 with the results of Sections 5.6.1-5.6.6, we have obtained the
(semi)-conjugation of the operator Lω (defined in (5.5.34)) to L∞ (defined in (5.6.121)), namely

Lω =M1L∞M−1
2 , M1 := ΦBρT Φ1Φ2SΦ∞, M2 := ΦBT Φ1Φ2SΦ∞ , (5.6.125)

where ρ means the multiplication operator by the function ρ defined in (5.6.41). By (5.6.123) and
Lemma 4.2.7 we deduce that ‖L−1

∞ g‖Lip(γ)
s ≤s γ−1‖g‖Lip(γ)

s+2τ+1. In order to estimate M2,M−1
1 , we

recall that the composition of tame maps is tame, see Lemma A.0.11. Now, Φ,Φ−1 are estimated in
Lemma 5.6.3, B,B−1 and ρ in Lemma 5.6.4, T , T −1 in Lemma 5.6.6. The decay norms |Φ1|Lip(γ)

s ,
|Φ−1

1 |
Lip(γ)
s , |Φ2|Lip(γ)

s , |Φ−1
2 |

Lip(γ)
s ≤ C(s) by Lemmata 5.6.9, 5.6.12. The decay norm of S,S−1 is

estimated in Lemma 5.6.14, and Φ∞,Φ−1
∞ in (5.6.122). The decay norm controls the Sobolev norm

by (3.1.11). Thus, by (5.6.125),

‖M2h‖Lip(γ)
s + ‖M−1

1 h‖Lip(γ)
s ≤s ‖h‖Lip(γ)

s+3 + εγ−1‖Iδ‖
Lip(γ)
s+σ+3‖h‖

Lip(γ)
s0 ,

and (5.6.124) follows. The last inequality in (5.6.124) follows by (5.4.17) and (5.4.4).
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5.7 The Nash-Moser nonlinear iteration

In this Section we prove Theorem 5.3.1. It will be a consequence of the Nash-Moser Theorem 5.7.1
below.

Consider the finite-dimensional subspaces

En :=
{
I(ϕ) = (Θ, y, z)(ϕ) : Θ = ΠnΘ, y = Πny, z = Πnz

}
where Nn := Nχn

0 are introduced in (5.6.114), and Πn are the projectors (which, with a small abuse
of notation, we denote with the same symbol)

ΠnΘ(ϕ) :=
∑
|l|<Nn

Θle
il·ϕ, Πny(ϕ) :=

∑
|l|<Nn

yle
il·ϕ, where Θ(ϕ) =

∑
l∈Zν

Θle
il·ϕ, y(ϕ) =

∑
l∈Zν

yle
il·ϕ,

Πnz(ϕ, x) :=
∑

|(l,j)|<Nn

zlje
i(l·ϕ+jx), where z(ϕ, x) =

∑
l∈Zν ,j∈Sc

zlje
i(l·ϕ+jx). (5.7.1)

We define Π⊥n := I −Πn. The classical smoothing properties hold: for all α, s ≥ 0,

‖ΠnI‖Lip(γ)
s+α ≤ Nα

n ‖I‖Lip(γ)
s , ∀I(ω) ∈ Hs , ‖Π⊥n I‖Lip(γ)

s ≤ N−αn ‖I‖
Lip(γ)
s+α , ∀I(ω) ∈ Hs+α . (5.7.2)

We define the constants

µ1 := 3µ+ 9 , α := 3µ1 + 1 , α1 := (α− 3µ)/2 , (5.7.3)

κ := 3
(
µ1 + ρ−1

)
+ 1 , β1 := 6µ1 + 3ρ−1 + 3 , 0 < ρ <

1− 3a
C1(1 + a)

, (5.7.4)

where µ := µ(τ, ν) is the “loss of regularity” defined in Theorem 5.4.1 (see (5.4.54)) and C1 is fixed
below.

Theorem 5.7.1. (Nash-Moser) Assume that f ∈ Cq with q > S := s0 + β1 + µ + 3. Let
τ ≥ ν + 2. Then there exist C1 > max{µ1 + α,C0} (where C0 := C0(τ, ν) is the one in Theorem
5.6.1), δ0 := δ0(τ, ν) > 0 such that, if

NC1
0 εb∗+1γ−2 < δ0 , γ := ε2+a = ε2b , N0 := (εγ−1)ρ , b∗ := 6− 2b , (5.7.5)

then, for all n ≥ 0:

(P1)n there exists a function (In, ζn) : Gn ⊆ Ωε → En−1 × Rν , ω 7→ (In(ω), ζn(ω)), (I0, ζ0) := 0,
E−1 := {0}, satisfying |ζn|Lip(γ) ≤ C‖F(Un)‖Lip(γ)

s0 ,

‖In‖Lip(γ)
s0+µ ≤ C∗εb∗γ−1 , ‖F(Un)‖Lip(γ)

s0+µ+3 ≤ C∗ε
b∗ , (5.7.6)

where Un := (in, ζn) with in(ϕ) = (ϕ, 0, 0) + In(ϕ). The sets Gn are defined inductively by:

G0 :=
{
ω ∈ Ωε : |ω · l| ≥ 2γ〈l〉−τ , ∀l ∈ Zν \ {0}

}
,

Gn+1 :=
{
ω ∈ Gn : |iω·l+µ∞j (in)−µ∞k (in)| ≥ 2γn|j3 − k3|

〈l〉τ
, ∀j, k ∈ Sc∪{0}, l ∈ Zν

}
, (5.7.7)

where γn := γ(1+2−n) and µ∞j (ω) := µ∞j (ω, in(ω)) are defined in (5.6.118) (and µ∞0 (ω) = 0).

The differences În := In − In−1 (where we set Î0 := 0) is defined on Gn, and satisfy

‖Î1‖Lip(γ)
s0+µ ≤ C∗εb∗γ−1 , ‖În‖Lip(γ)

s0+µ ≤ C∗εb∗γ−1N−α1
n−1 , ∀n > 1 . (5.7.8)
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(P2)n ‖F(Un)‖Lip(γ)
s0 ≤ C∗εb∗N−αn−1 where we set N−1 := 1.

(P3)n (High norms). ‖In‖Lip(γ)
s0+β1

≤ C∗εb∗γ−1Nκ
n−1 and ‖F(Un)‖Lip(γ)

s0+β1
≤ C∗εb∗Nκ

n−1.

(P4)n (Measure). The measure of the “Cantor-like” sets Gn satisfies

|Ωε \ G0| ≤ C∗ε2(ν−1)γ ,
∣∣Gn \ Gn+1

∣∣ ≤ C∗ε2(ν−1)γN−1
n−1 . (5.7.9)

All the Lip norms are defined on Gn, namely ‖ ‖Lip(γ)
s = ‖ ‖Lip(γ)

s,Gn .

Proof. To simplify notations, in this proof we denote ‖ ‖Lip(γ) by ‖ ‖. We first prove (P1, 2, 3)n.

Step 1: Proof of (P1, 2, 3)0. Recalling (5.3.6) we have ‖F(U0)‖s = ‖F(ϕ, 0, 0, 0)‖s = ‖XP (ϕ, 0, 0)‖s ≤s
ε6−2b by (5.3.15). Hence (recall that b∗ = 6 − 2b) the smallness conditions in (P1)0-(P3)0 hold
taking C∗ := C∗(s0 + β1) large enough.

Step 2: Assume that (P1, 2, 3)n hold for some n ≥ 0, and prove (P1, 2, 3)n+1. By (5.7.5) and
(5.7.4),

NC1
0 εb∗+1γ−2 = NC1

0 ε1−3a = ε1−3a−ρC1(1+a) < δ0

for ε small enough, and the smallness condition (5.6.117) holds. Moreover (5.7.6) imply (5.4.4)
(and so (5.5.8)) and Theorem 5.6.2 applies. Hence the operator Lω := Lω(ω, in(ω)) defined in
(5.4.45) is invertible for all ω ∈ Gn+1 and the last estimate in (5.6.124) holds. This means that the
assumption (5.4.46) of Theorem 5.4.1 is verified with Ω∞ = Gn+1. By Theorem 5.4.1 there exists
an approximate inverse Tn(ω) := T0(ω, in(ω)) of the linearized operator Ln(ω) := di,ζF(ω, in(ω)),
satisfying (5.4.54). Thus, using also (5.7.5), (5.7.2), (5.7.6),

‖Tng‖s ≤s γ−1
(
‖g‖s+µ + εγ−1{‖In‖s+µ + γ−1‖In‖s0+µ‖F(Un)‖s+µ}‖g‖s0+µ

)
(5.7.10)

‖Tng‖s0 ≤s0 γ−1‖g‖s0+µ (5.7.11)

and, by (5.4.55), using also (5.7.6), (5.7.5), (5.7.2),

‖
(
Ln ◦Tn − I

)
g‖s ≤s γ−1

(
‖F(Un)‖s0+µ‖g‖s+µ + ‖F(Un)‖s+µ‖g‖s0+µ

+ εγ−1‖In‖s+µ‖F(Un)‖s0+µ‖g‖s0+µ

)
, (5.7.12)

‖
(
Ln ◦Tn − I

)
g‖s0 ≤s0 γ−1‖F(Un)‖s0+µ‖g‖s0+µ

≤s0 γ−1
(
‖ΠnF(Un)‖s0+µ + ‖Π⊥nF(Un)‖s0+µ

)
‖g‖s0+µ

≤s0 Nµ
nγ
−1
(
‖F(Un)‖s0 +N−β1

n ‖F(Un)‖s0+β1

)
‖g‖s0+µ . (5.7.13)

Then, for all ω ∈ Gn+1, n ≥ 0, we define

Un+1 := Un +Hn+1 , Hn+1 := (În+1, ζ̂n+1) := −Π̃nTnΠnF(Un) ∈ En × Rν , (5.7.14)

where Π̃n(I, ζ) := (ΠnI, ζ) with Πn in (5.7.1). Since Ln := di,ζF(in), we write F(Un+1) = F(Un)+
LnHn+1 +Qn, where

Qn := Q(Un, Hn+1) , Q(Un, H) := F(Un +H)−F(Un)− LnH , H ∈ En × Rν . (5.7.15)
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Then, by the definition of Hn+1 in (5.7.14), and writing Π̃⊥n (I, ζ) := (Π⊥n I, 0), we have

F(Un+1) = F(Un)− LnΠ̃nTnΠnF(Un) +Qn = F(Un)− LnTnΠnF(Un) + LnΠ̃⊥nTnΠnF(Un) +Qn

= F(Un)−ΠnLnTnΠnF(Un) + (LnΠ̃⊥n −Π⊥nLn)TnΠnF(Un) +Qn

= Π⊥nF(Un) +Rn +Qn +Q′n (5.7.16)

where

Rn := (LnΠ̃⊥n −Π⊥nLn)TnΠnF(Un) , Q′n := −Πn(LnTn − I)ΠnF(Un) . (5.7.17)

Lemma 5.7.1. Define

wn := εγ−2‖F(Un)‖s0 , Bn := εγ−1‖In‖s0+β1 + εγ−2‖F(Un)‖s0+β1 . (5.7.18)

Then there exists K := K(s0, β1) > 0 such that, for all n ≥ 0, setting µ1 := 3µ+ 9 (see (5.7.3)),

wn+1 ≤ KN
µ1+ 1

ρ
−β1

n Bn +KNµ1
n w2

n , Bn+1 ≤ KN
µ1+ 1

ρ
n Bn . (5.7.19)

Proof. We estimate separately the terms Qn in (5.7.15) and Q′n, Rn in (5.7.17).

Estimate of Qn. By (5.7.15), (5.3.6), (5.3.20) and (5.7.6), (5.7.2), we have the quadratic estimates

‖Q(Un, H)‖s ≤s ε
(
‖Î‖s+3‖Î‖s0+3 + ‖In‖s+3‖Î‖2s0+3

)
(5.7.20)

‖Q(Un, H)‖s0 ≤s0 εN6
n‖Î‖2s0 , ∀Î ∈ En . (5.7.21)

Now by the definition of Hn+1 in (5.7.14) and (5.7.2), (5.7.10), (5.7.11), (5.7.6), we get

‖În+1‖s0+β1 ≤s0+β1 N
µ
n

(
γ−1‖F(Un)‖s0+β1 + εγ−2‖F(Un)‖s0+µ{‖In‖s0+β1 + γ−1‖F(Un)‖s0+β1}

)
≤s0+β N

µ
n

(
γ−1‖F(Un)‖s0+β1 + ‖In‖s0+β1

)
, (5.7.22)

‖În+1‖s0 ≤s0 γ−1Nµ
n ‖F(Un)‖s0 . (5.7.23)

Then the term Qn in (5.7.15) satisfies, by (5.7.20), (5.7.21), (5.7.22), (5.7.23), (5.7.5), (5.7.6),
(P2)n, (5.7.3),

‖Qn‖s0+β1 ≤s0+β1 N
2µ+9
n γ

(
γ−1‖F(Un)‖s0+β1 + ‖In‖s0+β1

)
, (5.7.24)

‖Qn‖s0 ≤s0 N2µ+6
n εγ−2‖F(Un)‖2s0 . (5.7.25)

Estimate of Q′n. The bounds (5.7.12), (5.7.13), (5.7.2), (5.7.3), (5.7.6) imply

‖Q′n‖s0+β1 ≤s0+β1 N
2µ
n

(
‖F(Un)‖s0+β1 + ‖In‖s0+β1‖F(Un)‖s0

)
, (5.7.26)

‖Q′n‖s0 ≤s0 γ−1N2µ
n

(
‖F(Un)‖s0 +N−β1

n ‖F(Un)‖s0+β1

)
‖F(Un)‖s0 . (5.7.27)

Estimate of Rn. For H := (Î, ζ̂) we have (LnΠ̃⊥n − Π⊥nLn)H = [D̄n,Π⊥n ]Î = [Πn, D̄n]Î where
D̄n := diXHε(in) + (0, 0, ∂xxx). Thus Lemma 5.3.1, (5.7.6), (5.7.2) and (5.3.19) imply

‖(LnΠ̃⊥n −Π⊥nLn)H‖s0 ≤s0+β1 εN
−β1+µ+3
n

(
‖Î‖s0+β1−µ + ‖In‖s0+β1−µ‖Î‖s0+3

)
, (5.7.28)

‖(LnΠ̃⊥n −Π⊥nLn)H‖s0+β1 ≤s εNµ+3
n

(
‖Î‖s0+β1−µ + ‖In‖s0+β1−µ‖Î‖s0+3

)
. (5.7.29)
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Hence, applying (5.7.10), (5.7.28), (5.7.29), (5.7.5), (5.7.6), (5.7.2), the term Rn defined in (5.7.17)
satisfies

‖Rn‖s0 ≤s0+β1 N
µ+6−β1
n (εγ−1‖F(Un)‖s0+β1 + ε‖In‖s0+β1) , (5.7.30)

‖Rn‖s0+β1 ≤s0+β1 N
µ+6
n (εγ−1‖F(Un)‖s0+β1 + ε‖In‖s0+β1) . (5.7.31)

Estimate of F(Un+1). By (5.7.16) and (5.7.24), (5.7.25), (5.7.26), (5.7.27), (5.7.30), (5.7.31), (5.7.5),
(5.7.6), we get

‖F(Un+1)‖s0 ≤s0+β1 N
µ1−β1
n (εγ−1‖F(Un)‖s0+β1 + ε‖In‖s0+β1) +Nµ1

n εγ−2‖F(Un)‖2s0 , (5.7.32)

‖F(Un+1)‖s0+β1 ≤s0+β1 N
µ1
n (εγ−1‖F(Un)‖s0+β1 + ε‖In‖s0+β1) , (5.7.33)

where µ1 := 3µ+ 9.
Estimate of In+1. Using (5.7.22) the term In+1 = In + În+1 is bounded by

‖In+1‖s0+β1 ≤s0+β1 N
µ
n (‖In‖s0+β1 + γ−1‖F(Un)‖s0+β1) . (5.7.34)

Finally, recalling (5.7.18), the inequalities (5.7.19) follow by (5.7.32)-(5.7.34), (5.7.6) and εγ−1 =
N

1/ρ
0 ≤ N1/ρ

n .

Proof of (P3)n+1. By (5.7.19) and (P3)n,

Bn+1 ≤ KN
µ1+ 1

ρ
n Bn ≤ 2C∗Kεb∗+1γ−2N

µ1+ 1
ρ

n Nκ
n−1 ≤ C∗εb∗+1γ−2Nκ

n , (5.7.35)

provided 2KN
µ1+ 1

ρ
−κ

n Nκ
n−1 ≤ 1, ∀n ≥ 0. This inequality holds by (5.7.4), taking N0 large enough

(i.e ε small enough). By (5.7.18), the bound Bn+1 ≤ C∗εb∗+1γ−2Nκ
n implies (P3)n+1.

Proof of (P2)n+1. Using (5.7.19), (5.7.18) and (P2)n, (P3)n, we get

wn+1 ≤ KN
µ1+ 1

ρ
−β1

n Bn +KNµ1
n w2

n ≤ KN
µ1+ 1

ρ
−β1

n 2C∗εb∗+1γ−2Nκ
n−1 +KNµ1

n (C∗εb∗+1γ−2N−αn−1)2

which is ≤ C∗εb∗+1γ−2N−αn provided that

4KN
µ1+ 1

ρ
−β1+α

n Nκ
n−1 ≤ 1, 2KC∗εb∗+1γ−2Nµ1+α

n N−2α
n−1 ≤ 1 , ∀n ≥ 0. (5.7.36)

The inequalities in (5.7.36) hold by (5.7.3)-(5.7.4), (5.7.5), C1 > µ1 + α, taking δ0 in (5.7.5) small
enough. By (5.7.18), the inequality wn+1 ≤ C∗εb∗+1γ−2N−αn implies (P2)n+1.

Proof of (P1)n+1. The bound (5.7.8) for Î1 follows by (5.7.14), (5.7.10) (for s = s0 + µ) and
‖F(U0)‖s0+2µ = ‖F(ϕ, 0, 0, 0)‖s0+2µ ≤s0+2µ εb∗ . The bound (5.7.8) for În+1 follows by (5.7.2),
(5.7.23), (P2)n, (5.7.3). It remains to prove that (5.7.6) holds at the step n+ 1. We have

‖In+1‖s0+µ ≤
∑n+1

k=1
‖Îk‖s0+µ ≤ C∗εb∗γ−1

∑
k≥1

N−α1
k−1 ≤ C∗ε

b∗γ−1 (5.7.37)

for N0 large enough, i.e. ε small. Moreover, using (5.7.2), (P2)n+1, (P3)n+1, (5.7.3), we get

‖F(Un+1)‖s0+µ+3 ≤ Nµ+3
n ‖F(Un+1)‖s0 +Nµ+3−β1

n ‖F(Un+1)‖s0+β1

≤ C∗εb∗Nµ+3−α
n + C∗ε

b∗Nµ+3−β1+κ
n ≤ C∗εb∗ ,
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which is the second inequality in (5.7.6) at the step n+1. The bound |ζn+1|Lip(γ) ≤ C‖F(Un+1)‖Lip(γ)
s0

is a consequence of Lemma 5.4.1 (it is not inductive).

Step 3: Prove (P4)n for all n ≥ 0. For all n ≥ 0,

Gn \ Gn+1 =
⋃

l∈Zν , j,k∈Sc∪{0}

Rljk(in) (5.7.38)

where

Rljk(in) :=
{
ω ∈ Gn : |iω · l + µ∞j (in)− µ∞k (in)| < 2γn|j3 − k3| 〈l〉−τ

}
. (5.7.39)

Notice that Rljk(in) = ∅ if j = k, so that we suppose in the sequel that j 6= k.

Lemma 5.7.2. For all n ≥ 1, |l| ≤ Nn−1, the set Rljk(in) ⊆ Rljk(in−1).

Proof. Like Lemma 4.3.2 (with ω in the role of λω̄, and Nn−1 instead of Nn).

By definition, Rljk(in) ⊆ Gn (see (5.7.39)) and Lemma 5.7.2 implies that, for all n ≥ 1, |l| ≤
Nn−1, the set Rljk(in) ⊆ Rljk(in−1). On the other hand Rljk(in−1) ∩ Gn = ∅ (see (5.7.7)). As a
consequence, for all |l| ≤ Nn−1, Rljk(in) = ∅ and, by (5.7.38),

Gn \ Gn+1 ⊆
⋃

|l|>Nn−1, j,k∈Sc∪{0}

Rljk(in) ∀n ≥ 1. (5.7.40)

Lemma 5.7.3. Let n ≥ 0. If Rljk(in) 6= ∅ then |l| ≥ C|j3 − k3| ≥ 1
2C(j2 + k2) for some C > 0.

Proof. Like Lemma 4.3.3. The only difference is that ω is not constrained to a fixed direction. Note
also that |j3 − k3| ≥ (j2 + k2)/2, ∀j 6= k.

Lemma 5.7.4. For all n ≥ 0, the measure |Rljk(in)| ≤ Cε2(ν−1)γ〈l〉−τ .

Proof. Defining
φ(ω) := iω · l + µ∞j (ω)− µ∞k (ω) ,

where µ∞j (ω) := µ∞j (ω, in(ω)) for all j ∈ Sc, we can write

Rljk(in) =
{
ω ∈ Gn : |φ(ω)| < 2γn|j3 − k3|〈l〉−τ

}
.

Let us write
ω = l̂s+ v , l̂ :=

l

|l|
, v ∈ Rν , v · l = 0

and let us define
ψ(s) := φ(l̂s+ v) .

Using Lemma 5.7.3, the estimate (5.6.119), we get (for ε small enough)

|ψ(s1)− ψ(s2)| ≥ |l|
2
|s1 − s2| ,

which implies ∣∣∣{s : l̂s+ v ∈ Rljk(in)
}∣∣∣ ≤ Cγ〈l〉−τ .
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Hence by Fubini’s Theorem (using that Gn ⊆ Ωε for all n ≥ 0)

|Rljk(in)|l diam(Gn)ν−1γ〈l〉−τ l diam(Ωε)ν−1γ〈l〉−τ ≤ Cε2(ν−1)γ〈l〉−τ

and the lemma is proved.

By (5.7.38) and Lemmata 5.7.3, 5.7.4 we get

|G0 \ G1| ≤
∑

l∈Zν ,|j|,|k|≤C|l|1/2
|Rljk(i0)| ≤

∑
l∈Zν

Cε2(ν−1)γ

〈l〉τ−1
≤ C ′ε2(ν−1)γ .

For n ≥ 1, by (5.7.40),

|Gn \ Gn+1| ≤
∑

|l|>Nn−1,|j|,|k|≤C|l|1/2
|Rljk(in)| ≤

∑
|l|>Nn−1

Cε2(ν−1)γ

〈l〉τ−1
≤ C ′ε2(ν−1)γN−1

n−1

because τ ≥ ν + 2. The estimate |Ωε \ G0| ≤ Cε2(ν−1)γ is elementary. Thus (5.7.9) is proved.

Proof of Theorem 5.3.1 concluded. Theorem 5.7.1 implies that the sequence (In, ζn) is well
defined for ω ∈ G∞ := ∩n≥0Gn, that In is a Cauchy sequence in ‖ ‖Lip(γ)

s0+µ,G∞ , see (5.7.8), and

|ζn|Lip(γ) → 0. Therefore In converges to a limit I∞ in norm ‖ ‖Lip(γ)
s0+µ,G∞ and, by (P2)n, for all

ω ∈ G∞, i∞(ϕ) := (ϕ, 0, 0) + I∞(ϕ), is a solution of

F(i∞, 0) = 0 with ‖I∞‖Lip(γ)
s0+µ,G∞ ≤ Cε

6−2bγ−1

by (5.7.6) (recall that b∗ := 6−2b). Therefore ϕ 7→ i∞(ϕ) is an invariant torus for the Hamiltonian
vector field XHε (see (5.3.5)). By (5.7.9),

|Ωε \ G∞| ≤ |Ωε \ G0|+
∑
n≥0

|Gn \ Gn+1| ≤ 2C∗ε2(ν−1)γ + C∗ε
2(ν−1)γ

∑
n≥1

N−1
n−1 ≤ Cε

2(ν−1)γ .

The set Ωε in (5.3.2) has measure |Ωε| = O(ε2ν). Hence |Ωε \ G∞|/|Ωε| → 0 as ε → 0 because
γ = o(ε2), and therefore the measure of Cε := G∞ satisfies (5.3.11).

In order to complete the proof of Theorem 5.3.1 we show the linear stability of the solution
i∞(ωt). By Section 5.4 the system obtained linearizing the Hamiltonian vector field XHε at a
quasi-periodic solution i∞(ωt) is conjugated to the linear Hamiltonian system

ψ̇ = K20(ωt)η +KT
11(ωt)w

η̇ = 0

ẇ − ∂xK02(ωt)w = ∂xK11(ωt)η

(5.7.41)

(recall that the torus i∞ is isotropic and the transformed nonlinear Hamiltonian system is (5.4.34)
where K00,K10,K01 = 0, see Remark 5.4.1). In Section 5.6 we have proved the reducibility of the
linear system ẇ − ∂xK02(ωt)w, conjugating the last equation in (5.7.41) to a diagonal system

v̇j + µ∞j vj = fj(ωt) , j ∈ Sc , µ∞j ∈ iR , (5.7.42)
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see (5.6.121), and f(ϕ, x) =
∑

j∈Sc fj(ϕ)eijx ∈ Hs
S⊥

(Tν+1). Thus (5.7.41) is stable. Indeed the
actions η(t) = η0 ∈ R, ∀t ∈ R. Moreover the solutions of the non-homogeneous equation (5.7.42)
are

vj(t) = cje
µ∞j t + ṽj(t) , where ṽj(t) :=

∑
l∈Zν

fjl e
iω·lt

iω · l + µ∞j

is a quasi-periodic solution (recall that the first Melnikov conditions (5.6.123) hold at a solution).
As a consequence (recall also µ∞j ∈ iR) the Sobolev norm of the solution of (5.7.42) with initial
condition v(0) =

∑
j∈Sc vj(0)eijx ∈ Hs0(T), s0 < s, does not increase in time.

Construction of the set S of tangential sites. We finally prove that, for any ν ≥ 1, the set S in
(1.3.7) satisfying (S1)-(S2) can be constructed inductively with only a finite number of restriction
at any step of the induction.

First, fix any integer ̄1 ≥ 1. Then the set J1 := {±̄1} trivially satisfies (S1)-(S2). Then,
assume that we have fixed n distinct positive integers ̄1, . . . , ̄n, n ≥ 1, such that the set Jn :=
{±̄1, . . . ,±̄n} satisfies (S1)-(S2). We describe how to choose another positive integer ̄n+1, which
is different from all j ∈ Jn, such that Jn+1 := Jn ∪ {±̄n+1} also satisfies (S1), (S2).

Let us begin with analyzing (S1). A set of 3 elements j1, j2, j3 ∈ Jn+1 can be of these types:
(i) all “old” elements j1, j2, j3 ∈ Jn; (ii) two “old” elements j1, j2 ∈ Jn and one “new” element
j3 = σ3̄n+1, σ3 = ±1; (iii) one “old” element j1 ∈ Jn and two “new” elements j2 = σ2̄n+1,
j3 = σ3̄n+1, with σ2, σ3 = ±1; (iv) all “new” elements ji = σi̄n+1, σi = ±1, i = 1, 2, 3.

In case (i), the sum j1 + j2 + j3 is nonzero by inductive assumption. In case (ii), j1 + j2 + j3 is
nonzero provided ̄n+1 /∈ {j1 + j2 : j1, j2 ∈ Jn}, which is a finite set. In case (iii), for σ2 + σ3 = 0
the sum j1 + j2 + j3 = j1 is trivially nonzero because 0 /∈ Jn, while, for σ2 + σ3 6= 0, the sum
j1 + j2 + j3 = j1 + (σ2 + σ3)̄n+1 6= 0 if ̄n+1 /∈ {1

2j : j ∈ Jn}, which is a finite set. In case (iv), the
sum j1 + j2 + j3 = (σ1 + σ2 + σ3)̄n+1 6= 0 because ̄n+1 ≥ 1 and σ1 + σ2 + σ3 ∈ {±1,±3}.

Now we study (S2) for the set Jn+1. Denote, in short, b := j3
1 + j3

2 + j3
3 + j3

4 − (j1 + j2 + j3 + j4)3.
A set of 4 elements j1, j2, j3, j4 ∈ Jn+1 can be of 5 types: (i) all “old” elements j1, j2, j3, j4 ∈ Jn;

(ii) three “old” elements j1, j2, j3 ∈ Jn and one “new” element j4 = σ4̄n+1, σ4 = ±1; (iii) two
“old” element j1, j2 ∈ Jn and two “new” elements j3 = σ3̄n+1, j4 = σ4̄n+1, with σ3, σ4 = ±1; (iv)
one “old” element j1 ∈ Jn and three “new” elements ji = σi̄n+1, σi = ±1, i = 2, 3, 4; (v) all “new”
elements ji = σi̄n+1, σi = ±1, i = 1, 2, 3, 4.

In case (i), b 6= 0 by inductive assumption.
In case (ii), assume that j1 + j2 + j3 + j4 6= 0, and calculate

b = −3(j1 + j2 + j3)̄2n+1 − 3(j1 + j2 + j3)2σ4̄n+1 + [j3
1 + j3

2 + j3
3 − (j1 + j2 + j3)3] =: pj1,j2,j3,σ4(̄n+1).

This is nonzero provided pj1,j2,j3,σ4(̄n+1) 6= 0 for all j1, j2, j3 ∈ Jn, σ4 = ±1. The polynomial
pj1,j2,j3,σ4 is never identically zero because either the leading coefficient −3(j1 + j2 + j3) 6= 0 (and,
if one uses (S3), this is always the case), or, if j1 + j2 + j3 = 0, then j3

1 + j3
2 + j3

3 6= 0 by (5.1.12)
(using also that 0 /∈ Jn).

In case (iii), assume that j1 + . . .+ j4 = j1 + j2 + (σ3 + σ4)̄n+1 6= 0, and calculate

b = −3α̄3n+1 − 3α2(j1 + j2)̄2n+1 − 3(j1 + j2)2α̄n+1 − j1j2(j1 + j2) =: qj1,j2,α(̄n+1),

142



where α := σ3 + σ4. We impose that qj1,j2,α(̄n+1) 6= 0 for all j1, j2 ∈ Jn, α ∈ {±2, 0}. The
polynomial qj1,j2,α is never identically zero because either the leading coefficient −3α 6= 0, or, for
α = 0, the constant term −j1j2(j1 + j2) 6= 0 (recall that 0 /∈ Jn and j1 + j2 + α̄n+1 6= 0).

In case (iv), assume that j1 + . . .+ j4 = j1 + α̄n+1 6= 0, where α := σ2 + σ3 + σ4 ∈ {±1,±3},
and calculate

b = α̄n+1rj1,α(̄n+1), rj1,α(x) := (1− α2)x2 − 3αj1x− 3j2
1 .

The polynomial rj1,α is never identically zero because j1 6= 0. We impose rj1,α(̄n+1) 6= 0 for all
j1 ∈ Jn, α ∈ {±1,±3}.

In case (v), assume that j1 + . . . + j4 = α̄n+1 6= 0, with α := σ1 + . . . + σ4 6= 0, and calculate
b = α(1− α2)̄3n+1. This is nonzero because ̄n+1 ≥ 1 and α ∈ {±2,±4}.

We have proved that, in choosing ̄n+1, there are only finitely many integers to avoid.
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Chapter 6

Quasi-linear perturbations of m-KdV

In this Chapter we describe how to prove Theorem 1.3.2 for the m-KdV equation (1.3.9). All the
details of the proof are given in [9]. The strategy is the same as the one developed in Chapter 5
to prove Theorem 1.3.1 for the KdV equation (1.3.1). We describe below the main differences. To
simplify notations we deal with the focusing m-KdV, namely the equation (1.3.9) with the sign +
in front of the term ∂x(u3). The arguments are analogous in the defocusing case (we look for small
amplitude solutions).

The Hamiltonian of the focusing perturbed m-KdV equation may be written as H = H2 +H4 +
H≥5, where

H2(u) :=
1
2

∫
T
u2
x dx , H3(u) := −1

4

∫
T
u4dx , H≥5(u) :=

∫
T
f(x, u, ux)dx , (6.0.1)

and f satisfies (1.3.10). According to the splitting (5.0.2) u = v + z, v ∈ HS , z ∈ H⊥S , the
Hamiltonian H4 becomes

H4 = −1
4

∫
T
v4dx−

∫
T
v3zdx− 3

2

∫
T
v2z2dx−

∫
T
vz3dx− 1

4

∫
T
z4dx . (6.0.2)

For the cubic nonlinearity it is sufficient to perform only one step of weak Birkhoff normal form in
order to remove-normalize the terms of H4 which are linear in z.

Theorem 6.0.2 (Birkhoff normal form). There exists an analytic invertible symplectic trans-
formation of the phase space Φ : H1

0 (T)→ H1
0 (T) of the form

Φ(u) = u+ Ψ(u) , Ψ(u) = ΠEΨ(ΠEu) , (6.0.3)

where E is a finite-dimensional space as in (5.1.3), such that the transformed Hamiltonian is

H := H ◦ Φ = H2 +H4 +H≥5 , (6.0.4)

with

H4 =
3
4

(∑
j∈S
|uj |4 −

∑
j,j′∈S

|uj |2|uj′ |2
)
− 3

2

∫
T
v2z2dx−

∫
T
v z3dx− 1

4

∫
T
z4dx . (6.0.5)

and H≥5 collects all the terms of order at least five in u.
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This theorem may be proved following the same method used for Proposition 5.1.1.

Remark 6.0.1. In the case in which the Hamiltonian density f does not depend on x, since ‖u‖2L2(T)

is a prime integral, the Hamiltonian system generated by H is equivalent to the Hamiltonian system
generated by

H + aG , a ∈ R where G(u) := ‖u‖2L2(T) :=
(∫

T
u2 dx

)2
,

hence we deal with the Hamiltonian H + aG. Choosing a = 3/4, the order 4 of the transformed
Hamiltonian under the Birkhoff map Φ becomes

H4 =
3
4

∑
j∈S
|uj |4 −

3
2

∫
T
v2z2dx+

3
2

(∫
T
v2dx

)(∫
T
z2dx

)
−
∫

T
z3vdx

−
∫

T

z4

4
dx+

3
4

(∫
T
z2dx

)2
. (6.0.6)

Introducing the action-angle variables (5.2.1) and after the rescaling (5.2.5), with b := 4/3, the
Hamiltonian H in (6.0.4) transforms into the Hamiltonian

Hε := α(ξ) · y +
1
2
(
N(θ)z, z

)
L2(T)

+ ε
7
3P (θ, y, z) ,

where the frequency-to-amplitude modulation is

α(ξ) := ω̄ + ε2Aξ , (6.0.7)

ω̄ is defined in (5.0.3) and A is the (ν × ν)-matrix

A := −3DSA0 , DS := diagj∈S+j , A0 := 2U − Id , (6.0.8)

denoting Id the identity matrix on Rν and U the (ν × ν)-matrix with all elements equal to 1. A
direct calculation shows that the matrix A is invertible with inverse

A−1 =
1
3
D−1
S −

2
3(2ν − 1)

UD−1
S . (6.0.9)

Remark 6.0.2. If the Hamiltonian density f does not depend on x, by (6.0.6) it turns out that
the matrix

A = 3DS

is diagonal, since the Birkhoff normal form restricted to the tangential sites S is diagonal.

We look for embedded invariant tori i : ϕ → i(ϕ) := (θ(ϕ), y(ϕ), z(ϕ)) for the Hamiltonian
vector field XHε filled by quasi-periodic solutions with diophantine frequency ω as in (5.3.4). We
require that the diophantine constant γ satisfies ε

7
3γ−1 � 1, so that we are reduced to study

perturbations of an isochronous system. In this case, it is convenient to introduce ξ as a variable
(see Remark 5.3.1) and to look for zeros of the nonlinear operator

F(i, ξ, ζ) := ω · ∂ϕi(ϕ)−XHε,ζ (i(ϕ), ξ, ζ) , Hε,ζ := Hε + ζ · θ . (6.0.10)

The unknowns of the problem are the embedded invariant torus i and ξ, ζ. The variable ζ has the
same role as in Chapter 5 and the variable ξ allows to control the average in the θ-component of
the linearized equation. The details of these approach are given in [22]. The existence of invariant
tori for the Hamiltonian vector field XHε is stated in the following theorem.
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Theorem 6.0.3. Let the tangential sites S in (1.3.7) satisfy (1.3.11). Then, for all ε ∈ (0, ε0),
where ε0 is small enough, there exists a Cantor-like set Cε ⊂ Ωε, with asympotically full measure
as ε→ 0, namely

lim
ε→0

|Cε|
|Ωε|

= 1 , (6.0.11)

such that, for all ω ∈ Cε, there exists

ξ∞(ω, ε) = ξ(ω, ε) +O(ε
1
3 ) , (6.0.12)

where ξ = ξ(ω, ε) is such that α(ξ) = ω, and a solution i∞(ϕ) := i∞(ω, ε)(ϕ) of Dωi∞(ϕ) −
XHε(i∞(ϕ), ξ∞) = 0. Hence the embedded torus ϕ 7→ i∞(ϕ) is invariant for the Hamiltonian vector
field XHε(·,ξ∞) and it is filled by quasi-periodic solutions with frequency ω. The torus i∞ satisfies

‖i∞(ϕ)− (ϕ, 0, 0)‖Lip(γ)
s0+µ = O(ε

7
3γ−1) (6.0.13)

for some µ := µ(ν) > 0. Moreover, the torus i∞ is linearly stable.

This Theorem may be deduced by a Nash-Moser scheme with approximate inverse in Sobolev
class. As we explained in Section 5.4, the problem of finding an approximate inverse for the
linearized operator

di,ξ,ζF(i0, ξ0, ζ0)[̂i, ξ̂, ζ̂] = ω · ∂ϕî− ∂i,ξXHε(i0, ξ0)[̂i, ξ̂] + (0, ζ̂, 0) ,

is reduced to invert the linearized operator in the normal directions Lω (see (5.4.45)).
Following the strategy of Section 5.5 one can prove that the linearized operator in the normal

directions has the form

Lω := Π⊥S
(
ω ·∂ϕh+ ∂xx(a1∂xh) + ε2∂x(V0(θ0(ϕ), x)h) + ∂x(a0h) + ∂xRh

)
, ∀h ∈ H⊥S , (6.0.14)

where
‖a1 − 1‖Lip(γ)

s0 , ‖a0‖Lip(γ)
s0 = O(ε

7
3 ) ,

R is a finite rank operator as in (5.5.2) satisfying |R|Lip(γ)
s0 = O(ε

7
3 ) and

V0(θ0(ϕ), x) := 3v2(θ0(ϕ), x) , v(θ, x) :=
∑
j∈S

√
ξje

iθjeijx .

We reduce the operator (6.0.14) to constant coefficients by means of the procedure developed in
Section 5.6. The smallness condition for the reducibility scheme (see Theorem 5.6.1) is

NC0
0 ε

7
3
−aγ−1 ≤ δ0 , γ := ε2+a , 0 < a <

1
6
,

for some constants C0 := C0(τ, ν) > 0 and δ0 := δ0(τ, ν) > 0.
Since

ε2[V0(θ0(ϕ), x)− V0(ϕ, x)] = ε2O
(
θ0(ϕ)− ϕ

)
= ε2O(ε

7
3γ−1) = O(ε

7
3
−a) ,
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the only non-perturbative term for the reducibility scheme is ε2∂x(V0(ϕ, x)·). This term may be
reduced to the constant coefficient term ε2c(ξ)∂x, where

c(ξ) :=
∫

T
V0(ϕ, x) dx = 6ε2

∑
j∈S+

ξj , (6.0.15)

by means of a linear BNF-step as the one performed in Section 5.6.5.

Remark 6.0.3. In the case in which the Hamiltonian density does not depend on x, we can
completely eliminate the order ε2, since

V0(ϕ, x) := 3
(
v2(ϕ, x)−

∫
T
v2(ϕ, x) dx

)
has zero average in x.

After the reduction procedure, we get a diagonal operator L∞ of the form (5.6.121), where the
eigenvalues of the diagonal operator D∞ have the asymptotic expansion

µ∞j = i(−m3j
3 +m1j + ε2c(ξ)j) + r∞j , (6.0.16)

where
|m3 − 1|Lip(γ) , |m1|Lip(γ) = O(ε

7
3 ) , supj∈Sc |r∞j |Lip(γ) = O(ε

7
3
−a) . (6.0.17)

The presence of the term ε2ic(ξ)j in the expansion (6.0.16) makes the measure estimates of
the resonant sets Rljk(in) in (5.7.39) more delicate. If j2 + k2 ≥ C1 for some constant C1 > 0
large enough, the estimate of Lemma 5.7.4 can be proved with the same argument. To estimate
the measure of the resonant sets Rljk(in) for j2 + k2 ≤ C1, we need the condition (1.3.11) on the
tangential sites S. Let us give the details of such measure estimate, see Lemma 6.0.6. Defining

φ(ω) := iω · l + µ∞j (ω)− µ∞k (ω) ,

where µ∞j (ω) := µ∞j (ω, in(ω)) for all j ∈ Sc, the resonant set Rljk(in) can be written as

Rljk(in) :=
{
ω ∈ Gn : |φ(ω)| < 2γn|j3 − k3|〈l〉−τ

}
.

Using (6.0.16), (6.0.7), the invertibility of the matrix A and since by (6.0.15)

c(ξ) = 6
∑
j∈S+

ξj = 6ξ ·~1 , ~1 := (1, 1, . . . , 1) ∈ Rν ,

we can write
φ(ω) = ajk + bljk · ω + qljk(ω) ,

where

ajk := −i(j3 − k3)− 6i(j − k)~1 · A−1[ω̄] , bljk := il + 6i(j − k)A−T [~1] , (6.0.18)

and
|qljk|Lip(γ) = O(ε

7
3
−a) . (6.0.19)

We prove the following lemma.
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Lemma 6.0.5. Assume (1.3.11). Then for all j 6= k, j2 + k2 ≤ C1, we have ajk 6= 0.

Proof. Using (6.0.9) and since D−1
S ω̄ = (̄21, . . . , ̄

2
ν), one has

A−1[ω̄] =
1
3
D−1
S ω̄ − 2

3(2ν − 1)
UD−1

S ω̄ =
1
3
D−1
S ω̄ − 2

3(2ν − 1)

∑
j∈S+

j2~1 ,

~1 · A−1[ω̄] = − 1
3(2ν − 1)

∑
j∈S+

j2 .

Thus by (6.0.18), ajk becomes

ajk = −i
(
j3 − k3 − 2(j − k)

2ν − 1

∑
j′∈S+

j′2
)

= −i(j − k)
{
j2 + k2 + jk − 2

2ν − 1

∑
j′∈S+

j′2
}
.

Since j 6= k, assumption (1.3.11) implies the Lemma.

The previous lemma implies that

δ := min{|ajk| : j2 + k2 ≤ C0} > 0. (6.0.20)

Lemma 6.0.6. If j2 + k2 ≤ C1, we have |Rljk(in)| ≤ Cε2(ν−1)γ〈l〉−τ .

Proof. For all j2 + k2 ≤ C1, ω ∈ Rljk(in), one has

|bljk · ω| ≥ |ajk| − |φ(ω)| − |qljk(ω)|
(6.0.20),(6.0.19)

≥ δ − 2γn|j3 − k3|〈l〉−τ − Cε
7
3
−a ≥ δ − Cγ ≥ δ/2

for ε small enough. Therefore using that ω = ω̄ +O(ε2)

|bljk| ≥
δ

2|ω|
≥ δ

4|ω̄|
=: δ̃ > 0 .

By (6.0.19) we have |qljk|lip ≤ γ−1|qljk|Lip(γ) ≤ Cε
7
3
−aγ−1 = Cε

1
3
−2a. Thus, writing

ω = sb̂ljk + vljk , b̂ljk := bljk/|bljk| , vljk · bljk = 0 , ψ(s) := φ(sb̂ljk + vljk) ,

we obtain |ψ(s1) − ψ(s2)| ≥ (|bljk| − |qljk|lip)|s1 − s2| ≥
eδ
2 |s1 − s2| for ε small enough (we take

a < 1/6). Hence ∣∣∣{s : |ψ(s)| ≤ 2γn|j3 − k3|〈l〉−τ}
∣∣∣ ≤ Cγ〈l〉−τ

and the lemma follows by Fubini’s Theorem.

In conclusion the measure estimates follow as in Section 5.7 and Theorem 6.0.3 is proved (and
thus also Theorem 1.3.2).

Remark 6.0.4. In the case in which the Hamiltonian density f = f(u, ux) is independent of x,
there is no need to prove Lemmata 6.0.5-6.0.6. Indeed, in the expansion of the eigenvalues (6.0.16),
the term iε2c(ξ)j is zero and the measure estimates follows as in Lemma 5.7.4, using that ε

7
3
−aγ−1

is small enough.
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Chapter 7

Future perspectives

The methods developed in Chapters 4, 5, 6 are general techniques to deal with PDEs with quasi-
linear and fully nonlinear perturbations. In this Chapter we mention some natural perspectives.

• Kirchoff equation

We propose to prove existence and stability of quasi-periodic solutions of the forced Kirchoff
equation in 1 space dimension (both with Dirichlet and periodic boundary conditions), namely

∂ttu−
(

1 +
∫

T
|∂xu|2 dx

)
∂xxu = εf(ωt, x) , (7.0.1)

where f is a differentiable forcing term and ω ∈ Rν is a diophantine frequency vector. The
equation (7.0.1) is a quasi-linear wave equation. Lax [58], Klainermann and Majda [51]
found some classes of quasi-linear wave equations for which all solutions become singular
in finite time. Neverthless the existence of periodic solutions of the Kirchoff equation (in
any space dimension) has been proved by Baldi in [3]. Such a method does not work for
quasi-periodic solutions. We plan to follow the strategy developed in Chapter 4 for the
forced equation (1.2.1). The key point concerns the reduction to constant coefficients of the
linearized operator. It is thanks to the special structure of the nonlinearity (it depends only
on time) that we can reduce the linearized equation to constant coefficients up to a zero order
operator. After that, the reducibility scheme will complete the diagonalization.

• Higher order KdV models

The KdV equation arises from fluid dynamics as an approximation of the Euler equation for
the water waves, more precisely KdV is a model equation for long surface waves of water in a
shallow channel. In [32] Craig derived other approximate models of the Euler equation. One
of these models is the higher order KdV equation

∂tu+ ∂xxxu+ ∂x(u2) + δ∂x

{
∂4
xu+ (∂xu)2 + 2u(∂2

xu)
}

= 0 , x ∈ T , (7.0.2)

where δ > 0 is a small parameter. We propose to prove existence and stability of quasi-
periodic small amplitude solutions for this autonomous equation. Notice that, for each δ > 0
fixed, the equation (7.0.2) is not quasi-linear, indeed the highest order constant coefficients
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operator is δ∂5
x and the nonlinearity is of order O(∂3

x). We propose to study the singular
perturbation problem when the parameter δ → 0.

• Water waves

One of the main motivations to study KAM theory for quasi-linear and fully nonlinear PDEs
is its possible extension to the water waves equations. The motion of a 2-dimensional perfect,
incompressible, irrotational fluid in infinite depth, with periodic boundary conditions and
which occupies the free boundary region

Sη :=
{

(x, y) ∈ T× R : y < η(t, x) , T := R/(2πZ)
}
,

is described by the system
∂tΦ + 1

2 |∇Φ|2 + gη = κ ηxx
(1+η2

x)3/2
at y = η(x)

∆Φ = 0 in Sη

∇Φ→ 0 as y → −∞
∂tη = ∂yΦ− ∂xη · ∂xΦ at y = η(x)

(7.0.3)

where g is the acceleration of gravity, κ is the surface tension coefficient and

ηxx

(1 + η2
x)3/2

= ∂x

(
ηx√

1 + η2
x

)
is the mean curvature of the free surface. The unknowns of the problem are the free surface
y = η(x) and the velocity potential Φ : Sη → R, i.e. the irrotational velocity field v = ∇x,yΦ
of the fluid.

Following Zakharov [74] and Craig-Sulem [35], the evolution problem (7.0.3) may be written
as the infinite dimensional Hamiltonian system

∂tη = G(η)ψ,

∂tψ + η +
1
2
ψ2
x −

1
2

(
G(η)ψ + ηxψx

)2
1 + η2

x

= κ
ηxx

(1 + η2
x)3/2

(7.0.4)

where ψ(t, x) is the value of the velocity potential on the profile y = η(t, x), namely

ψ(t, x) = Φ(t, x, η(t, x))

and G(η) is the so-called Dirichlet-Neumann operator defined by

G(η)ψ(x) :=
√

1 + η2
x ∂nΦ|y=η(x) = (∂yΦ)(x, η(x))− ηx(x) · (∂xΦ)(x, η(x)) . (7.0.5)

We plan to prove existence of quasi-periodic solutions for the system (7.0.4) for both gravity-
capillary water waves (i.e. κ 6= 0) and gravity water waves (i.e. κ = 0). The known results
concern so far only the existence of periodic solutions. The existence of periodic travelling
water waves has been proved by Craig-Nicholls [33] for the capillary case and Iooss-Plotnikov
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[47] without capillarity. On the other hand the existence of periodic standing wave solutions
has been proved by Iooss-Plotnikov-Toland [45] for the non-capillary case and, recently, by
Alazard-Baldi [1] with capillarity.

In order to prove the existence of quasi-periodic solutions we plan to combine the KAM
method developed in Chapter 5 with the theory of pseudo-differential and Fourier integral
operators, for the analysis of the linearized equations.
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Appendix A

Tame and Lipschitz estimates

In this Appendix we present standard tame and Lipschitz estimates for composition of functions
and changes of variables which are used in the Thesis.

Let Hs := Hs(Td,C) (with norm ‖ ‖s) and W s,∞ := W s,∞(Td,C), d ≥ 1.

Lemma A.0.7. Let s0 > d/2. Then
(i) Embedding. ‖u‖L∞ ≤ C(s0)‖u‖s0 for all u ∈ Hs0.
(ii) Algebra. ‖uv‖s0 ≤ C(s0)‖u‖s0‖v‖s0 for all u, v ∈ Hs0.
(iii) Interpolation. For 0 ≤ s1 ≤ s ≤ s2, s = λs1 + (1− λ)s2,

‖u‖s ≤ ‖u‖λs1‖u‖
1−λ
s2 , ∀u ∈ Hs2 . (A.0.1)

Let a0, b0 ≥ 0 and p, q > 0. For all u ∈ Ha0+p+q, v ∈ Hb0+p+q,

‖u‖a0+p‖v‖b0+q ≤ ‖u‖a0+p+q‖v‖b0 + ‖u‖a0‖v‖b0+p+q . (A.0.2)

Similarly, for the |u|s,∞ :=
∑
|β|≤s |Dβu|L∞ norm,

|u|s,∞ ≤ C(s1, s2)|u|λs1,∞|u|
1−λ
s2,∞ , ∀u ∈W s2,∞ , (A.0.3)

and ∀u ∈W a0+p+q,∞, v ∈W b0+p+q,∞,

|u|a0+p,∞|v|b0+q,∞ ≤ C(a0, b0, p, q)
(
|u|a0+p+q,∞|v|b0,∞ + |u|a0,∞|v|b0+p+q,∞

)
. (A.0.4)

(iv) Asymmetric tame product. For s ≥ s0,

‖uv‖s ≤ C(s0)‖u‖s‖v‖s0 + C(s)‖u‖s0‖v‖s , ∀u, v ∈ Hs . (A.0.5)

(v) Asymmetric tame product in W s,∞. For s ≥ 0, s ∈ N,

|uv|s,∞ ≤ 3
2 |u|L∞ |v|s,∞ + C(s)|u|s,∞|v|L∞ , ∀u, v ∈W s,∞ . (A.0.6)

(vi) Mixed norms asymmetric tame product. For s ≥ 0, s ∈ N,

‖uv‖s ≤ 3
2 |u|L∞‖v‖s + C(s)|u|s,∞‖v‖0 , ∀u ∈W s,∞ , v ∈ Hs . (A.0.7)

If u := u(λ) and v := v(λ) depend in a Lipschitz way on λ ∈ Λ ⊂ Rν , all the previous statements
hold if we replace the norms ‖ · ‖s, | · |s,∞ with the norms ‖ · ‖Lip(γ)

s , | · |Lip(γ)
s,∞ .
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Proof. The interpolation estimate (A.0.1) for the Sobolev norm (1.2.5) follows by Hölder inequality,
see also [62], page 269. Let us prove (A.0.2). Let a = a0λ+a1(1−λ), b = b0(1−λ)+ b1λ, λ ∈ [0, 1].
Then (A.0.1) implies

‖u‖a‖v‖b ≤
(
‖u‖a0‖v‖b1

)λ(‖u‖a1‖v‖b0
)1−λ ≤ λ‖u‖a0‖v‖b1 + (1− λ)‖u‖a1‖v‖b0 (A.0.8)

by Young inequality. Applying (A.0.8) with a = a0 + p, b = b0 + q, a1 = a0 + p+ q, b1 = b0 + p+ q,
then λ = q/(p + q) and we get (A.0.2). Also the interpolation estimates (A.0.3) are classical (see
[19]) and (A.0.3) implies (A.0.4) as above.

(iv): see the Appendix of [19]. (v): we write, in the standard multi-index notation,

Dα(uv) =
∑

β+γ=α

Cβ,γ(Dβu)(Dγv) = uDαv +
∑

β+γ=α,β 6=0

Cβ,γ(Dβu)(Dγv) . (A.0.9)

Using |(Dβu)(Dγv)|L∞ ≤ |Dβu|L∞ |Dγv|L∞ ≤ |u||β|,∞|v||γ|,∞, and the interpolation inequality
(A.0.3) for every β 6= 0 with λ := |β|/|α| ∈ (0, 1] (where |α| ≤ s), we get, for any K > 0,

Cβ,γ |Dβu|L∞ |Dγv|L∞ ≤ Cβ,γC(s)
(
|v|L∞ |u|s,∞

)λ(|v|s,∞|u|L∞)1−λ
=
C(s)
K

[
(KCβ,γ)

1
λ |v|L∞ |u|s,∞

]λ(|v|s,∞|u|L∞)1−λ
≤ C(s)

K

{
(KCβ,γ)

|α|
|β| |v|L∞ |u|s,∞ + |v|s,∞|u|L∞

}
. (A.0.10)

Then (A.0.6) follows by (A.0.9), (A.0.10) taking K := K(s) large enough. (vi): same proof as (v),
using the elementary inequality ‖(Dβu)(Dγv)‖0 ≤ |Dβu|L∞‖Dγv‖0.

We now recall classical tame estimates for composition of functions, see [62], Section 2, pages
272–275, and [70]-I, Lemma 7 in the Appendix, pages 202–203.

A function f : Td×B1 → C, where B1 := {y ∈ Rm : |y| < 1}, induces the composition operator

f̃(u)(x) := f(x, u(x), Du(x), . . . , Dpu(x)) (A.0.11)

where Dku(x) denotes the partial derivatives ∂αxu(x) of order |α| = k (the number m of y-variables
depends on p, d).

Lemma A.0.8. (Composition of functions) Assume f ∈ Cr(Td ×B1). Then
(i) For all u ∈ Hr+p such that |u|p,∞ < 1, the composition operator (A.0.11) is well defined and

‖f̃(u)‖r ≤ C‖f‖Cr(‖u‖r+p + 1)

where the constant C depends on r, d, p. If f ∈ Cr+2, then, for all |u|p,∞, |h|p,∞ < 1/2,∥∥f̃(u+ h)− f̃(u)
∥∥
r
≤ C‖f‖Cr+1 (‖h‖r+p + |h|p,∞‖u‖r+p) ,∥∥f̃(u+ h)− f̃(u)− f̃ ′(u)[h]

∥∥
r
≤ C‖f‖Cr+2 |h|p,∞(‖h‖r+p + |h|p,∞‖u‖r+p) .

(ii) The previous statement also holds replacing ‖ ‖r with the norms | |r,∞.
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Lemma A.0.9. (Lipschitz estimate on parameters) Let d ∈ N, d/2 < s0 ≤ s, p ≥ 0, γ > 0.
Let F be a C1-map satisfying the tame estimates: ∀‖u‖s0+p ≤ 1, h ∈ Hs+p,

‖F (u)‖s ≤ C(s)(1 + ‖u‖s+p) , (A.0.12)

‖∂uF (u)[h]‖s ≤ C(s)(‖h‖s+p + ‖u‖s+p‖h‖s0+p) . (A.0.13)

For Λ ⊂ Rν , let u(λ) be a Lipschitz family of functions with ‖u‖Lip(γ)
s0+p ≤ 1 (see (3.0.3)). Then

‖F (u)‖Lip(γ)
s ≤ C(s)

(
1 + ‖u‖Lip(γ)

s+p

)
.

The same statement also holds when all the norms ‖ ‖s are replaced by | |s,∞.

Proof. By (A.0.12) we get supλ ‖F (u(λ))‖s ≤ C(s)(1 + ‖u‖Lip(γ)
s+p ). Then, denoting u1 := u(λ1) and

h := u(λ2)− u(λ1), we have

‖F (u2)− F (u1)‖s ≤
∫ 1

0
‖∂uF (u1 + t(u2 − u1))[h] ‖s dt

(A.0.13)

≤ s ‖h‖s+p + ‖h‖s0+p

∫ 1

0

(
(1− t)‖u(λ1)‖s+p + t‖u(λ2)‖s+p

)
dt

whence

γ sup
λ1,λ2∈Λ
λ1 6=λ2

‖F (u(λ1))− F (u(λ2))‖s
|λ1 − λ2|

≤s ‖u‖Lip(γ)
s+p + ‖u‖Lip(γ)

s0+p sup
λ1,λ2

(
‖u(λ1)‖s+p + ‖u(λ2)‖s+p

)
≤s ‖u‖Lip(γ)

s+p + ‖u‖Lip(γ)
s0+p ‖u‖

Lip(γ)
s+p ≤ C(s)‖u‖Lip(γ)

s+p ,

because ‖u‖Lip(γ)
s0+p ≤ 1, and the lemma follows.

The next lemma is also classical, see for example [45], Appendix G. The present version is
proved in [4], except for the part on the Lipschitz dependence on a parameter, which is proved here
below.

Lemma A.0.10. (Change of variable) Let p : Rd → Rd be a 2π-periodic function in W s,∞,
s ≥ 1, with |p|1,∞ ≤ 1/2. Let f(x) = x+ p(x). Then:

(i) f is invertible, its inverse is f−1(y) = g(y) = y + q(y) where q is 2π-periodic, q ∈
W s,∞(Td,Rd), and |q|s,∞ ≤ C|p|s,∞. More precisely,

|q|L∞ = |p|L∞ , |Dq|L∞ ≤ 2|Dp|L∞ , |Dq|s−1,∞ ≤ C|Dp|s−1,∞. (A.0.14)

where the constant C depends on d, s.
Moreover, suppose that p = pλ depends in a Lipschitz way by a parameter λ ∈ Λ ⊂ Rν , and

suppose, as above, that |Dxpλ|L∞ ≤ 1/2 for all λ. Then q = qλ is also Lipschitz in λ, and

|q|Lip(γ)
s,∞ ≤ C

(
|p|Lip(γ)

s,∞ +
{

sup
λ∈Λ
|pλ|s+1,∞

}
|p|Lip(γ)

L∞

)
≤ C|p|Lip(γ)

s+1,∞ . (A.0.15)

The constant C depends on d, s (and is independent of γ).

157



(ii) If u ∈ Hs(Td,C), then u◦ f(x) = u(x+p(x)) is also in Hs, and, with the same C as in (i),

‖u ◦ f‖s ≤ C(‖u‖s + |Dp|s−1,∞‖u‖1), (A.0.16)

‖u ◦ f − u‖s ≤ C
(
|p|L∞‖u‖s+1 + |p|s,∞‖u‖2

)
, (A.0.17)

‖u ◦ f‖Lip(γ)
s ≤ C

(
‖u‖Lip(γ)

s+1 + |p|Lip(γ)
s,∞ ‖u‖Lip(γ)

2

)
. (A.0.18)

(A.0.16), (A.0.17) (A.0.18) also hold for u ◦ g .
(iii) Part (ii) also holds with ‖ ·‖k replaced by | · |k,∞, and ‖ ·‖Lip(γ)

s replaced by | · |Lip(γ)
s,∞ , namely

|u ◦ f |s,∞ ≤ C(|u|s,∞ + |Dp|s−1,∞|u|1,∞), (A.0.19)

|u ◦ f |Lip(γ)
s,∞ ≤ C(|u|Lip(γ)

s+1,∞ + |Dp|Lip(γ)
s−1,∞|u|

Lip(γ)
2,∞ ). (A.0.20)

Proof. The bounds (A.0.14), (A.0.16) and (A.0.19) are proved in [4], Appendix B. Let us prove
(A.0.15). Denote pλ(x) := p(λ, x), and similarly for qλ, gλ, fλ. Since y = fλ(x) = x + pλ(x) if and
only if x = gλ(y) = y + qλ(y), one has

qλ(y) + pλ(gλ(y)) = 0 , ∀λ ∈ Λ, y ∈ Td. (A.0.21)

Let λ1, λ2 ∈ Λ, and denote, in short, q1 = qλ1 , q2 = qλ2 , and so on. By (A.0.21),

q1 − q2 = p2 ◦ g2 − p1 ◦ g1 = (p2 ◦ g2 − p1 ◦ g2) + (p1 ◦ g2 − p1 ◦ g1)

= G2(p2 − p1) +
∫ 2

1
Gt(Dxp1) dt (q2 − q1) (A.0.22)

where G2h := h ◦ g2, Gth := h ◦
(
g1 + (t − 1)[g2 − g1]

)
, t ∈ [1, 2]. By (A.0.22), the L∞ norm of

(q2 − q1) satisfies

|q2−q1|L∞ ≤ |G2(p2−p1)|L∞+
∫ 2

1
|Gt(Dxp1)|L∞ dt |q2−q1|L∞ ≤ |p2−p1|L∞+ |Dxp1|L∞ |q2−q1|L∞

whence, using the assumption |Dxp1|L∞ ≤ 1/2, we get |q2 − q1|L∞ ≤ 2|p2 − p1|L∞ . By (A.0.22),
using (A.0.6), the W s,∞ norm of (q2 − q1), for s ≥ 0, satisfies

|q1−q2|s,∞ ≤ |G2(p2−p1)|s,∞+
3
2

∫ 2

1
|Gt(Dxp1)|L∞ dt |q2−q1|s,∞+C(s)

∫ 2

1
|Gt(Dxp1)|s,∞ dt |q2−q1|L∞ .

Since |Gt(Dxp1)|L∞ = |Dxp1|L∞ ≤ 1/2,(
1− 3

4

)
|q2 − q1|s,∞ ≤ |G2(p2 − p1)|s,∞ + C(s)

∫ 2

1
|Gt(Dxp1)|s,∞ dt |q2 − q1|L∞ .

Using |q2 − q1|L∞ ≤ 2|p2 − p1|L∞ , (A.0.19), (A.0.4) and (A.0.14),

|q2 − q1|s,∞ ≤ C(s)
(
|p2 − p1|s,∞ +

{
sup
λ∈Λ
|pλ|s+1,∞

}
|p2 − p1|L∞

)
and (A.0.15) follows. The proof of (A.0.17), (A.0.18), (A.0.20) may be obtained similarly.
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Lemma A.0.11. (Composition) Suppose that for all ‖u‖s0+µi ≤ 1 the operator Qi(u) satisfies

‖Qih‖s ≤ C(s)
(
‖h‖s+τi + ‖u‖s+µi‖h‖s0+τi

)
, i = 1, 2. (A.0.23)

Let τ := max{τ1, τ2}, µ := max{µ1, µ2}. Then, for all

‖u‖s0+τ+µ ≤ 1 , (A.0.24)

the composition operator Q := Q1 ◦ Q2 satisfies the tame estimate

‖Qh‖s ≤ C(s)
(
‖h‖s+τ1+τ2 + ‖u‖s+τ+µ‖h‖s0+τ1+τ2

)
. (A.0.25)

Moreover, if Q1, Q2, u and h depend in a Lipschitz way on a parameter λ, then (A.0.25) also holds
with ‖ · ‖s replaced by ‖ · ‖Lip(γ)

s .

Proof. Apply the estimates for (A.0.23) to Q1 first, then to Q2, using condition (A.0.24).
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[49] Kappeler T., Pöschel J., KAM and KdV, Springer (2003).

[50] Kappeler T., Schaad B., Topalov P., mKdV and its Birkhoff coordinates, Physica D 237, 1655-
1662 (2008).

[51] Klainermann S., Majda A., Formation of singularities for wave equations including the non-
linear vibrating string, Comm. Pure Appl. Math. 33, 241-263 (1980).

[52] Kolmogorov A.N., On the persistence of conditionally periodic motions under a small pertur-
bation of the Hamiltonian function, Dokl. Akad. Nauk. SSSR 98, 527-530 (1954).

[53] Kuksin S., Hamiltonian perturbations of infinite-dimensional linear systems with imaginary
spectrum, Funktsional. Anal. i Prilozhen. 21 no. 3, 22-37, 95 (1987).

[54] Kuksin S., Perturbation of quasiperiodic solutions of infinite-dimensional Hamiltonian systems,
Mat USSR Izvestiya 32, 39-62 (1989).

[55] Kuksin S., A KAM theorem for equations of the Korteweg-de Vries type, Rev. Math. Math
Phys. 10 no. 3, 1-64 (1998).

[56] Kuksin S., Analysis of Hamiltonian PDEs, Oxford Lecture Series in Mathematics and its
Applications 19, Oxford University Press (2000).
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[66] Pöschel J., Quasi-periodic solutions for a nonlinear wave equation, Comment. Math. Helv. 71
no. 2, 269-296 (1996).

[67] Procesi M., Procesi C., A normal form for the Schrödinger equation with analytic non-
linearities, Comm. Math. Phys. 312, 501-557 (2012).

[68] Procesi C., Procesi M., A KAM algorithm for the completely resonant nonlinear Schrödinger
equation, arXiv: 1211.4242v3, preprint (2013).
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