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Prof. Andrei Agrachev, Prof. Sun Yung Alice Chang, Prof. Gianni Dal Maso, Prof
Jiayu Li, and Prof. Paul Yang pour les fructueuses scientifiques discussions et leur
support.

Je tiens aussi a remercier mon collaborateur Yuxiang Li avec qui j’ai eu des moments
de travail plaisants.
Je remercie vivement tous mes collegues de SISSA et amis de SISSA et ICTP pour
leur aide scientifique, materielle et morale. Sans l’environnement favorable que vous
avez su instauter, faire ce travail aurait été presque impossible.
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ma mére et à ma grande mére. Je n’ai eu que la part facile du travail. Il est très
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Introduction

In this thesis, some nonlinear problems coming from conformal geometry and physics, namely the
prescription of Q-curvature, T -curvature ones and the generalized 2× 2 Toda system are studied.
We study also the existence of extremal functions of two Moser-Trudinger type inequalities (which
is a common feature of those problems) due to Fontana[40] and Chang-Yang[23].

0.1 Introduction of the problems

The study of the relationships between conformally covariant operators on compact closed Riem-
mannian manifolds, their associated conformal invariants and the related partial differential equa-
tions has received much attention in the last decades.

A model example is the Laplace-Beltrami operator on compact surfaces (Σ, g), which governs
the transformation laws of the Gauss curvature. In fact under the conformal change of metric
gu = e2ug, we have

∆gu = e−2u∆g; −∆gu + Kg = Kgue2u, (1)

where ∆g and Kg (resp. ∆gu and Kgu) are the Laplace-Beltrami operator and the Gauss curva-
ture of (Σ, g) (resp. of (Σ,gu)).
Moreover, we have the Gauss-Bonnet formula which relates

∫
Σ KgdVg and the topology of Σ :

∫

Σ
KgdVg = 2πχ(Σ);

where χ(Σ) is the Euler-Poincaré characteristic of Σ. From this, we have that
∫
Σ KgdVg is a

topological invariant (hence also a conformal one).
There exists also another example of a conformally covariant differential operator on four di-

mensional compact closed Riemannian manifolds called the Paneitz operator, and to which is asso-
ciated a natural concept of curvature. This operator, discovered by Paneitz in 1983 (see [74]) and
the corresponding Q-curvature introduced by Branson (see [11]) are defined in terms of Ricci
tensor Ricg and scalar curvature Rg of the Riemannian manifold (M, g) as follows

Pgϕ = ∆2
gϕ + divg

(
(
2
3
Rgg − 2Ricg)dϕ

)
; (2)

Qg = − 1
12

(∆gRg −R2
g + 3|Ricg|2),

where ϕ is any smooth function on M .
As the Laplace-Beltrami operator governs the transformation laws of the Gauss curvature, we

also have that the Paneitz operator does the same for the Q-curvature. Indeed under a conformal
change of metric gu = e2ug we have

Pgu = e−4uPg; Pgu + 2Qg = 2Qgue4u.

7
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Apart from this analogy, we also have an extension of the Gauss-Bonnet formula which is the
Gauss-Bonnet-Chern formula

∫

M
(Qg +

|Wg|2

8
)dVg = 4π2χ(M),

where Wg denotes the Weyl tensor of (M, g), see [33]. Hence, from the pointwise conformal in-
variance of |Wg|2dVg, it follows that the integral of Qg over M is also a conformal invariant.

On the other hand, there are high-order analogues to the Laplace-Beltrami operator and to
the Paneitz operator for high dimensional compact closed Riemannian manifolds and also to
the associated curvatures. More precisely, given a compact closed n-dimensional Riemannian
manifold (M, g), in [47] it was introduced a family of conformally covariant differential operators
Pn

2m (for every positive integer m if n is odd and for every positive integer m such that 2m ≤ n
if n is even ) whose leading term is (−∆g)m. These operators are usually referred to as the GJMS
operators. Moreover after passing to stereographic projection Pn

2m coincides with (−∆g)m if
M is the sphere and g its standard metric. In [9], some curvature invariants Qn

2m were defined,
naturally associated to Pn

2m.
Now for n even let us set

Pn
g = Pn

n ; Qn
g = Qn

n.

Then in low dimensions we have the following relations

P 2
g = ∆g; Q2

g = Kg,

and
P 4

g = Pg; Q4
g = 2Qg.

It turns out that Pn
g is self-adjoint and annihilates constants. Furthermore as for the Laplace-

Beltrami operator on compact closed Riemannian surfaces and the Paneitz operator on compact
closed four dimensional Riemannian manifolds, for every compact n-dimensional Riemannian
manifold (M, g) with n even, we have that after a conformal change of metric gu = e2ug

Pn
gu

= e−nuPn
g ; Pn

g u + Qn
g = Qn

gu
enu. (3)

We remark, that due to equation (3) and to the fact that Pn
g is self-adjoint and annihilates

constants,
∫

M Qn
g dVg is conformally invariant and will be denoted by κP n .

In the paper of Fefferman and Graham, see [38], it was developed a tool which is referred to as
FG ambient metric construction and allows them to show existence of scalar conformal invariants.
Later the same tool was used to derive the GJMS operators. On the other hand, Branson [11] de-
fined the Q-curvature in the even dimensional case via a continuation argument in the dimension,
while in the paper of Graham an Zworsky, see [48], Qn

g was derived by an analytic continuation in
a spectral parameter. Furthermore, inspired by this work, Fefferman and Graham derived the Q-
curvature by solving some Lapace problem associated to the formal Poincaré metric in the ambient
space, and considering formal asymptotics of the solutions. Moreover this new approach of Feffer-
man and Graham to derive the Q-curvature allows them to define analogues of Pn

g and Qn
g also

when n is odd. In this case, Pn
g and Qn

g enjo y several properties similar to their counterparts
in even dimension. More precisely Pn

g is self-adjoint and also annihilates constants. Moreover
Pn

g governs the transformation laws of Qn
g . On the other hand there is a difference because in the

odd case Pn
g turns out to be a pseudodifferential operator. In the context of conformal geometry,

the role of Pn
g and Qn

g is not clear yet since the definition of Pn
g and Qn

g does not only depend on
the conformal class of the boundary of the ambient space but also on the extension of the formal
Poincaré metric to a metric in the interior.

As for the case of compact closed Riemannian manifolds, many works have been done also in
the study of conformally covariant differential (pseudodifferential) operators on compact smooth
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Riemannian manifolds with smooth boundary, their associated curvature invariants, the corre-
sponding boundary operators and curvatures in order also to understand the relationship between
analytic and geometric properties of such objects.

A model example is the Laplace-Beltrami operator on compact surfaces with boundary (Σ, g),
and the Neumann operator on the boundary. Under a conformal change of metric the couple con-
stituted by the Laplace-Beltrami operator and the Neumann operator govern the transformation
laws of the Gauss curvature and the geodesic curvature. In fact, under the conformal change of
metric gu = e2ug, we have






∆gu = e−2u∆g;
∂

∂ngu

= e−u ∂

∂ng
;

and






−∆gu + Kg = Kgue2u in Σ;
∂u

∂ng
+ kg = kgueu on ∂Σ.

where ∆g (resp. ∆gu) is the Laplace-Beltrami operator of (Σ, g) (resp. (Σ,gu)) and Kg (resp.
Kgu) is the Gauss curvature of (Σ, g) (resp. of (Σ,gu)), ∂

∂ng
(resp ∂

∂ngu
) is the Neumann operator

of (Σ, g) (resp. of (Σ,gu)) and kg (resp. kgu) is the geodesic curvature of (∂Σ, g) (resp of (∂Σ,gu)).
Moreover we have the Gauss-Bonnet formula which relates

∫
Σ KgdVg+

∫
∂Σ kgdSg and the topology

of Σ ∫

Σ
KgdVg +

∫

∂Σ
kgdSg = 2πχ(Σ), (4)

where χ(Σ) is the Euler-Poincaré characteristic of Σ, dVg is the element area of Σ and dSg is
the line element of ∂Σ. Thus

∫
Σ KgdVg +

∫
∂Σ kgdSg is a topological invariant, hence a conformal

one.
The Paneitz operator and the Q-curvature discussed above exist also on four dimensional Rie-
mannian ma Onifolds with boundary and enjoy the same conformal invariance properties that we
recall below.

On the other hand, Chang and Qing, see [18], have discovered a boundary operator P 3
g defined

on the boundary of compact four dimensional smooth Riemannian manifolds and a natural third-
order curvature Tg associated to P 3

g as follows

P 3
g ϕ =

1
2

∂∆gϕ

∂ng
+ ∆ĝ

∂ϕ

∂ng
− 2Hg∆ĝϕ + (Lg)ab(∇ĝ)a(∇ĝ)b +∇ĝHg.∇ĝϕ + (F − Rg

3
)

∂ϕ

∂ng
.

Tg = − 1
12

∂Rg

∂ng
+

1
2
RgHg− < Gg, Lg > +3H3

g −
1
3
Tr(L3) + ∆ĝHg,

where ϕ is any smooth function on M , ĝ is the metric induced by g on ∂M , Lg = (Lg)ab =
− 1

2
∂gab

∂ng
is the second fundamental form of ∂M , Hg = 1

3 tr(Lg) = 1
3gabLab (gab are the entries

of the inverse g−1 of the metric g) is the mean curvature of ∂M , Rk
bcd is the ambient (extrin-

sic) Riemann curvature tensor F = Ra
nan, Rabcd = gakRk

bcd (gak are the entries of the metric
g) and < Gg, Lg >= Ranbn(Lg)ab.

As for closed Riemannian manifolds, we have that, as the Laplace-Beltrami operator and the
Neumann operator govern the transformation laws of the Gauss curvature and the geodesic curva-
ture on compact surfaces with boundary under conformal change of metric, the couple (P 4

g , P 3
g ) does

the same for (Qg, Tg) on compact four dimensional smooth Riemannian manifolds with boundary.
In fact, after a conformal change of metric gu = e2ug we have that

{
P 4

gu
= e−4uP 4

g ;

P 3
gu

= e−3uP 3
g ;

and

{
P 4

g + 2Qg = 2Qgue4u in M

P 3
g + Tg = Tgue3u on ∂M.

(5)

Apart from this analogy, as in the case of closed compact four dimensional Riemannian manifolds,
there holds also an extension of the Gauss-Bonnet formula (4) which is known as the Gauss-
Bonnet-Chern formula

∫

M
(Qg +

|Wg|2

8
)dVg +

∫

∂M
(T + Z)dSg = 4π2χ(M) (6)
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where Wg denotes the Weyl tensor of (M, g) and ZdSg (for the definition of Z see [18]) are
pointwise conformally invariant. Moreover, it turns out that Z vanishes when the boundary is
totally geodesic (by totally geodesic we mean that the boundary ∂M is umbilic and minimal).
Setting

κP 4
g

=
∫

M
QgdVg, κP 3

g
=

∫

∂M
TgdSg;

we have that thanks to (6), and to the fact that WgdVg and ZdSg are pointwise conformally
invariant, also κP 4

g
+ κP 3

g
is conformally invariant, and will be denoted by

κ(P 4,P 3) = κP 4
g

+ κP 3
g
. (7)

We have three Uniformization type problems related to equations (3), and (5) that we describe
in more details in the next Subsections.

The application of the method of nonlinear partial differential equations in the study of con-
formal structures on manifolds can be trace back to Poincaré. Indeed, using the later method
Poincaré solved the Classical Uniformization problem for closed Riemannian surfaces of genus
greater than 1. The analogous question for surfaces of positive curvature was first succesfully
studied by Moser, in which he obtained with precise constant a sharp version of a limiting case of
Sobolev inequality that is commonly referred to as the Moser-Trudinger inequality. This inequal-
ity was the crucial analytical tool in Moser’s argument. The role played by the Moser-Trudinger
inequality in Moser’s variational approach is due to the exponential nonlinearity and not to the
fact that the problem is the one of prescribing Gaussian curvature. Thus such ideas can be applied
to deal with variational problems with exponential nonlinearities. The later type of problems are
very well-know to be models for many physical phenomenon. A celebrated example is the following
system called Toda system defined on a domain Ω ⊆ R2,

−∆ui =
N∑

j=1

aije
uj , i = 1, . . . , N, (8)

where A = (aij)ij is the Cartan matrix of SU(N + 1),

A =





2 −1 0 . . . . . . 0
−1 2 −1 0 . . . 0
0 −1 2 −1 . . . 0

. . . . . . . . . . . . . . . . . .
0 . . . . . . −1 2 −1
0 . . . . . . 0 −1 2




, (9)

and arising in the study of non-abelian Chern-Simons theory, see for example [35] or [84].
The system

−∆ui =
N∑

j=1

ρjaij

(
hjeuj

∫
Σ hjeuj dVg

− 1
)

, i = 1, . . . , N, (10)

where hi are smooth and positive functions on the surface Σ (of volume 1) is a generalized version
of (8). When N = 2, the system becomes





−∆u1 = 2ρ1

(
h1eu1R

Σ h1eu1dVg
− 1

)
− ρ2

(
h2eu2R

Σ h2eu2dVg
− 1

)
;

−∆u2 = 2ρ2

(
h2eu2R

Σ h2eu2dVg
− 1

)
− ρ1

(
h1eu1R

Σ h1eu1dVg
− 1

)
,

on Σ, (11)

and is reffered as the generalized 2× 2 Toda system.
The solvability of the system (11) is a very important question in physics, and is investigated in
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this thesis. We will discuss it in more details in the next Subsection.

A common feature of the above problems is a phenomena called bubbling. As said above, the
crucial analytical tools which allow to deal with it are Moser-Trudinger type inequalities. There
are two important objects in the study of Moser-Trudinger type inequalities: one is to find the best
constant and the other is to determine whether there exists extremal functions. In this thesis, we
study the problem of the existence of extremal functions for two Moser-Trudinger type inequalities
due to Fontana[40] and Chang-Yang[23] that we discuss in more details below.

0.1.1 The prescribed Q-curvature problem in arbitrary dimensions

The prescribed Q-curvature problem for compact closed Riemannian manifold (M, g) of arbitrary
dimension n, consist of finding metrics conformal to g such that the corresponding Q-curvature
is a constant. Due to equation (3), the problem is equivalent to finding a solution of the equation

Pn
g u + Qn

g = Q̄enu in M ; (12)

where Q̄ is a real constant.
The problem has a variational structure. Hence in view of standard elliptic regularity theory,
solutions can be found as critical points of the following functional

IIA(u) = n
〈
Pn

g u, u
〉

+ 2n

∫

M
Qn

g udVg − 2κP n log
∫

M
enudVg; u ∈ H

n
2 (M). (13)

Since this Euler-Lagrange functional is in general unbounded from above and below, it is nec-
essary to find extremas which are possibly saddle points. We will use a min-max scheme following
the method of Djadli and Malchiodi in [33]. By classical arguments, a min-max scheme yields a
Palais-Smale sequence, namely a sequence (ul)l ∈ H

n
2 (M) satisfying the following properties

IIA(ul) → c ∈ R; II
′

A(ul) → 0 as l → +∞. (14)

Then, to recover existence, one should prove for example that (ul)l is bounded, or a similar
compactness criterion. But since we do not know if the Palais-Smale condition holds or even if
Palais-Smale sequences are bounded, we will employ a monotonicity argument due to Struwe ,
see [80]. This consists in studying compactness of solutions to perturbations of (12), like

Pn
g ul + Ql = Q̄le

nul in M ; (15)

where

Q̄l −→ Q̄0 in C1(M); (16)

Ql −→ Q0 in C1(M); (17)

Q̄0 > 0. (18)

Adopting the standard terminology in geometric analysis, we say that a sequence (ul) of solutions
to (15) blows up if the following holds:

there exist xl ∈ M such that ul(xl) → +∞ as l → +∞, (19)

To give some geometric applications, we discuss three results proven by Gursky, [49] , and
by Chang, Gursky and Yang, [17] , [20] for the four dimensional case. If a manifold which
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has a conformal metric of positive constant scalar curvature satisfies
∫

M QgdVg > 0, then its
first Betti number vanishes. Moreover up to a conformal metric it has positive Ricci tensor,
and hence M has a finite fundamental group. Furthermore, if the quantitative assumption∫

M QgdVg > 1
8

∫
M |Wg|2dVg holds, then M must be diffeomorphic to the four-sphere or to the

projective space. In particular the last result is an improvement of a theorem by Margerin, [68] with
a conformally invariant assumption, while the one of Margerin assumes pointwise pinching condi-
tions on the Ricci tensor in terms of Wg.
Finally, we also point out that the Paneitz operator, the Q-curvature and their high-dimensional
analogues, see [9] , [10], appear in the study of Moser-Trudinger type inequalities, log-determinant
formulas and the compactification of locally conformally flat manifolds, see [12], [20], [21], [22].

For the four dimensional case, problem (12) has been solved in [23] under the assumption that Pg is
a non-negative operator and

∫
M QgdVg < 8π2 (8π2 is the integral of the Q-curvature on the stan-

dard sphere). Under these assumptions by the Adams inequality (see [22])

log
∫

M
e4(u−ū)dVg ≤

1
8π2

〈Pgu, u〉+ C, u ∈ H2(M),

where ū is the average of u and where C depends only on M , the functional IIA is bounded
from below, coercive and lower semicontinuous, hence solutions can be found as global minima
using the Direct Methods of the Calculus of Variations. A first sufficient condition to ensure these
hypotheses was given by Gursky in [49]. He proved that if the Yamabe invariant of (M, g) is
non-negative, and if

∫
M QgdVg ≥ 0, then Pg is non-negative with trivial kernel, and moreover∫

M QgdVg ≤ 8π2, with the equality holding if and only if M is conformally equivalent to S4.
More recently Djadli and Malchiodi (see [33]) proved existence of solutions for (12) still in the
four-dimensional case under generic assumptions. More precisely they proved existence of solu-
tions when Pg has no kernel and

∫
M QgdVg /∈ 8π2N. These conditions include manifolds with

negative curvature or negative Yamabe class, for which
∫

M QgdVg can be bigger than 8π2.

For the n-dimensional case with n even, problem (12) has been solved under the condition that
Pn

g is a non-negative operator with trivial kernel and κP n < (n− 1)!ωn ( (n− 1)!ωn is the value
of κP n on the standard sphere) using a geometric flow (see [13]). On the other hand, since under
these assumptions by a Moser-Trudinger type inequality (see Chapter 1), the functional is bounded
from below, coercive and lower semicontinuous, then solutions can be found also by Minimization
via Weierstrass theorem in the Calculus of Variations, as for the case of [23].

0.1.2 The prescribed Q-curvature and T -curvature problem on four man-
ifolds with boundary

When considering the problem of prescribing the Q-curvature and the boundary T -curvature of
a compact four dimensional Riemannian manifold with boundary (M, g), of particular relevance
are two cases. The first one consist of finding metrics conformal to g such that the corresponding
Q-curvature is constant and the T -curvature zero, and the second one to search for metrics in
the conformal class of the background metric g for which the T -curvature is constant and the
Q-curvature vanishes.
In this thesis, due to PDEs reasons, we will focus on two particular cases:
a): To search for conformal metrics in [g] with constant Q-curvature, zero T -curvature and zero
mean curvature,
b): To find metrics conformally related to g with constant T -curvature, zero Q-curvature and
vanishing mean curvature.
From the fact that the Neumann operator governs the transformation law (under conformal
changes) of the mean curvature and (5), we have that problem a) is equivalent to solving the
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following BVP: 




P 4
g u + 2Qg = 2Q̄e4u in M ;

P 3
g u + Tg = 0 on ∂M ;

∂u

∂ng
−Hgu = 0 on ∂M,

where Q̄ is a fixed real number and ∂
∂ng

is the inward normal derivative with respect to g.
Problem b) reduces to solving






P 4
g u + 2Qg = 0 in M ;

P 3
g u + Tg = T̄ e3u on ∂M ;

∂u

∂ng
−Hgu = 0 on ∂M,

where T̄ is a fixed real number and ∂
∂ng

still denoting the inward normal derivative with respect
to g.
Due to a result by Escobar, [36], and to the fact that we are interested in solving the problem under
conformally invariant assumptions, it is not restrictive to assume Hg = 0, since this can always be
obtained through a conformal transformation of the background metric. Thus, to solve problem
a), we are led to solve the following BVP with Neumann homogeneous boundary condition:






P 4
g u + 2Qg = 2Q̄e4u in M ;

P 3
g u + Tg = 0 on ∂M ;

∂u

∂ng
= 0 on ∂M,

(20)

and problem b) to solve 




P 4
g u + 2Qg = 0 in M ;

P 3
g u + Tg = T̄ e3u on ∂M ;

∂u

∂ng
= 0 on ∂M.

(21)

Defining H ∂
∂n

as

H ∂
∂n

=
{

u ∈ H2(M) :
∂u

∂ng
= 0

}
;

and P 4,3
g as follows, for every u, v ∈ H ∂

∂n

〈
P 4,3

g u, v
〉

L2(M)
=

∫

M

(
∆gu∆gv +

2
3
Rg∇gu∇gv

)
dVg − 2

∫

M
Ricg(∇gu,∇gv)dVg

−2
∫

∂M
Lg(∇ĝu,∇ĝv)dSg,

we have that, by the regularity result in Proposition 0.3.5 below, critical points of the functional

IIQ(u) =
〈
P 4,3u, u

〉
L2(M)

+ 4
∫

M
QgudVg + 4

∫

∂M
TgudSg − κ(P 4,P 3) log

∫

M
e4udVg; u ∈ H ∂

∂n
,

which are weak solutions of (20) are also smooth and hence strong solutions. Furthermore by
the regularity result in Proposition 0.3.8 below, critical points of the functional

IIT (u) =
〈
P 4,3u, u

〉
L2(M)

+ 4
∫

M
QgudVg + 4

∫

∂M
TgudSg −

4
3
κ(P 4,P 3) log

∫

∂M
e3udSg; u ∈ H ∂

∂n
,



14 CONTENTS

which are weak solutions of (21) are also smooth and hence strong solutions.

For the same reasons as in the problem of finding constant Q-curvature conformal metrics on
compact closed Riemannian manifolds, to solve these two problems, we use mix-max arguments
and Struwe’s monotonicity method. Therefore, to find solutions for BVP (20), we have to study
compactness of solutions to perturbations of (20) of the form,






P 4
g ul + 2Ql = 2Q̄le

4u in M ;

P 3
g u + Tl = 0 on ∂M ;

∂ul

∂ng
= 0 on ∂M,

(22)

where

Q̄l −→ Q̄0 > 0 in C2(M); Ql −→ Q0 in C2(M); Tl −→ T0 in C2(∂M); (23)

and for BVP (21) to study compactness of solutions to perturbations of (21) like





P 4
g ul + 2Ql = 0 in M ;

P 3
g ul + Tl = T̄le

3ul on ∂M ;
∂ul

∂ng
= 0 on ∂M,

(24)

where

T̄l −→ T̄0 > 0 in C2(∂M) Tl −→ T0 in C2(∂M) Ql −→ Q0 in C2(M); (25)

As in the case of the prescribed Q-curvature problem in arbitrary dimensions, here we also adopt
the standard terminology in geometric analysis, and we say that a sequence (ul) of solutions to
(22) blows up if the following holds:

there exist xl ∈ M such that ul(xl) → +∞ as l → +∞. (26)

On the other hand, from the Green representation formula given in Lemma 0.3.3 below, we have
that if ul is a sequence of solutions to (24), then ul satisfies

ul(x) = −2
∫

M
G(x, y)Ql(y)dVg − 2

∫

∂M
G(x, y)Tl(y)dSg(y) + 2

∫

∂M
G(x, y)T̄l(y)e3ul(y)dSg(y).

Therefore, under the assumption (23), if sup∂M ul ≤ C, then we have ul is bounded in C4+α for
every α ∈ (0, 1).
Hence in this context, we say that a sequence (ul) of solutions to (24) blows up if the following
holds:

there exist xl ∈ ∂M such that ul(xl) → +∞ as l → +∞. (27)

To mention some geometric applications, we discuss two results which can be found in the
survey [24]. The first one is a rigidity type result saying that if (M, g) has a constant positive
scalar curvature and ∂M has zero mean curvature, then κ(P 4,P 3) ≤ 4π2; and the equality holds
if (M,∂M) is conformally equivalent to the upper hemisphere (S4

+, S3). The second one is a
classification of the pairs (M,∂M) with Q = 0 and T = 0. Indeed it says that, if (M,∂M) is
locally conformally flat with umbilic boundary ∂M , Q = 0, T = 0, Y (g) > 0 (where Y (g) = inf <
Lcu, u > where the infimum is taken over all metrics conformal to g with the same volume as g
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and zero mean curvature and Lc = −6∆g + R is the conformal Laplacian) and χ(M) = 0 then
either (M,∂M) = (S1 × S3

+, S1 × S2), or (M, ∂M) = (I × S3, ∂I × S3) whe re I is an interval.
To the best of our knowledge, the first existence results for problem a) have been obtained

by Chang and Qing, see [19] under the assumptions that P 4,3
g is non-negative, KerP 4,3

g , R and
κ(P 4,P 3) < 4π2, and no existence results is known for the problem b).

In the case of closed four dimensional Riemannian manifold M , it is well-known that the Q-
curvature equation is intimately related to a fully nonlinear PDE called the σ2-equation (σ2(Ag) =
2Qg + 1

6∆gRg is the second symmetric function of the Shouten tensor Ag), see [17],[20]. A
study of the latter PDE has given important geometric applications of the Q-curvature. In
[17],[20], it is proven that if the underlying Riemannian manifold has a conformal metric of pos-
itive constant scalar curvature and

∫
M QgdVg > 0, then its first Betti number vanishes. More-

over up to a conformal metric it has positive Ricci tensor, and hence M has a finite funda-
mental group. Furthermore, as said in the previous Subsection, if the quantitative assumption∫

M QgdVg > 1
8

∫
M |Wg|2dVg holds then M must be diffeomorphic to the four-sphere or to the

projective space.
In the case when M has a boundary, Chen [25] has studied an analogue of the σ2-equation which
turns out to be a fully nonlinear BVP. Among other results, she obtained that if the Yamabe in-
variant Y (M, ∂M, [g]) (for the definition, see [25]) and κ(P 4,P 3) are both positive and M umbilic
then there exists a metric gu in the conformal class of g such that σ2(Agu) is a positive constant
(hence Qgu constant), Tgu = Hgu = 0, hence giving another existence result for the problem a).
Furthermore gu can be taken so that the Ricci curvature Ricgu is positive, hence M has a finite
fundamental group.

Remark 0.1.1. We point out that due to the rigidity type result above, the assumptions under
which Chen obtained existence results for problem a), we have that implicitely κ(P 4,P 3) ≤ 4π2 (
even if the the boundary is not umbilic).

0.1.3 The generalized 2× 2 Toda system

The generalized 2× 2 Toda system is the following system:




−∆u1 = 2ρ1

(
h1eu1R

Σ h1eu1dVg
− 1

)
− ρ2

(
h2eu2R

Σ h2eu2dVg
− 1

)
;

−∆u2 = 2ρ2

(
h2eu2R

Σ h2eu2dVg
− 1

)
− ρ1

(
h1eu1R

Σ h1eu1dVg
− 1

)
;

on Σ,

where hi are smooth and positive functions on the Riemannian surface Σ which we assume to
have unit volume. Problem (11) is variational, and solutions can be found as critical points of the
functional IIρ : H1(Σ)×H1(Σ), ρ = (ρ1, ρ2) defined as

IIρ(u1, u2) =



1
2

2∑

i,j=1

∫

Σ
aij∇ui · ∇ujdVg



 +
2∑

i=1

ρi

∫

Σ
uidVg −

2∑

i=1

ρi log
∫

Σ
hie

uidVg.

Here aij are the entries of the inverse matrix A−1 (where A is as in (9)).

The structure of the functional IIρ strongly depends on the values of ρ1 and ρ2. For example, the
condition ρi ≤ 4π for both i = 1, 2 has been proven in [44] to be necessary and sufficient for IIρ

to be bounded from below, see Theorem 1.3.6 (we refer also to [77] and [78]). In particular, for
ρ1 and ρ2 strictly less than 4π, IIρ becomes coercive (once we factor out the constants, since IIρ

is invariant under the transformation ui -→ ui + ci, ci ∈ R) and solutions of (11) can be found as
global minima.

The case in which one of the ρi’s becomes equal to 4π (or both of them) is more subtle since the
functional is still bounded from below but not coercive anymore. In [43] and [58] some conditions
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for existence are given in this case, and the proofs involve a delicate analysis of the limit behavior
of the solutions when the ρi’s converge to 4π from below.

On the other hand, when some of the ρi’s are bigger than 4π, IIρ is unbounded from below
and solutions should be found as saddle points. In [63], [72] and [73] some existence results are
given and it is proved that if hi ≡ 1, and if some additional assumptions are satisfied, then (0, 0) is
a local minimizer for IIρ, so the functional has a mountain pass structure and some corresponding
critical points. Furthermore in [43] a very refined blow-up behavior of solutions is given (below we
report Theorem 2.4.1 as a consequence of this analysis) and existence is proved if Σ has positive
genus and if ρ1, ρ2 satisfy either (i) ρ1 < 4π, ρ2 ∈ (4π, 8π) (and viceversa), or (ii) ρ1, ρ2 ∈ (4π, 8π).

In this thesis we investigate the solvability of the generalized 2 × 2 Toda system in the case
where one of the ρi can be very large and the other one less the 4π.

0.1.4 Extremals for Fontana and Chang-Yang inequalities

In his study of the extension of the results of Adams[1] to compact closed Riemannian manifolds,
L. Fontana[40] has proved among other things the following optimal inequality

∫

M
e32π2u2

dVg ≤ C ∀u ∈ H2(M) such that
∫

M
|∆u|2dVg ≤ 1 and

∫

M
udVg = 0. (28)

Likewise, in their study of the extremals of the log-determinant functional on four dimensional
closed Riemannian manifolds, Chang and Yang[23] have proved an optimal inequality involving
the Paneitz operator. Precisely, they showed that if the Paneitz operator P 4

g is non-negative with
trivial kernel, then there holds

∫

M
e32π2u2

dVg ≤ C ∀u ∈ H2(M) such that < P 4
g u, u >≤ 1 and

∫

M
udVg = 0. (29)

The problem of extremals for Fontana’s inequality (resp Chang-Yang’s inequality), is the one
of finding whether there exists an extremal for the maximization problem

sup
u∈H1

∫

M
e32π2u2

dVg, where H1 = {u ∈ H2(M) : u = 0,

∫

M
|∆gu|2dVg = 1}.

respectively

sup
u∈H2

∫

M
e32π2u2

dVg, where H2 = {u ∈ H2(M) : u = 0, < P 4
g u, u >= 1}

We recall that for the Sobolev inequality, the related extremal problem has no solution if the
domain is a ball of the Euclidean space. However, Carleson and Chang[16] proved a suprising
result by showing that indeed for the associated Moser-Trudinger inequality on the unit ball in
Euclidean space, there is a solution. This result was later extended to every connected domain in
two dimensional Euclidean space by Flucher[42]. In 2001 Li[59] proved the existence of extremal
functions for Moser-Trudinger inequality on every compact closed Riemannian surface.
We remark that in all these problems, the Euler-Lagrange equations associated are second order
in contrast to the probems of finding extremals for Fontana and Chang-Yang inequalities.

0.2 Content of the thesis

In this thesis, we study the four problems described above. The ones of prescribing Q-curvature of
a compact closed manifold of arbitrary dimension, of prescribing the Q-curvature and boundary
T -curvature of a compact four dimensional manifold with boundary and the generalized 2×2 Toda
system are non compact variational problems. By non compact, we mean that the standard



0.2. CONTENT OF THE THESIS 17

compactness conditions like Palais-Smale one fail to hold. We tackled them using min-max method
and refined blow-up analysis combined with a monotonicity method introduced by Struwe. The
problem of finding extremals for Fontana’s inequality and Chang-Yang’s one is solved through
blow-up techniques combined with Pohozaev type identity and capacity estimates to overcome
the lack of a good maximum principle for fourth order PDEs and the fact that truncations are
not allowed in H2. We remark that the crucial analytical tools for the study of the problems of
prescription of Q-curvature in arbitrary dimension, of prescribing the Q-curvature and boundary
T -curvature of a compact four manifold with boundary and the generalized 2 × 2 Toda system
are Moser-Trudinger type inequalities. We divide the thesis into three main Chapters. In the
first one, we recall some classical Moser-Trudinger type inequalities, give some new ones and their
improvement used to tackle the problem of prescribing Q-curvature in arbitrary dimension, Q-
curvature and T -curvature of a four manifold with boundary, and the generalized 2 × 2 Toda
system, and the proof of the existence of extremals for Fontana’s inequality and Chang-Yang’s
one. The second Chapter is concerned with the blow-up analysis of perturbations of the PDEs
(BVPs) involved in the problems of prescription of Q-curvature, T -curvature and the generalized
2× 2 Toda system, and will be used to overcome the lack of compactness in their study. The last
Chapter deals with the min-max scheme to get existence results for the problems of prescribing
constant Q-curvature in arbitrary dimensions, constant Q-curvature, constant T -curvature on four
dimensional manifolds with boundary, and the generalized 2× 2 Toda system on compact closed
surfaces.

0.2.1 Existence of extremals for Fontana and Chang-Yang inequalities

In Chapter 1, the main results we obtain are the existence of extremal functions for Fontana and
Chang-Yang inequalities. Precisely, we prove the following two theorems:

Theorem 0.2.1. Let (M, g) be a compact closed smooth 4-dimensional Riemannian manifold.
Then setting

H1 = {u ∈ H2(M) such that u = 0 and
∫

M
|∆gu|2dVg = 1}

we have that
sup

u∈H1

∫

M
e32π2u2

dVg

is attained.

Theorem 0.2.2. Let (M, g) be a compact closed smooth 4-dimensional Riemannian manifold.
Assuming that P 4

g is non-negative and KerP 4
g , R, then setting

H2 = {u ∈ H2(M) such that u = 0 and < P 4
g u, u >= 1}

we have that
sup

u∈H2

∫

M
e32π2u2

dVg

is attained.

These results are obtained in collaboration with Yuxiang Li and are contained in the paper[61].

Remark 0.2.3. Since the leading term of P 4
g is ∆2

g, then the proof of the two Theorems are quite
similar. We point out that the same proof is valid for both, except for some trivial adaptations,
hence we will give a full proof of Theorem 0.2.1 and only a sketch of the proof of Theorem 0.2.2.

Remark 0.2.4. As already said in the discussion of the prescribed Q-curvature problem in arbi-
trary dimensions, we recall that due to a result by Gursky, see [49] if both the Yamabe invariant of
(M, g) and

∫
M QgdVg are non-negative, then we have that P 4

g is non-negative and KerP 4
g , R,

hence we have the assumptions of Theorem 0.2.2.
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We are going to describe our approach to prove Theorem 0.2.1. We use Blow-up analysis.
First of all we take a sequence (αk)k such that αk ↗ 32π2, and by using Direct Methods of the
Calculus of variations we can find uk ∈ H1 such that

∫

M
eαku2

kdVg = sup
v∈H1

∫

M
eαkv2

dVg.

see Lemma 1.5.1. Moreover using the Lagrange multiplier rule we have that (uk)k satisfies the
equation:

∆2
guk =

uk

λk
eαku2

k − γk (30)

for some constants λk and γk.
Now, it is easy to see that if there exists α > 32π2 such that

∫
M eαu2

kdVg is bounded, then
by using Lagrange formula, Young’s inequality and Rellich compactness Theorem, we obtain that
the weak limit of uk becomes an extremizer. On the other hand if

ck = max
M

|uk| = |uk|(xk);

is bounded, then from standard elliptic regularity theory, uk is compact, and thus converges
uniformly to an extremizer. Hence assuming that Theorem 0.2.1 does not hold, we get
1)

∀α > 32π2 lim
k→+∞

∫

M
eαu2

kdVg → +∞;

2)
ck → +∞.

We will follow the same method as in [59] up to some extents.

In [59] where the author deals with a second order problem, the function sequence studied is
the following:

−∆guk =
uk

λk
eα′ku2

k − γk,

where α′k ↗ 4π, and uk attains supR
M |∇gu|2dVg=1,ū=0

∫
M eα′ku2

dVg. The author also assumed ck →

+∞. Then he showed that

2αkck(uk(xk + rkx)− ck) → −2 log(1 + π|x|2) (31)

for suitable choices of rk, xk with rk → 0. Next he proved the following

lim
k→+∞

∫

{uk≤
ck
A }

|∇guk|2dVg =
1
A
∀A > 1, (32)

which implies that

lim
k→+∞

∫

M
eαku2

kdVg = V olg(M) + lim
k→+∞

λk

c2
k

,

and that ckuk converges to some Green function weakly. In the end, using capacity arguments
which consist in evaluating the energy of uk on a annulus around the blow-up point, he got an
upper bound of λk

c2
k
.

Remark 0.2.5. (31) was first noticed by Struwe in [81], and (32) also appeared in [2].
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However there are two main differences between the present case and the one in [59]. One is
that there is no direct maximum principle for equation (30) and the other one is that truncations
are not allowed in the space H2(M) . Hence to get a counterpart of (31) and (32) is not easy.

To solve the first difficulty, we replace ck(uk(xk + rkx) − ck) with βk(uk(expxk(rkx)) − ck),
where

1/βk =
∫

M

|uk|
λk

eαku2
kdVg.

By using the strength of the Green representation formula, we get that the profile of uk is either a
constant function or a standard bubble. The second difficulty will be solved by applying capacity
and Pohozaev type identity. In more detail we will prove that βkuk ⇀ G (see Lemma 1.5.6) which
satisfies {

∆2
gG = τ(δx0 − V olg(M))∫

M G = 0.

for some τ ∈ (0, 1]. Then we can derive from a Pohozaev type identity (see Lemma 1.5.7) that

lim
k→+∞

∫

M
eαku2

kdVg = V olg(M) + lim
k→+∞

τ2 λk

β2
k

.

In order to apply the capacity, we will follow some ideas in [57]. Concretely, we will show that
up to a small term, the energy of uk on some annulus is bounded below by the Euclidean one
(see Lemma 1.5.10). Moreover, one can prove the existence of Uk (see Lemma 1.5.11) such that
the energy of Uk is comparable to the Euclidean energy of uk , and the Dirichlet datum and
Neumann datum of Uk at the boundary of the annulus are also comparable to those of uk. In
this sense, we simplify the calculation of capacity in [60]. Now using capacity techniques we get
ck
βk
→ d and dτ = 1, see Proposition 1.5.12. Furthermore we have that

lim
k→+∞

τ2 λk

β2
k

≤ π2

6
e

5
3+32π2S0 .

Hence we arrive to
sup

u∈H1

∫

M
e32π2u2

dVg ≤ V olg(M) +
π2

6
e

5
3+32π2S0 . (33)

In the end, we will find test functions in order to contradict (33). We will simplify the arguments
in [59]. Indeed we use carefully the regular part of G to avoid cut-off functions and hence making
the calculations simpler.

0.2.2 Some compactness results for Q-curvature, Q−T -curvature equa-
tions and generalized 2× 2 Toda system

In Chapter 2, we study the compactness issue of some perturbations of the Q-curvature equa-
tions on compact closed Riemannian manifolds of arbitrary dimension, of the Q-curvature and
T -curvature equations on compact four dimensional Riemannian manifolds with boundary. Fur-
thermore, using a result of Jost-Lin-Wang[43] and Yanyan Li[52], we prove a compactness result
for the generalized 2× 2 Toda system.
The main results obtained in Chapter 2 are the following:

Theorem 0.2.6. Let (M, g) be a compact closed smooth n-dimensional Riemannian manifold
( n ≥ 3). Suppose KerPn

g , R and that (ul) is a sequence of solutions of (15) with Q̄l satisfying (16)
Ql satisfying (17), and Q̄0 satisfying (18). Assuming that (ul)l blows up (in the sens (19)), there
exists N ∈ N∗ such that ∫

M
Q0dVg = N(n− 1)!ωn. (34)

From this and standard elliptic regularity theory, we derive the following corollary:
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Corollary 0.2.7. Let (M, g) be a compact closed smooth n-dimensional Riemannian manifold( n ≥
3) and suppose KerPn

g , R.
a) Let (ul) be a sequence of solutions of (15) with Q̄l satisfying (16), Ql satisfying (17) and Q̄0

satisfying (18). Assume also that

k0 =
∫

M
Q0dVg 1= k(n− 1)!ωn k = 1, 2, 3, . . . . (35)

Then (ul)l is bounded in Cα(M) for any α ∈ (0, 1).

b) Let (ul) be a sequence of solutions to (12) for a fixed value of the constant Q̄. Assume that
κP n 1= k(n− 1)!ωn k = 1, 2, 3, . . . , then (ul)l is bounded in Cm(M) for every positive integer m.

c) Let (uρk) {ρk → 1} be a family of solutions to (12) with Qn
g replaced by ρkQn

g ,and Q̄ by
ρkQ̄ for a fixed value of the constant Q̄. Assume also that κP n 1= (n − 1)!kωn, then (uρk)k is
bounded in Cm(M) for every positive integer m .

d) If κP n 1= k(n − 1)!ωn k = 1, 2, 3, . . . , then the set of metrics conformal to g with constant
Q-curvature and of unit volume is compact in Cm(M) for positive integer m.

Theorem 0.2.13 and corollary 0.2.7 are contained in the paper[69].

We are going to describe our strategy to prove Theorem 0.2.6. Our method follows up to
some extent [34] and [64]. However some new ideas are needed since some of the arguments
in [34] and [64] rely on the fact of being in low dimensions (more precise comments are given
below). We study equation (15) as an integral one. This is possible since one can show that
Pn

g admits a Green’s function G(x, y) which is symmetric and for which G(x, y) ∼ 1
cn

log 1
dg(x,y) for

x ∼ y. Hence from the existence of the Green’s function, we have that equation (15) can be written
as

ul(x)− ūl =
∫

M
G(x, y)(Q̄le

nul(y) −Ql(y))dVg(y) x ∈ M. (36)

As a first issue in the proof of Theorem 0.2.6 we determine the profile of solutions near blow-up
points. To do this in [34] and [64], a scaling argument and a classification result by C.S Lin
[62] is used. Unfortunately this classification result for entire solutions of (−∆)n

2 u = enu (without
growth condition at infinity) is available only in dimension 2 and 4.
In higher dimensions, it is convenient instead to use the full strength of (36) and still after a
scaling argument to arrive to the following integral equation on Rn

u(x) =
∫

Rn

σn log(
|y|

|x− y| )e
nudy − 1

n
log(kn). (37)

Assuming only that
∫

Rn enudx < ∞, solutions of (37) have been classified by X. Xu in [89] as
standard bubbles and this allows us to deduce the profile of blow ups of (12). Moreover using a
generalized Pohozaev equality proven by X. Xu in [89] we derive a volume quantization near the
blow ups points.

At this stage the analysis is only local, and the next issue is to obtain a global volume quan-
tization as in the statement of Theorem 0.2.6. After proving a Harnack type inequality, one is
reduced to study the behavior of the radial average ūl(r) = 1

V olg(∂Bxl
(r))

∫
∂Bxl

(r) uldσg. For doing
this in [64] this function was studied by an ODE analysis while in [34] it was mainly done using
a classification results of some singular solutions to a PDE in R4.
On the other hand, one can still exploit the properties of (36) entirely. Here indeed we can also
radialize (36) and study the radial function ūl(r) as a solution of a suitable integral inequality
in one variable. This approach seems rather natural.

The next compactness result obtained deals with the prescribed Q-curvature equation on com-
pact four dimensional Riemannian manifolds with boundary.
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Theorem 0.2.8. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary. Suppose KerP 4,3

g , R and that (ul) is a sequence of solutions to (22) with Q̄l, Ql

and Tl satisfying (23). Assuming also that (ul)l blows up (in the sense of (26)) and
∫

M
Q0dVg +

∫

∂M
T0dSg + ol(1) =

∫

M
Q̄le

4uldVg; (38)

then there exists N ∈ N \ {0} such that
∫

M
Q0dVg +

∫

∂M
T0dSg = 4Nπ2.

From this, and from the regularity result in Proposition 0.3.5 below, we derive the following corol-
lary .

Corollary 0.2.9. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and suppose KerP 4,3

g , R.
a) Let (ul) be a sequence of solutions to (22) with Q̄l, Ql and Tl satisfying (23). Assume also that

∫

M
Q0dVg +

∫

∂M
T0dSg + ol(1) =

∫

M
Q̄le

4uldVg;

and
k0 =

∫

M
Q0dVg +

∫

∂M
T0dSg 1= 4kπ2 k = 1, 2, 3, . . . .

then (ul)l is bounded in C4+α(M) for any α ∈ (0, 1).

b) Let (ul) be a sequence of solutions to (20) for a fixed value of the constant Q̄. Assume also
that κ(P 4,P 3) 1= 4kπ2, then (ul)l is bounded in Cm(M) for every positive integer m.

c) Let (uρk) {ρk → 1} be a family of solutions to (20) with Tg replaced by ρkTg , Qg by ρkQg and
Q̄ by ρkQ̄ for a fixed value of the constant Q̄. Assume also that κ(P 4,P 3) 1= 4kπ2, then (uρk)k is
bounded in Cm(M) for every positive integer m.

d) If κ(P 4,P 3) 1= 4kπ2 k = 1, 2, 3, . . . , then the set of metrics conformal to g with constant
Q-curvature, zero T -curvature, zero mean curvature and of unit interior volume is compact in
Cm(M) for positive integer m.

Theorem 0.2.16 and Corollary 0.2.9 are contained in the paper[70].

Now we describe our approach to prove Theorem 0.2.8. We use a strategy related to that
in [34], but in our case, we have to consider possible blow-ups at the boundary. We recall that
a variant of this method was used to prove Theorem 0.2.6, and it relies strongly on the Green
representation formula, transforming the PDE into an integral equation. For this case, we will
employ a similar method since for the BVP one can prove the existence of a Green representation
formula as well (using the method of the parametrix) with the difference that we have a boundary
term, see Lemma 0.3.3. We consider the same scaling as in [34] and in the proof of Theorem 0.2.6.
When we deal with the situation of interior blow-up points, we use the same argument as in the
proof of Theorem 0.2.6 to get that the limit function V0 which describes the profile near the
blow-up point satisfies the following conformally invariant integral equation

Ṽ0(x) =
∫

R4

3
4π2

log
(

|z|
|x− z|

)
e4Ṽ0(z)dz − 1

4
log(3). (39)

Hence using the same argument as in the proof of Theorem 0.2.6, based on a classification result
of X. Xu [89], we deduce that V0 is a standard bubble and the local volume is 8π2. On the other
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hand when the blow-up happens at the boundary, we obtain that the limiting function satisfies
the integral equation on the upper half space R4

+

V0(x) =
∫

R4
+

3
4π2

(
log

|z|
|x− z| + log

|z|
|x− z̄|

)
e4V0(z)dz − 1

4
log(3).

So from this we are able to deduce that the normal derivative of V0 vanishes. Thus using Alexan-
drov reflection principle, we infer that the even reflection across ∂R4

+ V̄0 of V0 solves the con-
formally invariant integral equation on the entire space R4 as in (39).
In this way, we can use the classification result of X. Xu (mentioned above) to deduce that V̄0 is
a standard bubble and that the local volume associated is 8π2. Hence we find that the profile
near such blow-up points (boundary) are half of a standard bubble and that the local volume
associated is 4π2. At this stage to conclude we argue, as in the proof of Theorem 0.2.6, to show
that the residual volume tends to zero, and obtain quantization. We point out that, by the above
discussion, the volume of an interior blow-up is double with respect to the one at the boundary.

Next, we give a compactness result which deals with the prescribed T -curvature equation on
compact four dimensional Riemannian manifolds with boundary.

Theorem 0.2.10. Let (M, g) be a compact four dimensional Riemannian manifold with smooth
boundary. Suppose KerP 4,3

g , R and that (ul) is a sequence of solutions to (24) with T̄l, Tl and
Ql satisfying (25). Assuming that (ul)l blows up (in the sense of (26)) and

∫

M
Q0dVg +

∫

∂M
T0dSg + ol(1) =

∫

∂M
T̄le

3uldSg; (40)

then there exists N ∈ N \ {0} such that
∫

M
Q0dVg +

∫

∂M
T0dSg = 4Nπ2.

From this and the regularity result in Proposition 0.3.8 below, we derive the following corollary.

Corollary 0.2.11. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and suppose that KerP 4,3

g , R.
a) Let (ul) be a sequence of solutions to (24) with T̄l, Tl and Ql satisfying (25). Assume also that

∫

M
Q0dVg +

∫

∂M
T0dSg + ol(1) =

∫

∂M
T̄le

3uldVg;

and
k0 =

∫

M
Q0dVg +

∫

∂M
T0dSg 1= 4kπ2 k = 1, 2, 3, . . . .

then (ul)l is bounded in C4+α(M) for any α ∈ (0, 1).

b) Let (ul) be a sequence of solutions to (21) for a fixed value of the constant T̄ . Assume also
that κ(P 4,P 3) 1= 4kπ2, then (ul)l is bounded in Cm(M) for every positive integer m.

c) Let (uρk) {ρk → 1} be a family of solutions to (21) with Tg replaced by ρkTg , Qg by ρkQg and
T̄ by ρkT̄ for a fixed value of the constant T̄ . Assume also that κ(P 4,P 3) 1= 4kπ2, then (uρk)k is
bounded in Cm(M) for every positive integer m.

d) If κ(P 4,P 3) 1= 4kπ2 k = 1, 2, 3, . . . , then the set of metrics conformal to g with constant T -
curvature, zero Q-curvature, zero mean curvature and of unit boundary volume is compact in
Cm(M) for positive integer m.
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Theorem 0.2.10 and Corollary 0.2.11 are contained in the paper[71].

To prove Theorem 0.2.10 we use the same argument as in the proof of Theorem 0.2.6 and
Theorem 0.2.8, and the fact that due to the Green representation formula blow-up is equivalent
to blow-up at the boundary .

The last compactness result deals with the generalized 2× 2 Toda system on a compact closed
Riemannian surface (Σ, g) of unit volume.

Theorem 0.2.12. Suppose h1, h2 are smooth positive functions on Σ, and consider the sequence
of solutions of the system





−∆u1,k = 2ρ1,k

(
h1eu1,kR

Σ h1eu1,k dVg
− 1

)
− ρ2,k

(
h2eu2,kR

Σ h2eu2,k dVg
− 1

)
;

−∆u2,k = 2ρ2,k

(
h2eu2,kR

Σ h2eu2,k dVg
− 1

)
− ρ1,k

(
h1eu1,kR

Σ h1eu1,k dVg
− 1

)
,

on Σ. (41)

Suppose (ρ1,k)k lie in a compact set K1 of ∪∞i=1(4iπ, 4(i + 1)π), and that (ρ2,k)k lie in a compact
set K2 of (−∞, 4π). Then, if

∫
Σ ui,kdVg = 0 for i = 1, 2 and for k ∈ N, the functions (u1,k, u2,k)

of (41) stay uniformly bounded in L∞(Σ)× L∞(Σ).

To prove Theorem 0.2.12, we exploit the blow-up analysis in [43] when ρ2 stays positive and
away from zero. On the other hand, for ρ2 ∈ (−∞, δ] with δ positive and small, we use an
argument inspired by Brezis and Merle, [15], combined with a compactness result in [52].

0.2.3 Existence of constant Q-curvature conformal metrics in arbitrary
dimensions

In Chapter 3, we prove a high-dimensional analogue of the classical uniformization Theorem for
compact closed Riemannian surfaces. Precisely, we prove that, given a compact closed Riemannian
manifold (M, g) of dimension n, there exists a metric conformally related to g of constant Q-
curvature under generic and conformally invariant assumptions. Indeed we obtain the following
theorem:

Theorem 0.2.13. Let (M, g) be a compact closed smooth n-dimensional Riemannian manifold
with n ≥ 3. Suppose KerPn

g , R, and assume that κP n 1= k(n − 1)!ωn for k = 1, 2, ..... Then
M admits a conformal metric with constant Q-curvature.

Remark 0.2.14. (a) Our assumptions are conformally invariant and generic, so the result applies
to a large class of compact closed smooth n-dimensional Riemannian manifolds.

(b) Under these assumptions, by Corollary 0.2.7 above, we have that blow ups of sequences of
solutions to (12) is not possible. Indeed, these turn out to be bounded in Cm(M) for every integer
m.

Our assumptions include those made in [13] (and its counterpart in the odd dimensional case)
and (one) of the following two possibilities (or both)

κP n ∈ (k(n− 1)!ωn , (k + 1)(n− 1)!ωn) , for some k ∈ N (42)

Pn
g possesses k̄ negative eigenvalues (counted with multiplicity). (43)

Theorem 0.2.13 is the main result in the paper[69].

Remark 0.2.15. a) For the sake of simplicity of the exposition, we will give the proof of Theo-
rem 0.2.13 in the case where Pn

g is non-negative and (42) holds. In Chapter 3 after the proof of
the main Theorems, we will make discussions to settle the general case.
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We are going to give the main ideas for the proof of Theorem 0.2.13 assuming that k̄ = 0 and
(42) holds. Using an improvement of an appropriate Moser-Trudinger type inequality (see (1.4.1)),
we show that if the conformal volume enu is spread into (k + 1) distinct sets where k is as in
(42), then the functional IIA stays bounded from below. As a consequence, we deduce that
if k is given as in (42) and if IIA(ul) → −∞ along a sequence, then enul has to concentrate
near at most k points of M . Hence, if we assume the normalization

∫
M enuldVg = 1, then

enul ,
∑k

i=1 tiδxi ,where ti ≥ 0, xi ∈ M,
∑k

i=1 ti = 1 for IIA(ul) → −∞. Therefore, as in
[33] we can map enul onto Mk for l large, where Mk is the formal set o f barycenters of M of
order k. Precisely for L 4 1 we can define a continuous projection Ψ : {IIA ≤ −L} → Mk which
is homotopically non-trivial. The non-triviality of this map comes from the fact that Mk is non-
contractible and from the existence of another map Φλ̄ such that Φλ̄ ◦ Ψ is homotopic to the
identity on Mk. Furthermore, the map Φλ̄ is such that IIA(Φλ̄(Mk)) can become arbitrary large
negative, so that Ψ is well-defined on its image. Hence from this discussion we derive that for
L large enough {IIA < −L} has the same homology as Mk. Using the non contractibility of
Mk, we define a min-max scheme for a perturbed functional IIA,ρ, ρ close to 1, finding a P-S
sequence at some levels cρ. Applying the monotonicity procedure of Struwe, we can show existence
of critical points of IIA,ρ for a.e ρ, and we reduce ourselves to the assumptions of Theorem 0.2.7

Some comments in the construction of the map Φλ̄ are in order. We basically use the same
function as in [33]. However, we point out that in [33] the estimates of IIA(ϕλ̄) were done by
explicit calculations which was possible since the dimension was fixed and low. Here instead, since
we want to let n be arbitrary, we need a more systematic approach, which both simplifies and
extends that in [33], see Lemma 3.2.26 and its proof.

0.2.4 Existence of constant Q-curvature conformal metrics on four man-
ifolds with boundary

In Chapter 3, we prove a fourth order uniformization result for compact four dimensional Rieman-
nian manifolds with boundary. We prove that on any compact four dimensional smooth Rieman-
nian manifold with boundary, there exists a metric of constant Q-curvature, zero T -curvature
and zero mean curvature within a given conformal class under generic and conformally invariant
assumptions. Precisely we prove the following theorem:

Theorem 0.2.16. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary and suppose KerP 4,3

g , R. Then assuming κ(P 4,P 3) 1= k4π2 for k = 1, 2, · · · ,
we have that (M, g) admits a conformal metric with constant Q-curvature, zero T -curvature and
zero mean curvature.

Remark 0.2.17. a) As in Theorem 0.2.13, also here our assumptions are conformally invariant
and generic, so the result applies to a large class of compact 4-dimensional Riemannian manifolds
with boundary.
b) From the Gauss-Bonnet-Chern formula, see (6) we have that Theorem 0.2.16 does NOT cover
the case of locally conformally flat manifolds with totally geodesic boundary and positive integer
Euler-Poincaré characteristic.
c) For the boundary Yamabe problem in low dimension (less than 5) existence of solutions was
obtained only under the assumption of local conformal flatness of the manifold and umbilicity of
the boundary. However in our Theorem, we point out that no umbilicity condition for the boundary
∂M and no flatness condition for M are assumed.

Our assumptions include the two following situations:

κ(P 4,P 3) < 4π2 and (or) P 4,3
g possesses k̄ negative eigenvalues (counted with multiplicity)

(44)
κ(P 4,P 3) ∈

(
4kπ2 , 4(k + 1)π2

)
, for some k ∈ N∗ and (or) P 4,3

g possesses k̄ negative eigenvalues

(counted with multiplicity)
(45)
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Theorem 0.2.16 is contained in the paper[70].

Remark 0.2.18. As in the case of Theorem 0.2.13, in order to simplify the exposition, we will also
give the proof of Theorem 0.2.16 in the case where we are in situation (45) and k̄ = 0 (namely
P 4,3

g is non-negative). At the end of Chapter 3, a discussion to settle the general case (45) and
also case (44) is made.

We are going to describe the main ideas in the proof of Theorem 0.2.16. We use the same
strategy as in the proof of Theorem 0.2.13 above. However in the present case, there are some
differences. These consists in the fact that Mk might be contractible and also boundary con-
centration can appear, hence new ideas are needed. Using a more refined improvement of an
appropriate Moser-Trudinger inequality (see (1.4.2)), we first study how big can be the num-
ber of possible boundary and interior blow-up points for the conformal volume e4u, u ∈ {v ∈
H ∂

∂n

∫
M e4vdVg = 1; IIQ(v) ≤ −L} with L large enough. From this study, we derive that

if k is as in (45) and if IIQ(ul) → −∞ along a sequence ul with
∫

M e4uldVg = 1, then
e4ul has to concentrate near at most h interior points and l boundary points with 2h + l ≤ k and
e4ul , σ =

∑h
i=1 tiδxi +

∑l
i=1 siδyi , ti ≥ 0,

∑h
i=1 ti +

∑l
i=1 si = 1; xi ∈ int(M), yi ∈ ∂M .

Therefore, instead of Mk, it is natural to consider the barycentric set (M∂)k (for the definition
see Section Notation) which is a good candidate for describing the homology of large negative
sublevels of IIQ. In order to do this, one needs to map (nontrivially) the large negative sublevels
into (M∂)k, and to do the opposite, namely to map (M∂)k (nontrivially) onto low sublevels of
IIQ. If the composition of these two maps is homotopic to the identity, we derive information
in the topology of the low sublevels of IIQ, in terms of the number of concentration points of
the conformal volume e4u. To find the projection onto (M∂)k, we can use some of the argu-
ments in [33], but with evident differences , because of the presence of the boundary. Taking
advantage of the fact that the functions we are dealing with have zero normal derivatives, we
use a doubling argument, which consists of constructing a new C1 manifold DM , and using the
Alexandrov reflection principle . We then use some suitable test functions to find the desired
homotopy equivalence.
Using the Mayers-Vietoris Theorem, one can prove that (M∂)k is non-contractible. At this stage,
we define a min-max scheme as in the proof of Theorem 0.2.13, and we reduce ourselves to the
assumptions of Theorem 0.2.9.

0.2.5 Existence of constant T -curvature conformal metrics on four man-
ifolds with boundary

In Chapter 3, we also prove that, given any four dimensional Riemannian manifold with boundary
(M, g), there exists a metric in the conformal class of the background metric [g] with constant T -
curvature, zero Q-curvature and zero mean curvature, still under generic and conformally invariant
assumptions. We obtain the following theorem:

Theorem 0.2.19. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and suppose KerP 4,3

g , R. Then assuming κ(P 4,P 3) 1= k4π2 for k = 1, 2, . . . ,
we have that (M, g) admits a conformal metric with constant T -curvature, zero Q-curvature and
zero mean curvature.

Remark 0.2.20. a) As in Theorem 0.2.13, and Theorem 0.2.16, also here our assumptions are
conformally invariant and generic, so that the result applies to a large class of compact four di-
mensional Riemannian manifolds with boundary.
b) From the Gauss-Bonnet-Chern formula, see (6) we have that Theorem 0.2.19 does NOT cover
the case of locally conformally flat manifolds with totally geodesic boundary and positive integer
Euler-Poincaré characteristic.
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Our assumptions include the following two situations:

κ(P 4,P 3) < 4π2 and (or) P 4,3
g possesses k̄ negative eigenvalues (counted with multiplicity)

(46)
κ(P 4,P 3) ∈

(
4kπ2 , 4(k + 1)π2

)
, for some k ∈ N∗ and (or) P 4,3

g possesses k̄ negative eigenvalues

(counted with multiplicity)
(47)

Theorem 0.2.19 is contained in the paper[71].

Remark 0.2.21. Here also, to simplify the exposition, we will give the proof of Theorem 0.2.19 in
the case where we are in situation (47) and k̄ = 0 (namely P 4,3

g is non-negative). At the end of
Chapter 3 a discussion to settle the general case (47) and also case (46) will be done.

To prove Theorem 0.2.19 we use the same idea as the one used in Theorem 0.2.13, namely in
the case without boundary. The only difference is that, here instead of working with Mk , we
use ∂Mk.

0.2.6 Existence results for the generalized 2×2 Toda system on compact
closed surfaces

The last result in this thesis is contained in Chapter 3. It deals with the existence of solutions for
the generalized 2× 2 Toda system in the case that one of the parameter is allowed to be large and
the other one is subcritical (i.e less than 4π). Indeed we prove

Theorem 0.2.22. Let (Σ, g) be a compact closed Riemannian surface with unit volume. Suppose
m is a positive integer, and let h1, h2 : Σ → R be smooth positive functions. Then for ρ1 ∈
(4πm, 4π(m + 1)) and for ρ2 < 4π problem (11) is solvable.

Theorem 0.2.22 is obtained in a joint work With Andrea Malchiodi[66].

We are going to describe the main ideas to prove Theorem 0.2.22. We use the same methods
as in the proof of Theorem 0.2.13. For the sake of clarity, we will repeat the arguments and
point out the adaptations to the system. Again, a main ingredient in our proof is an improved
version of the Moser-Trudinger inequality for systems, which was given in [44], see Theorem 1.3.6.
From the improved inequality, we derive the following consequence: if ρ1 ∈ (4πm, 4π(m + 1)), if
ρ2 < 4π and if IIρ(u1,l, u2,l) → −∞ along a sequence (u1,l, u2,l), then eu1,l has to concentrate
near at most m points of Σ. Therefore, as for the prescribed Q-curvature problem in arbitrary
dimensions, we can map eu1,l onto Σm for l large. Precisely, for L 4 1 we can define a continuous
projection Ψ : {IIρ ≤ −L} → Σm which is homotopically non-trivial. Indeed, recalling that Σm is
non-contractible, there exists a map Φ such that Ψ ◦Φ is homotopic to the identity and such that
IIρ(Φ(Σm)) can become arbitrarily large negative, so that Ψ is well-defined on its image. Hence
we obtain characterization of low energy sublevels of IIρ as in the scalar case.

Some comments on the construction of the map Φ are in order. If we want to obtain low values
of IIρ on a couple (u1, u2), since eu1 has necessarily to concentrate near at most m points of Σ,
a natural choice of the test functions (u1, u2) is

(
ϕλ,σ,− 1

2ϕλ,σ

)
, where σ is any element of Σm,

and where ϕλ,σ is given in (3.96). In fact, as λ tends to infinity, eϕλ,σ converges to σ in the weak
sense of distributions, while the choice of u2 is done in such a way to obtain the best possible
cancellation in the quadratic part of the functional, see Remark 3.2.38. .

At this point, using the non-contractibility of Σm , we run a min-max scheme as in the proof
of Theorem 0.2.13, and reduces ourselfs to the conditions of Theorem 0.2.12.
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0.3 Notation and Preliminaries

0.3.1 Notation

• Rn, is the standard n-dimensional Euclidean space, and Rn
+ = {x = (x1, · · · , xn) ∈ Rn :

xn > 0}.

• N denotes the set of non-negative integers, and N∗ for the set of positive integers.

• Bp(r), the open geodesic ball of radius r and center p, in the Riemannian manifold (M, g).

• B0(r), the open ball of center 0 and radius r in Rn.

• B+
p (r) = Bp(r) ∩M , and B0,+

x (r) = B0
x(r) ∩ Rn

+.

• Given (M, g) a compact four dimensional Riemannian manifold with boundary ∂M , we
denote by B∂M

p (r) the ball of center p ∈ ∂M and of radius r with respect to the intrinsic
Riemannian structure of ∂M .

• dg(·, ·) stands for the geodesic distance in (M, g).

• Hs(M), for s ∈ R denotes the usual Sobolev space of functions on M which are of class
Hs in each coordinate system.

• M2 stands for the cartesian product M ×M , while Diag(M) is the diagonal of M2.

• injg(M), is the injectivity radius of (M, g).

• ωn stands for the volume of the unit sphere in Rn+1.

• Al = ol(1) means that Al −→ 0 as the integer l −→ +∞.

• Aε = oε(1) means that Aε −→ 0 as the real number ε −→ 0.

• Aδ = oδ(1) means that Aδ −→ 0 as the real number δ −→ 0.

• Al = O(Bl) means that Al ≤ CBl for some fixed constant C..

• dVg denotes the Riemannian measure associated to the metric g on the Riemannian mani-
fold (M, g).

• dσg stands for the induced volume form on geodesic spheres associated to g.

• For (M, g) a compact four dimensional Riemannian manifold with boundary ∂M , we de-
note by dSg the volume form of ∂M given by the induced metric ĝ .

• Given a compact closed Riemannian manifold (M, g) and a function u ∈ L1(M), we denote
by u the mean value of u, namely u = V olg(M)−1

∫
M udVg where V olg(M) =

∫
M dVg.

• Given an operator P acting on functions u(x, y) defined on M2, Py means the action of
P with respect to the variable y ∈ M .

• For (M, g) a compact four dimensional Riemannian manifold with boundary, given u ∈
L1(M) (resp. L1(∂M)), we denote by u (resp. u∂M ) by the following quantities u =
V olg(M)−1

∫
M udVg, and u∂M = V olg(∂M)

∫
∂M udSg where V olg(∂M) =

∫
∂M dSg.
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Given (M, g) a compact closed n-dimensional Riemannian manifold and k a positive integer,
we set

Mk = {
k∑

i=1

tiδxi , ti ≥ 0,
k∑

i=1

ti = 1;xi ∈ M}. (48)

Mk is known in the literature as the set of formal barycenters relative to M of order k (for more
details see [33] and the references therein) . We recall that Mk is a stratified set namely a union
of sets of different dimension with maximum one equal to nk − 1.
Mk will be endowed with the weak topology of distributions. To carry out some computations, we
will use on Mk the metric given by C1(M)∗, which induces the same topology, and which will
be denoted by d(·, ·).
Next, given σ ∈ Mk, σ =

∑k
i=1 tiδxi with xi ∈ M , and ϕ ∈ C1(M), we denote the action of

σ on ϕ as

< σ, ϕ >=
k∑

i=1

tiϕ(xi)

Given f a nonnegative L1 function on M with
∫

M fdVg = 1 and S ⊂ Mk we define the
distance of f from S as follows

d(f, S) = inf
σ∈S

d(f, σ);

Now we consider a four dimensional compact Riemannian manifold with smooth boundary
(M, g).
For ε > 0 we set

(∂M)ε = {x ∈ M dg(x, ∂M) ≤ ε}.

We set also
k̃ =

[
k

2

]

where
[

k
2

]
stands for the integer part of k

2 .

Given δ > 0 a small positive constant we set

Mδ = M \ ∂M × [0, δ].

Let h ∈ N, l ∈ N such that h ≤ k̃, l ≤ k and 2h + l ≤ k we define Mh,l as follows

Mh,l = {
h∑

i=1

tiδxi +
l∑

i=1

siδyi , ti ≥ 0,
h∑

i=1

ti +
l∑

i=1

si = 1; xi ∈ int(M), yi ∈ ∂M}; (49)

We set also
(M∂)k = ∪h,lMh,l.

As for the case of compact closed Riemannian manifolds, (M∂)k will be endowed with the weak
topology of distributions. To carry out some computations, we will use on (M∂)k the metric
given by C1(M)∗, which induces the same topology, and which will be denoted by dM (·, ·).
Now let us introduce some further definitions.
Given σ ∈ (M∂)k, σ =

∑h
i=1 tiδxi +

∑l
i=1 siδyi with xi ∈ int(M), yi ∈ ∂M and 2h + l ≤ k we

set

σint =
h∑

i=1

tiδxi ;

and

σbdry =
l∑

i=1

siδyi .
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Next for ϕ ∈ C1(M) and σ = σint + σbdry ∈ (M∂)k, similar to the case without boundary, we
denote the action of σ on ϕ as

< σ, ϕ >=
h∑

i=1

tiϕ(xi) +
l∑

i=1

siϕ(yi)

where σint =
∑h

i=1 tiδxi and σbdry =
∑l

i=1 siδyi .
Next if f is a nonnegative L1 function on M with

∫
M fdVg = 1 and S ⊂ (M∂)k , again similar

to the case without boundary, we define the distance of f from S as follows

dM (f, S) = inf
σ∈S

dM (f, σ);

0.3.2 Geometric background

Given a positive integer n, a n-dimensional Riemannian manifold (M, g), and a system of co-
ordinates (U, ϕ), U ⊂ M , ϕ : U → Rn, we denote by gij the components of the metric g in
these co-ordinates.
The Riemannian measure or volume form of M with respect to g is defined as follows

dVg =
√
|g|dx,

where |g| stands for the determinant of the matrix (gij) and dx the standard n-dimensional
Lebesgue measure.
We denote by gij the component of the inverse g−1 of g, and by Γl

ij the Cristoffel symbols which
are given by the following formula

Γl
ij =

1
2

(∂igkj + ∂jgki − ∂kgij) gkl.

By means of the Cristoffel symbols, one obtain the components of the Riemann curvature ten-
sor Rieml

kij as follows

Rieml
kij = ∂iΓl

jk − ∂jΓl
ik + Γl

imΓm
jk − Γl

jmΓm
ik.

The Ricci curvature tensor denoted by Ricij , is obtained by contracting the full curvature tensor
Riem, namely

Ricij = Rieml
ilj .

The scalar curvature R, is a scalar function arising from the contraction of the Ricci tensor

R = Ricijg
ij .

The Weyl tensor (Wijkl) is defined by

Wijkl = Riemijkl −
1

n− 2

(
Ricikgjl − Ricilgjk + Ricjlgik +

R

n− 1
(gjlgik − gjkgil)

)
.

Given a smooth function u : M → R, we denote by ∇gu the vector with components ∇gui defined
by

∇gu
i = gij∂ju.

The Laplace-Beltrami operator ∆g is the second order linear differential operator acting on smooth
functions u : M → R, as follows

∆gu =
1√
|g|

∂i

(
gij∂ju

√
|g|

)
.

Given k a positive integer ∆k
g , is the 2k-th order linear differential operator defined by the itera-

tive formula
∆k

gu = ∆g(∆k−1
g u),

for all smooth functions u : M → R.
Given a real number s, ∆s

g stands for the s-th power of the Laplace-Beltrami operator: it is a
Pseudodifferential operator with symbol |ζ|2s ( for more details see [41] and the references therein).
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0.3.3 Preliminary results

In this Subsection we give some preliminary results like the Green function for ∆2
g, Pn

g , for the
couple (P 4

g , P 3
g ), with homogeneous Neumann boundary condition, and some regularity results.

We start by stating a lemma giving the existence of the Green function of ∆2
g and its asymp-

totics near its singularities.

Lemma 0.3.1. Let (M, g) be a compact closed smooth four dimensional Riemannian manifold.
We have that the Green function F (x, y) of ∆2

g exists in the following sense :
a) For all functions u ∈ C2(M), we have

u(x)− ū =
∫

M
F (x, y)∆2

gu(y)dVg(y) x 1= y ∈ M

b)
F (x, y) = H(x, y) + K(x, y)

is smooth on M2 \ Diag(M2), K extends to a C1+α function on M2 and

H(x, y) =
1

8π2
f(r) log

1
r

where, r = dg(x, y) is the geodesic distance from x to y; f(r) is a C∞ positive decreasing func-
tion, f(r) = 1 in a neighborhood of r = 0 and f(r) = 0 for r ≥ injg(M). Moreover we have that
the following estimates holds

|∇gF (x, y)| ≤ C
1

dg(x, y)
|∇2

gF (x, y)| ≤ C
1

dg(x, y)2
.

Proof. For the proof see [23] and the proof of Lemma 2.3 in [64].

Next we state a Proposition giving the existence of the Green function of Pn
g and its asymp-

totics near its singularities.

Proposition 0.3.2. Suppose (M, g) is a compact smooth closed n-dimensional Riemannian man-
ifold with n ≥ 3, and suppose KerPn

g , R. Then the Green function G(x, y) of Pn
g exists in the

following sense :
a) For all functions u ∈ Cn(M), we have

u(x)− ū =
∫

M
G(x, y)Pn

g u(y)dVg(y) x 1= y ∈ M (50)

b)
G(x, y) = H(x, y) + K(x, y) (51)

is smooth on M2 \ Diag(M2), K extends to a C2+α function on M2 and

H(x, y) =
1
cn

log
(

1
r

)
f(r) (52)

where 2cn = (n− 1)!ωn, r = dg(x, y) is the geodesic distance from x to y; f(r) is a C∞ positive
decreasing function , f(r) = 1 in a neighborhood of r = 0 and f(r) = 0 for r ≥ injg(M).

Proof. Let x ∈ M be fixed and m be a positive integer large enough. By [51] Theorem 5.1,
there exists a metric g̃ conformal to g and a coordinate system around x called conformal normal
coordinate such that in the latter coordinate system we have that

|g̃(x, y)| = 1 + O(rm) for y close to x. (53)
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Now in coordinates ∆g̃,y has the following expression,

∆g̃,yv =
1√
|g̃|

∂i

(
g̃i,j

√
|g̃|∂jv

)
.

On the other hand in conformal normal coordinates we have that

g̃i,j = δi,j + O(r2),

and
∂ig̃

i,j = O(r).

Now to continue the proof, we divide the remainder into two cases.
Case n even
In the above coordinate system, we have by easy calculations that the following holds:

|Pn
g H(x, y)| ≤ C|Pn

g̃ H(x, y)| ≤ Cr2−n for r ≤ C−1injg(M). (54)

On the other hand by considering the expression,
∫

M\Bx(ε)
H(x, y)Pn

g̃ u(y)dVg̃(y)−
∫

M\Bx(ε)
u(y)Pn

g̃ H(x, y)u(y)dVg̃(y);

we have by integration by parts that,
∫

M\Bx(ε)
H(x, y)Pn

g̃ u(y)dVg̃(y)−
∫

M\Bx(ε)
u(y)Pn

g̃ H(x, y)dVg̃(y) =
∫

∂Bx(ε)
∂ν(−∆)

n
2−1H(x, y)u(y)dVg̃(y) + oε(1).

(55)

Now by using the fact that close to x in conformal normal coordinate ∆g is close to ∆Rn , we
obtain by letting ε go to 0

u(x) =
∫

M
H(x, y)Pn

g̃ u(y)dVg̃(y)−
∫

M
Pn

g̃ H(x, y)u(y)dVg̃(y). (56)

Hence using the conformal invariance property of Pn
g , for every x ∈ M we obtain

u(x) =
∫

M
H(x, y)Pn

g u(y)dVg(y)−
∫

M
Pn

g H(x, y)u(y)dVg(y). (57)

Next we can apply the same method as in [8] (Theorem 4.13) to construct a parametrix for the
Green’s function. We set

G(x, y) = H(x, y) +
q∑

i=1

Zi(x, y) + F (x, y);

where q > n
2 ,

Zi(x, y) =
∫

M
Γi(x, ζ)H(ζ, y)dVg(ζ); (58)

and Γi are defined inductively as follows,

Γi+1(x, y) =
∫

M
Γi(x, ζ)Γ(ζ, y)dVg(ζ);

with
Γ1(x, y) = Γ(x, y) = −Pn

g,yH(x, y);
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and F being the solution of the equation

Pn
g,yF (x, y) = Γk+1(x, y)− 1

V olg(M)
. (59)

From (72) we have that Zi satisfies

Pn
g,yZi(x, y) = Γi(x, y)− Γi+1(x, y). (60)

We observe that the following estimate holds for Γ(x, y),

|Γ(x, y)| ≤ Cr2−n; (61)

hence by using the results in [8] ( Proposition 4.12), we obtain the following estimate for Γi(x, y),

|Γi(x, y)| ≤ Cr2i−n. (62)

So arriving at this stage by still the same result in [8] (Proposition 4.12), we have that Γq(x, y)
and Γq+1(x, y) are continuous hence using elliptic regularity we get Zq(x, y) and F (x, y) are in
Cn−1+α(M2). The regularity in both the variables x and y can be deduced by the symmetry
of G, which follows from the self adjointness of Pn

g and reasoning as in [8] (Proposition 4.13).
Further from (73) we deduce that Γi ∈ Lp with n−2

n < p < n
n−2 for all i = 1, . . . , q − 1. Hence

by using standard elliptic regularity we infer that Zi(x, y) ∈ Hn,p. So from the Sobolev embedding
theorem and the fact that n−2

n < p < n
n−2 we get Zi(x, y) ∈ C2+α(M2) for all i = 1, . . . , q − 1

for some α. Hence setting K(x, y) =
∑q

i=1 Zi(x, y) + F (x, y), the Lemma is proved for n even.
Case n odd
We remark that if the analogues of (54) and (57) are valid, namely if the following properties

|Pn
g H(x, y)| ≤ Cr2−n for r ≤ C−1injg(M); (63)

u(x) =
∫

M
H(x, y)Pn

g u(y)dVg(y)−
∫

M
Pn

g H(x, y)u(y)dVg(y), (64)

hold, then the proof for the even case can be easily adapted. Hence to finish the proof of the
Proposition, we need only to prove (63)-(64).
We first start by the second one which is less technical. Using the self adjointness of Pn

g we have
∫

M\Bx(ε)
Pn

g̃ H(x, y)u(y)dVg̃(y) =
∫

M
H(x, y)Pn

g̃ u(y)dVg̃(y)−
∫

Bx(ε)
Pn

g̃ H(x, y)u(y)dVg̃(y). (65)

Letting ε → 0 we are done. Now let us prove the first one. Writting n = 2k + 1 and recalling we
are working in conformal normal coordinates around x, up to errors terms we can suppose we are
on flat space and that we have to compute (−∆) 1

2 (−∆)kH. First, reasoning as in the even case
we have the following estimate for (−∆)kH(r)

(−∆)kH(r) = O(r2−2k). (66)

Now we recall a well known formula for Fourier transform of radial functions, see [79] (Theorem
3.3) that we will use to continue our analysis. Given f ∈ L1(Rn) radial, it is well known that its
Fourier transform that we denote by f̂ is still radial and verifies the following formula

f̂(r) = 2πr−
n−2

2

∫ ∞

0
f(s)Jn−2

2
(2πrs)s

n
2 ds, (67)

where Jn−2
2

is the Bessel function of first kind and of order n−2
2 . On the other hand Jn−2

2
has

the following asymptotics at 0

Jn−2
2

(t) = t
n−2

2 (bn + ot(1)), (68)
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where ot(1) → 0 as t → 0 and bn is a dimensional constant. Furthermore it has also the following
asymptotics at infinity

Jn−2
2

(t) = O(t−
1
2 ). (69)

For reference about the asymptotics at zero and infinity of Jn−2
2

, see [79] ( Lemma 3.11).
Now using (66)-(69), by easily calculations we obtain

̂(−∆)kH(r) = O(r2k−2−n); (70)

where ̂(−∆)kH(r) stands for the Fourier transform of (−∆)kH(r).
On the other hand using the definition of (−∆) 1

2 , again (67)-(69) and (70) we have that

(−∆)
1
2 (−∆)kH = O(r1−2k). (71)

Hence from the trivial identity 2k− 1 = n− 2, we are done. So this conclude also the proof of the
Proposition.

Now we state a Proposition which asserts the existence of the Green function of (P 4
g , P 3

g ) with
homogeneous Neumann condition. Moreover we give its asymptotics near its singularities.

Proposition 0.3.3. Suppose (M, g) is a compact four dimensional Riemannian manifold with
boundary and KerP 4,3

g , R. Then the Green function G(x, y) of (P 4
g , P 3

g ) exists in the following
sense :
a) For all functions u ∈ C2(M), ∂u

∂ng
= 0, we have

u(x)− ū =
∫

M
G(x, y)P 4

g u(y)dVg(y) + 2
∫

∂M
G(x, y′)P 3

g u(t)dSg(y′) x ∈ M

b)
G(x, y) = H(x, y) + K(x, y)

is smooth on M2 \ Diag(M2), K extends to a C2+α function on M2 and

H(x, y) =






1
8π2 f(r) log 1

r if Bx(δ) ∩ ∂M = ∅;

1
8π2 f(r)(log 1

r + log 1
r̄ ) otherwise.

where f(·) = 1 in [− δ
2 , δ

2 ] and f(·) ∈ C∞0 (−δ, δ), δ ≤ 1
2 min{δ1, δ2}, δ1 is the injectivity radius of

M in M̃ , and δ2 = δ0
2 , r = dg(x, y) and r̄ = dg(x, ȳ).

To give the proof of the Proposition we need a Lemma which can be found in [19] (Proposition
A.1)

Lemma 0.3.4. There exists an extension of (M, g) into (M̃, g̃) which is a closed smooth four
dimensional Riemannian manifold such that
1) M is an open submanifold of M̃ ,
2) g̃|M = g,
3) In M̃ , ∂M has a smooth tubular neighborhood T of width δ0, such that, for any x ∈
T ∩M there exists an unique x̄ ∈ T \ M with dḡ(x, ∂M) = dḡ(x̄, ∂M), and for x ∈ ∂M , x = x̄,
where dḡ denotes the Riemannian distance associated to ḡ.

Proof of Proposition 0.3.3
We use the same strategy as in the proof of the Proposition 0.3.2. For the convenience of the
reader we add more details.
Let x ∈ M be fixed, it is well known that in normal coordinate around x the following holds

|g(y)| = 1 + O(r2) for y close to x.
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Now working in this normal coordinate system around x we have that

|P 4
g H(x, y)| ≤ Cr−2 for r ≤ C−1injg(M).

and
|P 3

g H(x, y)| ≤ Cr−1 for r ≤ C−1injg(M).

On the other hand, by considering the expression
∫

M\Bx(ε)
H(x, y)P 4

g u(y)dVg̃(y)−
∫

M\Bx(ε)
u(y)P 4

g H(x, y)u(y)dVg̃(y);

we have by integration by parts that,
∫

M\Bx(ε)
H(x, y)P 4

g u(y)dVg̃(y)−
∫

M\Bx(ε)
u(y)P 4

g H(x, y)u(y)dVg(y) =

−
∫

∂Bx(ε)

∂∆ḡ,y

∂ng
H(x, y)u(y)dVg(y) + 2

∫

∂M
H(x, y′)P 3

g dSḡ(y′) + oε(1)

Now by using the fact that close to x in conformal normal coordinate ∆g is close to ∆R4 , we
obtain by letting ε go to 0

u(x) =
∫

M
H(x, y)P 4

g u(y)dVg(y)−
∫

M
P 4

g H(x, y)u(y)dVg̃(y) + 2
∫

∂M
H(x, y′)P 3

g u(y′)dSg(y′).

Hence, for every x ∈ M we obtain

u(x) =
∫

M
H(x, y)P 4

g u(y)dVg(y)−
∫

M
P 4

g H(x, y)u(y)dVg(y)+2
∫

∂M
H(x, y′)P 3

g u(y′)dSg(y′). (72)

Now we can apply the same method as in [8] (Theorem 4.13) to construct a parametrix for the
Green’s function. We set

G(x, y) = H(x, y) +
q∑

i=1

Zi(x, y) + F (x, y);

where q > 2,

Zi(x, y) =
∫

M
Γi(x, ζ)H(ζ, y)dVg(ζ);

and Γi are defined inductively as follows,

Γi+1(x, y) =
∫

M
Γi(x, ζ)Γ(ζ, y)dVg(ζ);

with
Γ1(x, y) = Γ(x, y) = −P 4

g,yH(x, y);

and F being the solution of the equation





P 4
g,yF (x, y) = Γk+1(x, y)− 1

V olg(M)
. in M ;

P 3
g,yF (x, y) = −P 3

g,yH(x, y) on ∂M ;
∂F (x, y)

∂ng,y
= 0 on ∂M.

Now from (72) we have that Zi satisfies





P 4
g,yZi(x, y) = Γi(x, y)− Γi+1(x, y) in M ;

P 3
g,yZi(x, y) = 0 on ∂M ;
∂Zi(x, y)

∂ng,y
= 0 on ∂M.
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We observe that the following estimate holds for Γ(x, y),

|Γ(x, y)| ≤ Cr−2;

hence by using the results in [8] ( Proposition 4.12), we obtain the following estimate for Γi(x, y),

|Γi(x, y)| ≤ Cr2i−4 (73)

So arriving at this stage by still the same result in [8] (Proposition 4.12), we have that Γq(x, y)
and Γq+1(x, y) are continuous hence using elliptic regularity we get Zq(x, y) and F (x, y) are
in C3+α(M2). The regularity in both the variables x and y can be deduced by the symmetry
of G, which follows from the self adjointness of P 4,3

g and reasoning as in [8] (Proposition 4.13).
Further from (73) we deduce that Γi ∈ Lp with 1

2 < p < 2 for all i = 1, . . . , q − 1. Hence by
using standard elliptic regularity we infer that Zi(x, y) ∈ H4,p. So from the Sobolev embedding
theorem and the fact that 1

2 < p < 2 we get Zi(x, y) ∈ C2+α(M2) for all i = 1, . . . , q − 1 for
some α. Hence setting K(x, y) =

∑q
i=1 Zi(x, y) + F (x, y), the Lemma is proved.

Next we give a regularity result corresponding to boundary value problems of the type of
BVP (20) and high order a priori estimates for sequences of solutions to BVP like (22) when they
are bounded from above.

Proposition 0.3.5. Let u ∈ H ∂
∂n

be a weak solution to

{
P 4

g u + f = f̄ e4u in M ;

P 3
g u = h on ∂M.

with f ∈ C∞(M), h ∈ C∞(∂M) and f̄ a real constant. Then we have that u ∈ C∞(M).
Let ul ∈ H ∂

∂n
be a sequence of weak solutions to

{
P 4

g ul + fl = f̄le
4ul in M ;

P 3
g ul = hl on ∂M.

with fl → f0 in Ck(M), f̄l → f̄0 in Ck(M) and h → h0 in Ck(∂M) for some fixed k ∈ N∗.
Assuming supM ul ≤ C we have that

||ul||Ck−1+α(M) ≤ C

for any α ∈ (0, 1).

Before making the proof of Proposition 0.3.5 we give some Lemmas that will be needed. We
first state a Lemma which is a direct consequence of Lemma 0.3.4. Next we recall a Lemma giving
the existence of a Green function for Paneitz operator on compact closed four dimensional smooth
Riemannian manifold.

Lemma 0.3.6. Adopting the same notations as in Lemma (0.3.4), we have that there exists a
closed compact smooth four dimensional submanifold N of (M̃, g̃) such that M ⊂ N . Moreover
the following holds:
∀x ∈ N \ M there exists a unique x̄ ∈ M ∩ T such that

dg̃(x, ∂M) = dg̃(x̄, ∂M).

As said above, we state a Lemma giving the existence of the Green function for P 4
g̃ . It is a

particular case of Proposition 0.3.2.
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Lemma 0.3.7. Suppose KerP 4
g̃ , R. Then the Green function G̃(x, y) of P 4

g̃ exists in the
following sense :
a) For all functions u ∈ C2(N), we have

u(x)− ū =
∫

M
G̃(x, y)P 4

g̃ u(y)dVg̃(y) ∀x ∈ N ;

b)
G̃(x, y) = H0(x, y) + K0(x, y) ∀x 1= y;

is smooth on N2 \ Diag(N2), K extends to a C2+α function on N2 and

H(x, y) =
1

8π2
f(r) log

1
r

where, r = dg̃(x, y) is the geodesic distance from x to y; f(r) is a C∞ positive decreasing func-
tion, f(r) = 1 in a neighborhood of r = 0 and f(r) = 0 for r ≥ injg̃(N).

Now we are ready to make the proof of Proposition 0.3.5.
Proof of Proposition 0.3.5
We have that by assumption u ∈ H∂n is a weak solution to

{
P 4

g u + f = f̄ e4u in M ;

P 3
g u = h on ∂M.

Then using Lemma 0.3.3 we obtain that

u(x)− ū =
∫

M
G(x, y)(f̄ e4u − f)dVg(y) + 2

∫

∂M
G(x, y′)h(y

′
)dSg(y′).

Now let us define the following auxiliary functions

w(x) =
∫

M
G(x, y)f̄ e4u(y)dVg(y) x ∈ M ;

and
v(x) = −

∫

M
G(x, y)fdVg(y) + 2

∫

∂M
G(x, y′)h(y

′
)dSg(y′). (74)

Then it is trivially seen that
w(x) = u(x)− v(x) x ∈ M. (75)

On the other hand since f ∈ C∞(M) and h ∈ C∞(∂M), then one can check easily that

v ∈ C∞(M). (76)

Now using the relation (75) we obtain w satisfies the following integral equation

w(x) =
∫

M
G(x, y)e−4v(y)f̄ e4w(y)dVg(y) x ∈ M ; (77)

and
∂w

∂ng
= 0 on ∂M.

Now let us define the even reflection of w through ∂M

w̃(x) =

{
w(x) if x ∈ M ;
w(x̄) if x ∈ N \ M ;

(78)
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where N is the closed 4-manifold given by Lemma 0.3.6.
Thanks to the fact that ∂w

∂ng
= 0, we have that w̃ ∈ H2(N). Moreover using the integral equation

solved by w (see (77)), one can check easily that w̃ satisfies

w̃(x) =
∫

N
G̃(x, y)e−4ṽ(y)f̄ e4w̃(y)dVg̃(y) x ∈ N.

where G̃ is the Green function of P 4
g̃ (see Lemma 0.3.7) and v̄ is the even reflection of v through

∂M , namely

ṽ(x) =

{
v(x) if x ∈ M ;
v(x̄) if x ∈ N \ M.

Furthermore from (74) and the fact that f and h are smooth, we derive that ṽ ∈ C1(N).
On the other from the assumption KerP 4,3

g , R, it is easily seen that KerP 4
g̃ , R. Hence using

Lemma 0.3.7 we have that w̃ is a weak solution to

P 4
g̃ = f̄ e−4ṽe4w̃ on N.

Thus from a regularity result due to Uhlenbeck and Viaclovsky, see [88], we infer that w̃ ∈ C∞(N).
Now restricting back to M we obtain w ∈ C∞(M). So using (75), (76) and the fact that w is
smooth on M , we have that u ∈ C∞(M). The last part of the proposition follows from the same
argument.
Hence the proof of the proposition is complete.

Now we give a regularity result corresponding to boundary value problems of the type of
BVP (21) and high order a priori estimates for sequences of solutions to BVP like (24) when they
are bounded from above. Its proof is the same as the one of Proposition 0.3.5, hence will be
omitted.

Proposition 0.3.8. Let u ∈ H ∂
∂n

be a weak solution to

{
P 4

g u = h in M ;

P 3
g u + f = f̄ e3u on ∂M.

with f ∈ C∞(∂M), h ∈ C∞(M) and f̄ a real constant. Then we have that u ∈ C∞(M).
Let ul ∈ H ∂

∂n
be a sequence of weak solutions to

{
P 4

g ul = hl in M ;

P 3
g ul + fl = f̄le

4ul on ∂M.

with fl → f0 in Ck(∂M), f̄l → f̄0 in Ck(∂M) and hl → h0 in Ck(M) for some fixed k ∈ N∗.
Assuming sup∂M ul ≤ C we have that

||ul||Ck−1+α(M) ≤ C

for any α ∈ (0, 1).
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Chapter 1

Moser-Trudinger type inequalities

In this Chapter we recall some classical Moser-Trudinger type inequalities, present some new ones
involving the Paneitz-GJMS-Fefferman-Graham operators and the Chang-Qing one. Moreover we
give some improvements of new inequalities.

1.1 Some Classical Moser-Trudinger type inequalities

In this Section we recall some classical Moser-Trudinger type inequalities. We start with the one
due to Trudinger[86].
In 1967 Trudinger proved the following result:

Theorem 1.1.1. Given n ≥ 2 and k two positive integers with k < n, Ω an open bounded
subset of Rn, there exists a constant β > 0 and C = C(n, k) > 0, such that

∫

Ω
eβ|u|

n
n−k

dx ≤ C|Ω|

for all u ∈ W
k, n

k
0 (Ω) such that ||∇ku||

L
n
k
≤ 1.

Later in 1971 Moser[65] show the existence of the best constant β for the case k = 1, and
give an explicit expression for it. Precisely he proved

Theorem 1.1.2. Given n ≥ 2 , Ω an open bounded subset of Rn, there exists a constant
C = C(n) > 0, such that ∫

Ω
enw

1
n−1
n−1 |u|

n
n−1

dx ≤ C|Ω|

for all u ∈ W 1,n
0 (Ω) such that ||∇u||Ln ≤ 1. Moreover the constant nw

1
n−1
n−1 is optimal in the sens

that if we replace it by an other one bigger, we can not find such a C independent of u.

In 1983 D.R Adams[1] extends Moser’s results to every k < n.

Theorem 1.1.3. If n ≥ 2 and k are two positive integers with k < n, Ω an open bounded
subset of Rn, then there exists a constant β0 = β0(n, k) and C = C(n, k) > 0, such that

∫

Ω
eβ|u|

n
n−k

dx ≤ C|Ω|

for all u ∈ W
k, n

k
0 (Ω) such that ||∇ku||

L
n
k
≤ 1 and for all β ≤ β0, where

β0 =






n

ωn−1

(
π

n
2 2kΓ(k+1

2 )
Γ(n−k+1

2

) n
n−k

, if k is odd;

n

ωn−1

(
π

n
2 2kΓ(k

2 )
Γ(n−k

2

) n
n−k

, if k is even.
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Furthermore, if β > β0, then there exists a smooth function supported in Ω with ||∇ku||
L

n
k
≤

1 for which the integral can be made as large as desired.

1.2 Fontana, Chang-Yang and Chang-Qing inequalities

In 1993, L. Fontana[40] extends the results of D.R Adams to curved spaces with the particularity
that the best constant is the same as in the Euclidean setting. Precisely he proved

Theorem 1.2.1. If n ≥ 2, k are two positive integers k < n, and (M, g) a compact closed
smooth n-dimensional Riemannian manifold, then there exists a positive constant β0 = β0(n, k)
and C = C(n, k, M, g) > 0, such that

∫

M
eβ|u|

n
n−k

dVg ≤ C

for all u ∈ W k, n
k (M) such that ||∇k

gku||
L

n
k
≤ 1 and

∫
M udVg = 0, and for all β ≤ β0, where

β0 =






n

ωn−1

(
π

n
2 2kΓ(k+1

2 )
Γ(n−k+1

2

) n
n−k

, if k is odd;

n

ωn−1

(
π

n
2 2kΓ(k

2 )
Γ(n−k

2

) n
n−k

, if k is even.

Furthermore, if β > β0, then there exists a smooth function with ||∇k
gu||

L
n
k
≤ 1 and

∫
M udVg =

0 for which the integral can be made as large as desired.

In their study of extremals of log-determinant functional on compact closed four dimensional
Riemannian manifolds, Chang and Yang have derived a Moser-Trudinger type inequality involving
the Paneitz operator. Precisely they proved

Theorem 1.2.2. If (M, g) is a smooth compact closed four dimensional Riemannian manifold and
the Paneitz operator P 4

g is non-negative with trivial kernel, then there exists a positive constant
C = C(M, g), such that for all u ∈ H2(M) with

〈
P 4

g u, u
〉
≤ 1 and

∫
M udVg = 0 there holds

∫

M
e32π2u2

dVg ≤ C.

1.3 Some new Moser-Trudinger type inequalities

This Section deals with some new Moser-Trudinger type inequalities. We start with an extension
of Chang-Yang inequality to every dimensions. The same inequality was derived also by Brendle,
see Section 3 in [13]. For the seek of completeness we provide a proof which is also similar to the
one of Brendle.

Proposition 1.3.1. Let (M, g) be a compact closed n-dimensional smooth Riemannian manifold
with n ≥ 3. Assume Pn

g is a non-negative operator with KerPn
g , R. Then there exists a

positive constant C = C(M, g) so that

∫

M
e

ncn(u−ū)2

〈P n
g u,u〉 dVg ≤ C, (1.1)

for all u ∈ H
n
2 (M), and hence

log
∫

M
en(u−ū) ≤ C +

n

4cn

〈
Pn

g u, u
〉
. (1.2)
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Proof. Since Pn
g is a nonnegative operator with KerPn

g , R then
√

Pn
g is well defined

see [23] (in that case the authors are concerned with the four dimensional case but the same
construction remains true for all n). Moreover from the point a) of the Lemma 0.3.2 and the self
adjointness of Pn

g we obtain,

u(x)− ū =
∫

M

√
Pn

g G(x, y)
√

Pn
g u(y)dVg(y); ∀ u Cn(M). (1.3)

Hence G̃(x, y) =
√

Pn
g G(x, y) is the Green function of

√
Pn

g G(x, y)(see [13] ( Section 3 in the
proof of the boundedness of ω in H

n
2 ). Moreover it is a well known fact in the theory of pseu-

dodifferential operator that
√

Pn
g is a pseudodifferential operator of order n

2 and whose leading
order symbol is as the one of (−∆)n

4 (see [41]). Hence, the leading term in the asymptotic expan-
sion of its kernel G̃(x, y) coincide with that of the Green’s function for the operator (−∆)n

4 in
Rn. So by a well know formula for Fourier transform of radial functions (see [79], Theorem 3.3)
we infer that the leading term is anr−

n
4 where an is a dimensional constant . Hence arriving at

this step we can follow the same proof as in [40] (Propostion 2.2) to conclude the first inequality.
Moreover from the basic inequality

nab ≤ a2cn +
nb2

4cn
∀a, b ∈ R; (1.4)

setting a = u − ū and b =
〈
Pn

g u, u
〉
, taking the exponential and integrating we obtain the last

one.

In their study of extremals for the log-determinant functional on compact four dimensional
Riemannian manifolds with boundary, Chang and Qing have proved a Moser-Trudinger type in-
equality. Precisely they showed the following theorem whose proof can be found in[19]:

Theorem 1.3.2. If (M, g) is a smooth compact four dimensional Riemannian manifold with
smooth boundary, then for all α < 16π2, there exists a constant C = C(M, g, α), such that for
all u ∈ H2(M) with

∫
M |∆gu|2 ≤ 1 and

∫
M udVg = 0 there holds

∫

M
eαu2

dVg ≤ C.

For the case of four manifolds with boundary, we prove a Moser-Trudinger type inequality
similar to the one of Chang and Yang involving the Paneitz operator and the Chang and Qing
one.

Proposition 1.3.3. Let (M, g) be a compact four dimensional Riemannian manifold with bound-
ary, and assume P 4,3

g is a non-negative operator with KerP 4,3
g , R. Then we have that for all

α < 16π2 there exists a constant C = C(M, g, α) such that

∫

M
e

α(u−ū)2

〈P4,3
g u,u〉

L2(M) dVg ≤ C,

for all u ∈ H ∂
∂n

, and hence

log
∫

M
e4(u−ū) ≤ C +

4
α

〈
P 4,3

g u, u
〉

L2(M)
∀u ∈ H ∂

∂n
.

In order to make the proof of Proposition 1.3.3 we will need a technical Lemma. It says that
under the assumptions KerP 4,3

g , R and P 4,3
g non-negative, the map

u ∈ H ∂
∂n
−→ ||u||P 4,3

g
=

〈
P 4,3

g u, u
〉 1

2

L2(M)

induces an equivalent norm to the standard norm of H2(M) on {u ∈ H ∂
∂n

ū = 0}. More
precisely we have the following
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Lemma 1.3.4. Suppose KerP 4,3
g , R and P 4,3

g non-negative then we have that || · ||P 4,3
g

is an
equivalent norm to || · ||H2 on {u ∈ H ∂

∂n
ū = 0}

Proof. First of all we have that u → (
∫

M |∆gu|2dVg)
1
2 is an equivalent norm to the standard

norm of H2(M) on {u ∈ H ∂
∂n

ū = 0}.
Now with this, to prove the Lemma it is sufficient to show that ||u||P 4,3

g
and (

∫
M |∆gu|2dVg)

1
2

are equivalent norms on {u ∈ H ∂
∂n

ū = 0}.
To do so we will use a compactness argument. First of all using the definition of P 4,3

g one can
check easily that the following holds

||u||P 4,3
g
≤ C(

∫

M
|∆gu|2dVg)

1
2 . (1.5)

Now let us show that

(
∫

M
|∆gu|2dVg)

1
2 ≤ C||u||P 4,3

g
∀ u ∈ {u ∈ H ∂

∂n
ū = 0}. (1.6)

We argue by contradiction, suppose (1.6) does not hold, then there exists ul ∈ {u ∈ H ∂
∂n

ū =
0} such that ∫

M
(|∆gul|2dVg)

1
2 = 1 and ||ul||P 4,3

g
→ 0. (1.7)

Now using the fact that
∫

M (|∆gul|2dVg)
1
2 = 1, we get that (up to a subsequence) ul ⇀ u∗.

Moreover using the fact that KerP 4,3
g , R, P 4,3

g is a non-negative, ||ul||P 4,3
g

→ 0 and Rellich
compactness theorem we infer that

u∗ = 0. (1.8)

Next using again the fact that ||ul||P 4,3
g
→ 0 and the definition of P 4,3

g we infer that
∫

M
|∆gul|2dVg +

2
3
Rg|∇gul|dVg − 2

∫

M
Ricg(∇gul,∇gul)dVg − 2

∫

∂M
Lg(∇ĝul,∇ĝul)dSg = ol(1).

(1.9)
Furthermore still by using Rellich compactness theorem we obtain

2
3

∫

M
Rg|∇gul|dVg − 2

∫

M
Ricg(∇gul,∇gul)dVg = ol(1). (1.10)

Now let ε > 0 and small then by Lemma 2.3 in [19] and also Rellich compactness theorem we
have that

−2
∫

∂M
Lg(∇ĝul,∇ĝul)dSg ≥ −ε

∫

M
|∆gul|dVg − ol(1). (1.11)

So using (1.7), (1.9), (1.10) and (1.11) we get

ol(1) ≥ 1− ε + ol(1).

Thus since ε is small we arrive to a contradiction. So (1.6) is true. Hence (1.5) and (1.6) imply
that the Lemma is proved.

Now we are ready to make the proof of Proposition 1.3.3.

Proof of Proposition 1.3.3
First of all let us set

H = {u ∈ H ∂
∂n

, ū = 0,
〈
P 4,3

g u, u
〉

L2(M)
= 1}

and for α > 0
Jα(u) =

∫

M
eαu2

dVg , u ∈ H.
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We have that from Theorem 1.3.2 and Lemma 1.3.4 there exists α > 0 such that

sup
u∈H

Jα(u) < +∞.

Hence
α0 = sup{α > 0 : sup

u∈H
Jα(u) < +∞}

is well defined and 0 < α0 ≤ ∞.
To prove the proposition it is sufficient to show that

α0 ≥ 16π2

Suppose by contradiction that α0 < 16π2 and let us argue for a contradiction.
We have that by definition of α0 there exists a family uε, ε > 0 such that

Jα0+ε(uε) → +∞.

On the other hand, using a covering argument there exists a point p ∈ M such that for all r > 0
∫

Bp(r)
e(α0+ε)u2

ε dVg → +∞ as ε → 0.. (1.12)

Moreover from the fact that uε ∈ H and Lemma 1.3.4, we can assume without lost of generality
that uε ⇀ u0. Now we claim that u0 = 0. Suppose not, then by using the property of the inner
product we get

||uε − u0||P 4,3
g

< β

for some β < 1 and for ε small. Hence using Thoerem 1.3.2 and Lemma 1.3.4 we infer that

Jα1(uε − u0) ≤ C

for some α1 > α0. Next using Cauchy inequality it is easily seen that

Jα2(uε) ≤ C

for some α2 > α0. Thus a contradiction to (1.12). Hence u0 = 0.
Now suppose p ∈ ∂M
Let us take a cut-off function η ∈ C∞0 (Bp(δ)) , η = 1 on Bp( δ

2 ) where δ > 0 is a fixed positive
and small number. Using Leibniz rule we obtain

∫

Bp( δ
2 )+

P 4,3
g (ηuε)(ηuε)dVg ≤ ||ηuε||P 4,3

g
≤ 1 + ε

′
, (1.13)

for some ε
′
> 0 such that 16π2

1+ε′
> α0. Now let us set

ũε(s, t) =

{
(ηuε) ◦ expp(s, t), t ≥ 0;

(ηuε) ◦ expp(s,−t), t ≤ 0.

Then from 1.13 we derive that ∫

B0(δ)
|∆0ũε|2dx ≤ 2 + ε”;

for some ε” small where ∆0 denotes the Euclidean Laplacian.
Hence by Adams inequality, see Theorem 1.1.3, we get

∫

B0(δ)
eα3ũ2

ε dx ≤ C
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for some α3 > 16π2. Thus we arrive to
∫

Bp( δ
2 )

eα3u2
ε dVg ≤ C

∫

B0(δ)
eα3ũ2

ε dx ≤ C.

Hence reaching a contradiction to (1.12).
Now suppose p ∈ int(M).
In this case, following the same method as above (and in a simpler way since we do not need to
use ũε, but uε its self) one gets the same contradiction. Hence the proof of the Proposition is
complete.

Moreover we also prove a trace analogue of the previous Moser-Trudinger type inequality.

Proposition 1.3.5. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and assume P 4,3

g is a non-negative operator with KerP 4,3
g , R. Then we have

that for all α < 12π2 there exists a constant C = C(M, g, α) such that

∫

∂M
e

α(u−ū∂M )2

〈P4,3
g u,u〉

L2(M) dSg ≤ C, (1.14)

for all u ∈ H ∂
∂n

, and hence

log
∫

∂M
e3(u−ū)dSg ≤ C +

9
4α

〈
P 4,3

g u, u
〉

L2(M,g)
∀u ∈ H ∂

∂n
. (1.15)

Proof. First of all, without loss of generality we can assume ū∂M = 0. Following the same ar-
gument as in Lemma 2.2 in [19], we get ∀β < 16π2 there exists a positive constant C = C(β,M, g)

∫

M
e

βv2
R
M |∆gv|2dVg dVg ≤ C, ∀v ∈ H ∂

∂n
with v̄∂M = 0.

From this, using the same reasoning as in Proposition 1.3.3 , we derive

∫

M
e

βv2

〈P4,3
g v,v〉

L2(M) dVg ≤ C, ∀v ∈ H ∂
∂n

with v̄∂M = 0. (1.16)

Now let X be a vector field extending the the outward normal at the boundary ∂M . Using the
divergence theorem we obtain

∫

∂M
eαu2

dSg =
∫

M
divg

(
Xeαu2

)
dVg.

Using the formula for the divergence of the product of a vector field and a function we get
∫

∂M
eαu2

dSg =
∫

M
(divgX + 2uα∇gu∇gX) eαu2

dVg. (1.17)

Now we suppose < P 4,3
g u, u >L2(M)≤ 1, then since the vector field X is smooth we have

∣∣∣∣
∫

M
divgXeαu2

dVg

∣∣∣∣ ≤ C; (1.18)

thanks to (1.16). Next let us show that
∣∣∣∣
∫

M
2αu∇gu∇gXeαu2

dVg.

∣∣∣∣ ≤ C
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Let ε > 0 small and let us set

p1 =
4

3− ε
, p2 = 4, p3 =

4
ε
.

It is easy to check that
1
p1

+
1
p2

+
1
p3

= 1.

Using Young’s inequality we obtain

∣∣∣∣
∫

M
2αu∇gu∇gXeαu2

dVg

∣∣∣∣ ≤ C||u||
L

4
ε
||∇gu||L4

(∫

M
eα 4

3−ε u2
dVg

) 3−ε
4

.

On the other hand, Lemma 1.3.4 and Sobolev embedding theorem imply

||u||
L

4
ε
≤ C;

and
||∇gu||L4 ≤ C.

Furthermore from the fact that α < 12π2, by taking ε sufficiently small and using (1.16), we
obtain (∫

M
eα 4

3−ε u2
dVg

) 3−ε
4

.

Thus we arrive to ∣∣∣∣
∫

M
2αu∇gu∇gXeαu2

dVg

∣∣∣∣ ≤ C. (1.19)

Hence (1.17), (1.18) and (3.2.3) imply
∫

∂M
eαu2

dSg ≤ C,

as desired. So the first point of the Lemma is proved.
Now using the algebraic inequality

3ab ≤ 3γ2a2 +
3b2

4γ2
,

we have that the second point follows directly from the first one. Hence the Lemma is proved.

Next we recall a Moser-Trudinger type inequality for system due to Jost and Wang[44]

Theorem 1.3.6. ([44]) For ρ = (ρ1, ρ2) the functional IIρ : H1(Σ) × H1(Σ) is bounded from
below if and only if both ρ1 and ρ2 satisfy the inequality ρi ≤ 4π.

1.4 Improvement of Moser-Trudinger type inequalities

In this Section, we present some improvement of Proposition 1.3.1, Proposition 1.3.3, Proposi-
tion 1.3.5, and Theorem 1.3.6.

We start by stating a result which gives an improvement of Proposition 1.3.1. Its proof is the
same as the one Lemma 2.2 in [33] when n is even and in the odd case only one step is modified.
Hence will not repeat the proof but just sketch the arguments and show the modification in the
odd case.
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Proposition 1.4.1. Let (M, g) be a compact smooth closed n-dimensional Riemannian manifold
with n ≥ 3, and suppose Pn

g non-negative with KerPn
g , R. Let l ∈ N, and S1 · · ·Sl+1 be

subsets of M satisfying dist(Si, Sj) ≥ δ0 for i 1= j. Moreover assume γ0 ∈ (0, 1
l+1 ), then, for

any ε̄ > 0, there exists a constant C = C(ε̄, δ0, γ0) such that

log
∫

M
en(u−ū) ≤ C +

n

4cn(l + 1)− ε̄

〈
Pn

g u, u
〉

(1.20)

for all the functions u ∈ H
n
2 (M) satisfying

∫
Si

enudV g
∫

M enudV g
≥ γ0, i ∈ {1, .., l + 1}. (1.21)

Proof. As already said the proof follows that of Lemma 2.2 in [33]. We recall the arguments
which apply to the even case, and after show the modification to get the odd case. The argument
is based on constructing some cutoff functions gi which are identically 1 on Si; and which have
disjoint support. Then ∀i by (1.21) we have that

∫

M
enudVg ≤

1
γ0

∫

Si

enudVg ≤
CM

γ0

∫

M
engiudVg (1.22)

On the other hand using the Leibniz rule and interpolation inequalities we obtain

〈
Pn

g giv, giv
〉
≤

∫

M
g2

i (Pn
g v, v)dVg + ε

〈
Pn

g v, v
〉

+ Cε,δ0

∫

M
v2dVg. (1.23)

Applying Moser-Trudinger inequality (see (1.3.1) ) to ugj , choosing i such that
∫

M g2
i (Pn

g v, v)dVg =
minj

∫
M g2

j (Pn
g v, v)dVg, and by using interpolation inequalities we obtain the required statement.

We point out that in the odd case Pn
g being a pseudodifferential operator does not verify Leibniz

rule, hence to get counterpart of (1.23), we need a different argument. We will use the pseudod-
ifferential calculus. Indeed for every v ∈ H

n
2 (M) we have that

〈
Pn

g giv, giv
〉

=
∫

M
g2

i (Pn
g v, v)dVg +

〈
Pn

g giv − giP
n
g v, giv

〉
. (1.24)

On the other hand by using the property of the duality pairing, we obtain
〈
Pn

g giv − giP
n
g v, giv

〉
≤ ||Pn

g giv − giP
n
g v||

H−n
2
||giv||H n

2
. (1.25)

Now using the property of commutators, (see [85] Corollary 4.2) we have that

||Pn
g giv − giP

n
g v||

H−n
2
≤ C||v||

H
n
2 −1 ; (1.26)

so using interpolations as in the even case we obtain

〈
Pn

g giv, giv
〉
≤

∫

M
g2

i (Pn
g v, v)dVg + ε

〈
Pn

g v, v
〉

+ Cε,δ0

∫

M
v2dVg. (1.27)

As soon as we get a counterpart of (1.23), all the other steps apply as in the even case.

Next we give an improvement of Proposition 1.3.3.

Proposition 1.4.2. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and assume P 4,3

g non-negative with KerP 4,3
g , R. For a fixed l1, l2 ∈ N, l1 +

l2 1= 0 and δ > 0, let S1 · · ·Sl1 , Ω1 · · ·Ωl2 be subsets of M satisfying Si ⊂⊂ Mδ, dist(Si, Sj) ≥
δ for i 1= j, dist(Ωi,Ωj) ≥ δ,, Ωi ∩ ∂M 1= ∅, Ω̄i ⊂⊂ ∂M × [0, δ] and let γ0 ∈ (0, 1

l1+l2
).
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Then, for any ε̄ > 0, there exists a constant C = C(ε̄, γ0, l1, l2, M, δ) such that the following holds
1)

log
∫

M
e4(u−ū) ≤ C +

1
4π2

(
1

2l1 + l2 − ε̄
)
〈
P 4,3

g u, u
〉

L2(M)
;

for all the functions u ∈ H ∂
∂n

satisfying
∫

Si
e4udV g

∫
M e4udV g

≥ γ0, i ∈ {1, .., l1}. (1.28)

and ∫
Ωi

e4udV g
∫

M e4udV g
≥ γ0, i ∈ {1, .., l2}. (1.29)

Proof. We modify the argument in [29] and [33]. First of all we can assume without loss of
generality that ū = 0. On the other hand by the properties verified by the sets Si and Ωi we
have that there exists

Nδ ⊂ M closed submanifold of dimension four, ∪Si ⊂⊂ Nδ ⊂ int(M), ∪Ωi ⊂⊂ M \ Nδ.

Fwe can find l1 + l2 functions g1, · · · , gl1 and h1, · · · , hl2 such that





gi(x) ∈ [0, 1] for every x ∈ M, i = 1, · · · , l1;
gi(x) = 1 for x ∈ Si, i = 1, · · · , l1;

gi(x) = 0 if dist(x, Si) ≥
δ

4
; i = 1, · · · , l1;

supp(gi) ⊂ Nδ

||gi||C4(M),≤ Cδ for i = 1, · · · , l1;
l1∑

i=1

gi = 1 on Nδ

(1.30)

and 




hi(x) ∈ [0, 1] for every x ∈ M, i = 1, · · · , l2;
hi(x) = 1 for x ∈ Ωi, i = 1, · · · , l2;

hi(x) = 0 if dist(x,Ωi) ≥
δ

4
; i = 1, · · · , l2

||hi||C4(M),≤ Cδ for i = 1, · · · , l2.

l2∑

i=1

hi = 1 on M \ Nδ

(1.31)

where Cδ is a positive constant depending only on δ. Moreover we can choose the functions gi and hi such
that they have (mutually) disjoint supports.
We remark that the submanifold Nδ depends only on δ. But since in our analysis, only its volume
is involved when we apply Moser-Trudinger inequality to giu2 see (1.36), then we can omit the
dependence to δ.
Using Leibniz rule, Schwartz inequality and interpolation, we obtain that for every ε > 0 there
exists Cε,δ (depending only on ε and δ) such that ∀v ∈ H2(M), for any i = 1, · · · , l1 and j =
1, · · · , l2 there holds

〈
P 4,3

g giv, giv
〉
≤

∫

M
g2

i (P 4,3
g v, v)dVg + ε

〈
P 4,3

g v, v
〉

L2(M)
+ Cε,δ

∫

M
v2dVg. (1.32)

and 〈
P 4,3

g hjv, hjv
〉
≤

∫

M
h2

j (P
4
g v, v)dVg + ε

〈
P 4,3

g v, v
〉

L2(M)
+ Cε,δ

∫

M
v2dVg. (1.33)
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Next we decompose u in Fourier mode, namely we decompose u into low and high modes by
setting u = u1 +u2 with u1 ∈ L∞(M) (u1 represents the low mode and u2 the high one). Hence
from our assumptions, see (1.28) and (1.29) we derive that

∫

Si

e4u2dVg ≥ e−4||u1||L∞γ0

∫

M
e4udVg, i = 1, · · · , l1; (1.34)

and ∫

Ωi

e4u2dVg ≥ e−4||u1||L∞γ0

∫

M
e4udVg, i = 1, · · · , l2; (1.35)

Now using (1.34), (1.35) and the trivial identity

log
∫

M
e4udVg =

2l1
2l1 + l2

log
∫

M
e4udVg +

l1
2l1 + l2

log
∫

M
e4udVg

we obtain

log
∫

M
e4udVg ≤ log

1
γ0

+ 4||u1||L∞ +
2l1

2l1 + l2
log

∫

N
egi4u2 +

l2
2l1 + l2

log
∫

M
e4hju2dVg + C.

where C depends only on M . On the other hand by Chang-Yang inequality (see Theorem 1.2.2),
we get

log
∫

N
egi4u2 ≤ CM +

1
8π2

〈
P 4

g,N (giu2), giu2

〉
+ 4giu2; (1.36)

where P 4
g,N denotes the Paneitz operator associated to the close 4-manifold N endowed with the

induced metric from g, and CM depends only on V olg(M).
Now let α < 16π2 (to be fixed latter), from Propostion 1.3.3 we infer

log
∫

M
e4udVg ≤ log

1
γ0

+ 4||u1||L∞ +
4
2α

(
2l1

2l1 + l2
)
〈
P 4

g,N (giu2), giu2

〉
+

4
α

(
l2

2l1 + l2
)
〈
P 4,3

g (hju2), hju2

〉

+4(
2l1

2l1 + l2
)giu2 + 4(

l2
2l1 + l2

)hju2 + Cα,M,l1,l2 .

(1.37)

Where Cα,M,l1,l2 depends only on α, l1, l2 and M . We now choose i and j such that
∫

N
g2

i (P 4
g,Nu2, u2)dVg ≤

∫

N
g2

p(P 4
g,Nu2, u2)dVg for every p = 1, · · · , l1;

and ∫

M
h2

j (P
4, 3gu2, u2)dVg ≤

∫

M
h2

q(P
4,3
g u2, u2)dVg; for every q = 1, · · · , l2.

Hence since the functions gp, hq have disjoint supports and verify (1.30) and (1.31)), then
by (1.32), (1.33) and (1.37) we get

log
∫

M
e4udVg ≤ log

1
γ0

+ 4||u1||L∞ +
4
α

(
1

2l1 + l2
+ ε)

〈
P 4,3

g u2, u2

〉
+ Cε,δ0

∫

M
u2

2dVg

+4(
2l1

2l1 + l2
)giu2 + 4(

l2
2l1 + l2

)hju2 + Cα,M,l1,l2 .

(1.38)

Now we choose λε,δ to be an eigenvalue of P 4,3
g such that Cε,δ

λε,δ
< ε and we set

u1 = PVε,δu; u2 = PV ⊥ε,δ
u; (1.39)

where Vε,δ is the direct sum of the eigenspaces of P 4,3
g with eigenvalues less or equal to λε,δ,

and PVε,δ , PV ⊥ε,δ
denote the projections onto Vε,δ and V ⊥ε,δ respectively. Since ū = 0, then the
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L2-norm and the L∞-norm on Vε,δ0,δ are equivalent (with a proportionality factor which depends
on ε and δ). Hence by the choice of u1 and u2, see (1.39) we have that

||u1||L∞ ≤ C̃ε,δ

〈
P 4,3

g u1, u1

〉 1
2

and
Cε,δ

∫

M
u2

2dVg < ε
〈
P 4,3

g u2, u2

〉
;

where C̃ε,δ depends on ε and δ. Furthermore by Hölder inequality and Lemma 1.3.4 we have
that

giu2 ≤ C
〈
P 4,3

g u, u
〉 1

2 ;

and
hju2 ≤ C

〈
P 4,3

g u, u
〉 1

2 .

So (1.38) becomes

log
∫

M
e4udVg ≤ 2 log

1
γ0

+ Ĉε,δ

〈
P 4,3

g u1, u1

〉 1
2 +

4
α

(
1

2l1 + l2
+ ε)

〈
P 4,3

g u2, u2

〉
+ ε

〈
P 4,3

g u2, u2

〉

+Cl1,l2

〈
P 4,3

g u, u
〉 1

2 + Cα,M,l1,l2 .

where Ĉε,δ = 4C̃ε,δ. Thus by using Cauchy inequality we get

log
∫

M
e4udVg ≤ Cε,δ,γ0,α,l1,l2,M +

4
α

(
1

2l1 + l2
+ 3ε)

〈
P 4,3

g u2, u2

〉
.

Now setting α = 16π2 − 4ε we obtain

log
∫

M
e4udVg ≤ Cε,δ,γ0,l1,l2,M +

1
4π2 − ε

(
1

2l1 + l2
+ 3ε)

〈
P 4,3

g u2, u2

〉
.

So choosing ε such that 1
4π2−ε (

1
2l1+l2

+ 3ε) ≤ 1
4π2 ( 1

2l1+l2−ε̄ ) we get

log
∫

M
e4udVg ≤ Cε,δ,γ0,l1,l2,M +

1
4π2

(
1

2l1 + l2 − ε̄
)
〈
P 4,3

g u2, u2

〉
.

Hence the Lemma is proved.

Next we give an improvement of Proposition 1.3.5. Its proof is the same as the one of Lemma
2.2 in [33], hence will be omitted.

Proposition 1.4.3. Let (M, g) be a compact smooth four dimensional Riemannian manifold with
smooth boundary, and assume P 4,3

g is non-negative with KerP 4,3
g , R. For a fixed l ∈ N, let

S1 · · ·Sl+1, be subsets of ∂M satisfying, dist(Si, Sj) ≥ δ0 for i 1= j, let γ0 ∈ (0, 1
l+l ).

Then, for any ε̄ > 0, there exists a constant C = C(ε̄, δ0, γ0, l, M, ) such that the following hods
1)

log
∫

∂M
e3(u−ū∂M ) ≤ C +

3
16π2

(
1

l + 1− ε̄
)
〈
P 4,3

g u, u
〉

L2(M)
;

for all the functions u ∈ H ∂
∂n

satisfying

∫
Si

e3udSg
∫

∂M e3udSg
≥ γ0, i ∈ {1, .., l + 1}. (1.40)

Now we give the last Proposition of this Section. It gives an improvement of Theorem 1.3.6.
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Proposition 1.4.4. Let (Σ, g) be a compact closed Riemannian surface, let δ0 > 0, 3 ∈ N, and
let S1, . . . , S- be subsets of Σ satisfying dist(Si, Sj) ≥ δ0 for i 1= j. Let γ ∈

(
0, 1

-

)
. Then, for any

ε̃ > 0 there exists a constant C = C(ε̃, δ0, γ, 3,Σ) such that

3 log
∫

Σ
e(u1−u1)dVg + log

∫

Σ
e(u2−u2)dVg ≤ C +

1
4π − ε̃



1
2

2∑

i,j=1

∫

Σ
aij∇ui · ∇ujdVg





provided the function u1 satisfies the relations
∫

Si
eu1dVg∫

Σ eu1dVg
≥ γ, i ∈ {1, . . . , 3}. (1.41)

Before proving the Proposition, we state a particular case of Fontana’s inequality (see Theo-
rem 1.2.1 with n = 2), an improvement of it and a preliminary lemma which will be proved later.
As already said we start by recalling the following particular case of Fontana’s inequality.

Lemma 1.4.5. Let (Σ, g) be a compact closed Riemannian surface. We have that there exists a
constant C = C(Σ, g) > 0 such that

log
∫

Σ
e(u−u)dVg ≤ C +

1
16π

∫

Σ
|∇u|2dVg, for all u ∈ H1(Σ). (1.42)

Next we give an improvement of the latter inequality.

Proposition 1.4.6. Let (Σ, g) be a compact closed Riemannian surface, S1, . . . , S- be subsets of
Σ satisfying dist(Si, Sj) ≥ δ0 for i 1= j, and let γ ∈

(
0, 1

-

)
. Then, for any ε̃ > 0 there exists a

constant C = C(ε̃, δ0, γ) such that

log
∫

Σ
e(u−u)dVg ≤ C +

1
163π − ε̃

∫

Σ
|∇u|2dVg

for all the functions u ∈ H1(Σ) satisfying
∫

Si
eudVg∫

Σ eudVg
≥ γ; i ∈ {1, . . . , 3}.

The proof is the same as the one of Proposition 1.4.1. We also refer the reader to [33].
Now we give an auxilliary Lemma whose proof is postponed at the end.

Lemma 1.4.7. Let (Σ, g) be a compact closed Riemannian surface. Under the assumptions of
Proposition 1.4.4, there exists numbers γ̃0, δ̃0 > 0, depending only on γ, δ0,Σ, and 3 sets S̃1, . . . , S̃-

such that d(S̃i, S̃j) ≥ δ̃0 for i 1= j and such that
∫

S̃1
eu1dVg∫

Σ eu1dVg
≥ γ̃0,

∫
S̃1

eu2dVg∫
Σ eu2dVg

≥ γ̃0;

∫
S̃i

eu1dVg∫
Σ eu1dVg

≥ γ̃0, i ∈ {2, . . . , 3}.

Proof of Proposition 1.4.4. We modify the argument in [29] and [33]. Let S̃1, . . . , S̃- be given
by Lemma 1.4.7. Assuming without loss of generality that u1 = u2 = 0, we can find 3 functions
g1, . . . , g- satisfying the properties






gi(x) ∈ [0, 1] for every x ∈ Σ;
gi(x) = 1, for every x ∈ S̃i, i = 1, . . . , 3;
supp(gi) ∩ supp(gj) = ∅, for i 1= j;
‖gi‖C2(Σ) ≤ Cδ̃0

,

(1.43)
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where Cδ̃0
is a positive constant depending only on δ̃0. We decompose the functions u1 and u2 in

the following way

u1 = û1 + ũ1; u2 = û2 + ũ2, û1, û2 ∈ L∞(Σ). (1.44)

The explicit decomposition (via some truncation in the Fourier modes) will be chosen later on.
Using Lemma 1.4.7, for any b ∈ 2, . . . , 3 we can write that

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg = log

[(∫

Σ
eu1dVg

∫

Σ
eu2dVg

) (∫

Σ
eu1dVg

)-−1
]

≤
[(∫

S̃1

eu1dVg

∫

S̃1

eu2dVg

) (∫

S̃b

eu1dVg

)-−1
]
− 3 log γ̃0

≤ log

[(∫

Σ
eg1u1dVg

∫

Σ
eg1u2dVg

) (∫

Σ
egbu1dVg

)-−1
]

− 3 log γ̃0,

where C is independent of u1 and u2.
Now, using the fact that û1 and û2 belong to L∞(Σ), we also write

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ log

[(∫

Σ
eg1ũ1dVg

∫

Σ
eg1ũ2dVg

) (∫

Σ
egbũ1dVg

)-−1
]

− 3 log γ̃0 + 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)).

Therefore we get

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ log

∫

Σ
eg1ũ1dVg + log

∫

Σ
eg1ũ2dVg + (3− 1)

∫

Σ
egbũ2dVg

− 3 log γ̃0 + 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)). (1.45)

At this point we can use Theorem 1.3.6 with parameters (4π, 4π), applied to the couple (g1ũ1, g1ũ2),
and the standard Moser-Trudinger inequality (1.42) to gbũ1 to get the following estimates

log
∫

Σ
eg1ũ1dVg + log

∫

Σ
eg1ũ2dVg ≤ 1

4π



1
2

2∑

i,j=1

∫

Σ
aij∇(g1ũi) · ∇(g1ũj)dVg





+
(
g1ũ1 + g1ũ2

)
+ C; (1.46)

(3− 1)
∫

Σ
egbũ1dVg ≤

(3− 1)
16π

∫

Σ
|∇(gbũ1)|2dVg + (3− 1)gbũ1 + (3− 1)C.

Now we notice that for N = 2 one has

aij =
(

2
3

1
3

1
3

2
3

)
.

Therefore, using elementary inequalities (completion of squares) one can check that for every point
x ∈ Σ there holds

1
2

∑

i,j

aijg(ξi, ξj) ≥
1
4
g(ξ1, ξ1) for every couple (ξ1, ξ2) ∈ TxΣ× TxΣ. (1.47)

This can be checked for example using orthonormal coordinates at x, so that the metric g just
becomes the identity at this point. Applying this inequality to the couple (∇(gbũ1),∇(gbũ2)) and
integrating one finds

(3− 1)
16π

∫

Σ
|∇(gbũ1)|2dVg ≤

(3− 1)
4π



1
2

2∑

i,j=1

∫

Σ
aij∇(gbũi) · ∇(gbũj)dVg



 . (1.48)
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Putting together (1.45)-(1.48) we then obtain

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ 1

4π



1
2

2∑

i,j=1

∫

Σ
aij∇(g1ũi) · ∇(g1ũj)dVg





+
(3− 1)

4π



1
2

2∑

i,j=1

∫

Σ
aij∇(gbũi) · ∇(gbũj)dVg



 (1.49)

+
(
g1ũ1 + g1ũ2

)
+ (3− 1)gbũ1 + 3C − 3 log γ̃0

+ 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)).

Now we notice that, by interpolation, for any ε > 0 there exists Cε,δ̃0
(depending only on ε and

δ̃0) such that



1
2

2∑

i,j=1

∫

Σ
aij∇(g1ũi) · ∇(g1ũj)dVg



 ≤



1
2

2∑

i,j=1

∫

Σ
g2
1aij∇ũi · ∇ũjdVg





+ ε



1
2

2∑

i,j=1

∫

Σ
aij∇ũi · ∇ũjdVg



 + Cε,δ̃0

∫

Σ
(ũ2

1 + ũ2
2)dVg.

Inserting this inequality into (1.49) we get

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ 1

4π



1
2

2∑

i,j=1

∫

Σ
g2
1aij∇ũi · ∇ũjdVg





+
(3− 1)

4π



1
2

2∑

i,j=1

∫

Σ
g2

baij∇ui · ∇ũjdVg





+
3

4π
ε



1
2

2∑

i,j=1

∫

Σ
aij∇ũi · ∇ũjdVg



 + 3Cε,δ̃0

∫

Σ
(ũ2

1 + ũ2
2)dVg

+
(
g1ũ1 + g1ũ2

)
+ (3− 1)gbũ1 + 3C − 3 log γ̃0

+ 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)),

for b = 2, . . . , 3.
We now choose b ∈ {2, . . . , 3} such that

1
2

2∑

i,j=1

∫

Σ
g2

baij∇ui · ∇ũjdVg ≤
1

3− 1
1
2

2∑

i,j=1

∫

∪(
s=1+1supp(gs)

aij∇ui · ∇ũjdVg.

Since the g′is have disjoint supports, see (1.43), the last formula yields

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ 1

4π
(1 + 3ε)



1
2

2∑

i,j=1

∫

Σ
aij∇ũi · ∇ũjdVg





+ 3Cε,δ̃0

∫

Σ
(ũ2

1 + ũ2
2)dVg +

(
g1ũ1 + g1ũ2

)
+ (3− 1)gbũ1

+ 3C − 3 log γ̃0 + 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)).
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Now, by elementary estimates we find

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ 1

4π
(1 + 3ε)



1
2

2∑

i,j=1

∫

Σ
aij∇ũi · ∇ũjdVg





+ Cε,δ̃0,-

∫

Σ
(ũ2

1 + ũ2
2)dVg

+ Cε,δ̃0,-,γ̃0
+ 3(‖û1‖L∞(Σ) + ‖û2‖L∞(Σ)).

Now comes the choice of û1 and û2, see (1.44). We choose C̃ε,δ̃0,- to be so large that the following
property holds

Cε,δ̃0,-

∫

Σ
(v2

1 + v2
2)dVg <

ε

2

∫

Σ
aij∇vi · ∇vjdVg, ∀v1, v2 ∈ Vε,δ̃0,-,

where Vε,δ̃0,- denotes the span of the eigenfunctions of the Laplacian on Σ corresponding to eigen-
values bigger than C̃ε,δ̃0,-.

Then we set
ûi = PVε,δ̃0,(

ui; ũi = PV ⊥
ε,δ̃0,(

ui,

where PVε,δ̃0,(
(resp. PV ⊥

ε,δ̃0,(
) stands for the orthogonal projection onto Vε,δ̃0,- (resp. V ⊥

ε,δ̃0,-
). Since

ui = 0, the H1-norm and the L∞-norm on Vε,δ̃0,- are equivalent (with a proportionality factor
which depends on ε, δ̃0 and 3), hence by our choice of u1 and u2 there holds

‖ûi‖2L∞(Σ) ≤ Ĉε,δ̃0,-

1
2

2∑

i,j=1

∫

Σ
aij∇ui·∇ujdVg; Cε,δ̃0,-

∫

Σ
(ũ2

1+ũ2
2)dVg <

ε

2

2∑

i,j=1

∫

Σ
aij∇v·∇vjdVg.

Hence the last formulas imply

3 log
∫

Σ
eu1dVg + log

∫

Σ
eu2dVg ≤ 1

4π
(1 + 33ε)



1
2

2∑

i,j=1

∫

Σ
aij∇ũi · ∇ũjdVg





+ Ĉε,δ̃0,-,γ̃0
.

This concludes the proof.

Proof of Lemma 1.4.7. First of all we fix a number r0 < δ0
80 . Then we cover Σ with a finite

union of metric balls (Br0(xl))l. The number of these balls can be bounded by an integer Nr0

which depends only on r0 (and Σ).
Next we cover the closure Si of every set Si by a finite number of these balls, and we choose

a point yi ∈ ∪l{xl} such that
∫

Br0 (yi)
eu1dVg = max

{∫

Br0 (xl)
eu1dVg : Br0(xl) ∩ Si 1= ∅

}
.

We also choose y ∈ ∪l{xl} such that
∫

Br0 (y)
eu2dVg = max

l

∫

Br0 (xl)
eu2dVg.

Since the total number of balls is bounded by Nr0 and since by our assumption the integral of eu1

over Si is greater or equal than γ, it follows that
∫

Br0 (yi)
eu1dVg

∫
Σ eu1dVg

≥ γ

Nr0

;

∫
Br0 (y) eu2dVg
∫
Σ eu2dVg

≥ 1
Nr0

. (1.50)
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By the properties of the sets Si, we have that

B20r0(yi) ∩Br0(yj) for i 1= j; card {ys : Br0(ys) ∩B20r0(y) 1= ∅} ≤ 1.

In other words, if we fix yi, the ball B20r0(yi) intersects no other of the balls Br0(yj) except
Br0(yi), and given y, B20r0(y) intersects at most one of the balls Br0(yi).

Now, by a relabeling of the points, we can assume that one of the following two possibilities
occur

(a) B20r0(y) ∩Br0(y1) 1= ∅ (and hence that B20r0(y) ∩Br0(yi) = ∅ for i > 1)

(b) B20r0(y) ∩Br0(yi) = ∅ for every i = 1, . . . , 3.

In case (a) we define the sets S̃i as

S̃i = B30r0(yi), for i = 1, . . . , 3.

while in case (b) we define

S̃i =
{

B10r0(y1) ∪B10r0(y) for i = 1;
B10r0(yi), for i = 2 . . . 3,

We also set γ̃0 = γ
Nr0

and δ̃0 = 5r0. We notice that γ̃0 and δ̃0 depend only on γ, δ0 and Σ,

as claimed, and that the sets S̃i satisfy the required conditions. This concludes the proof of the
lemma.

1.5 Existence of extremals for Fontana and Chang-Yang in-
equalities

In this Section, we give the proof of the existence of extremals for Fontana’s inequality in the
particular case n = 4 and also for Chang-Yang’s one. As said in Remark 0.2.3, we will give only
a full proof of Theorem 0.2.1 and a sketch of the proof of Theorem 0.2.2.
We start with the following Lemma:

Lemma 1.5.1. Let αk be an increasing sequence converging to 32π2. Then for every k there
exists uk ∈ H1 such that ∫

M
eαku2

kdVg = sup
u∈H1

∫

M
eαku2

dVg.

Moreover uk satisfies the following equation

∆2
guk =

1
λk

ukeαku2
k − γk (1.51)

where

λk =
∫

M
u2

keαku2
kdVg

and

γk =
1

λkV olg(M)

∫

M
ukeαku2

kdVg.

Moreover we have uk ∈ C∞(M).
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Proof. First of all using the inequality in Theorem 1.2.1, one can check easily that the functional

Ik(u) =
∫

M
eαku2

dVg;

is weakly ccontinuous Hence using Direct Methods of the Calculus of Variations we get the ex-
istence of maximizer say uk. On the other hand using the Lagrange multiplier rule one get the
equation (1.51). Moreover integrating the equation (1.51) and after mmultiplyingit by uk and
integrating again, we get the value of γk and λk respectively. Moreover using standard elliptic
regularity we get that uk ∈ C∞(M). Hence the Lemma is proved.

Now we are ready to give the proof of Theorem 0.2.1. From now on we suppose by contradic-
tion that Theorem 0.2.1 does not hold. Hence from the same considerations as in the Introduction
we have that :
1)

∀α > 32π2 lim
k→+∞

∫

M
eαu2

kdVg → +∞ (1.52)

2)

ck = max
M

|uk| = |uk|(xk) → +∞

We will divide the reminder of the proof into six Subsections.

1.5.1 Concentration behavior and profile of uk

This Subsection is concerned about two main ingredients. The first one is the study of the
concentration phenomenon of the energy corresponding to uk. The second one is the description
of the profile of βkuk as k → +∞, where βk is given by the relation

1/βk =
∫

M

|uk|
λk

eαku2
kdVg.

We start by giving an energy concentration lemma which is inspired from P.L.Lions’work.

Lemma 1.5.2. uk verifies :
uk ⇀ 0 in H2(M);

and
|∆guk|2 ⇀ δx0

for some x0 ∈ M .

Proof. First of all from the fact that uk ∈ H1 we can assume without loss of generality that

uk ⇀ u0 in H2(M). (1.53)

Now let us show that u0 = 0.
We have the trivial identity

∫

M
|∆g(uk − u0)|2dVg =

∫

M
|∆guk|2dVg +

∫

M
|∆gu0|2dVg − 2

∫

M
∆guk∆gu0dVg.

Hence using the fact that
∫

M |∆guk|2dVg = 1 we derive
∫

M
|∆g(uk − u0)|2dVg = 1 +

∫

M
|∆gu0|2dVg − 2

∫

M
∆guk∆gu0dVg



56 CHAPTER 1. MOSER-TRUDINGER TYPE INEQUALITIES

So using (1.53) we get

lim
k→0

∫

M
|∆g(uk − u0)|2dVg = 1−

∫

M
∆gu0∆gu0dVg

Now suppose that u0 1= 0 and let us argue for a contradiction. Then there exists some β < 1 such
that for k large enough the following holds

∫

M
|∆g(uk − u0)|2dVg < β.

Hence using Fontana’s result see Theorem 1.2.1 we obtain that
∫

M
eα1(uk−u0)

2
dVg ≤ C for some α1 > 32π2.

Now using Cauchy inequality one can check easily that
∫

M
eα2u2

kdVg ≤ C for some α2 > 32π2.

Hence reaching a contradiction to (1.52).
On the other hand without lost of generality we can assume that

|∆guk|dVg ⇀ µ.

Now suppose µ 1= δp for every p ∈ M and let us argue for a contradiction to (1.52) again. First
of all let us take a cut-off function η ∈ C∞0 (Bx(δ)) , η = 1 on Bx( δ

2 ) where x is a fixed point in
M and δ a fixed positive and small number.
We have that

lim sup
k→+∞

∫

Bx(δ)
|∆guk|2dVg < 1.

Now working in a normal coordinate system around x and using standard elliptic regularity theory
we get ∫

Bx̃(δ)
|∆0η̃uk|2dVg ≤ (1 + oδ(1))

∫

Bx(δ)
|∆guk|2dVg;

where x̃ is the point corresponding to x in R4 and η̃uk the expression of ηuk on the normal
coordinate system. Hence for δ small we get

∫

Bx̃(δ)
|∆0η̃uk|2dVg < 1

Thus using the Adams result see [1] we have that
∫

Bx̃(δ)
eα̃(η̃uk)2dx ≤ C for some α̃ > 32π2.

Hence using a covering argument we infer that
∫

M
eᾱu2

kdVg ≤ Cfor someᾱ > 32π2,

so reaching a contradiction. Hence the Lemma is proved.

Lemma 1.5.3. We have the following hold:

lim
k→+∞

λk = +∞, lim
k→+∞

γk = 0.
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Proof. Let N > 0 be large eenough By using the definition of λk we have that

λk =
∫

M
u2

keαku2
kdVg ≥ N2

∫

{uk≥N}
eαku2

kdVg = N2(
∫

M
eαku2

kdVg −
∫

{uk≤N}
eαku2

kdVg).

On the other hand

lim
k→+∞

(∫

M
eαku2

kdVg −
∫

{uk≤N}
eαku2

kdVg

)
= lim

k→+∞

∫

M
eαku2

kdVg − V olg(M).

Hence using the fact that

lim
k→+∞

∫

M
eαku2

kdVg = sup
u∈H1

∫

M
e32π2u2

dVg > V olg(M)

we have that 1) holds. Now we prove 2). using the definition of γk , we get

|γk| ≤
N

λk
Ne32π2N2

+
1

V olg(M)
1
N

.

Hence by using point 1 and letting k → +∞ and after N → +∞ we get point 2. So the Lemma
is proved.

Next let us set
τk =

∫

M

βkuk

λk
eαku2

k .

One can check easily the following

Lemma 1.5.4. With the definition above we have that 0 ≤ βk ≤ ck, |τk| ≤ 1 and βkγk is bounded.
Moreover up to a subsequence and up to changing uk to −uk

τk → τ ≥ 0.

The next Lemma gives some Lebesgue estimates on Ball in terms of the radius with constant
independent of the ball. As a corollary we get the profile of βkuk as k → +∞.

Lemma 1.5.5. There are constants C1(p),and C2(p) depending only on p and M such that,
for r sufficiently small and for any x ∈ M there holds

∫

Bx(r)
|∇2

gβkuk|pdVg ≤ C2(p)r4−2p;

and ∫

Bx(r)
|∇gβkuk|pdVg ≤ C1(p)r4−p

where, respectively, p < 2, and p < 4.

Proof. First of all using the Green representation formula we have

uk(x) =
∫

M
F (x, y)∆2

gukdVg(y) ∀x ∈ M.

Hence using the equation we get

uk(x) =
∫

M
F (x, y)

(
1
λk

ukeαku2
k

)
dVg(y)−

∫

M
F (x, y)γkdVg(y).

Now by differentiating with respect to x for every m = 1, 2 we have that

|∇m
g uk(x)| ≤

∫

M
|∇m

g F (x, y)|
(

1
λk

)
|uk|eαku2

kdVg(y) +
∫

M
|∇m

g F (x, y)| |γk| .
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Hence we get

|∇m
g (βkuk(x))| ≤

∫

M
|∇m

g F (x, y)|βk

(
1
λk

)
|uk|eαku2

kdVg(y) +
∫

M
|∇m

g F (x, y)|βk |γk| .

Taking the p-th power in both side of the inequality and using the basic inequality

(a + b)p ≤ 2p−1(ap + bp) for a ≥ 0 and b ≥ 0

we obtain

|∇m
g (βkuk(x))|p ≤ 2p−1

[∫

M
|∇m

g F (x, y)|βm

(
1
λk

)
|uk|eαku2

kdVg(y)
]p

+2p−1

[∫

M
|∇m

g F (x, y)|βk |γk|
]p

Now integrating both sides of the inequality we obtain
∫

Bx(r)
|∇m

g (βkuk(z))|dVg(z) ≤ 2p−1

∫

Bx(r)

[∫

M
|∇m

g F (z, y)|βk

(
1
λk

)
|uk|eαku2

kdVg(y)
]p

dVg(z)

+2p−1

∫

Bx(r)

[∫

M
|∇m

g F (z, y)|βk |γk|
]p

dVg(z).

First let us estimate the second term in the right hand side of the inequality
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|βk |γk|
]p

dVg(z) ≤ C

∫

Bx(r)
sup
y∈M

1
dg(z, y)pm

dVg(z) ≤ C(M)r4−mp

Thanks to the fact that βkγk is bounded, to the asymptotics of the Green function and to Jensen’s
inequality. Now let us estimates the second term. First of all we define the following auxiliary
measure

mk = βk

(
1
λk

)
|uk|eαku2

kdVg

We have that mk is a probability measure. On the other hand we can write
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|βk

(
1
λk

)
|uk|eαku2

kdVg(y)
]p

dVg(z)

=
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|dmk(y)
]p

dVg(z).
(1.54)

Now by using Jensen’s inequality we have that
[∫

M
|∇m

g F (z, y)|dmk(y)
]p

≤
[∫

M
|∇m

g F (z, y)|pdmk(y)
]

Thus with the (1.54) we have that
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|βk

(
1
λk

)
|uk|eαku2

kdVg(y)
]p

dVg(z) ≤
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|pdmk(y)
]

dVg(z).

Now by using again the same argument as in the first term we obtain
∫

Bx(r)

[∫

M
|∇m

g F (z, y)|pdmk(y)
]

dVg(z) ≤ C(M)r4−mp.

Hence the Lemma is proved.

Next we give a corollary of this Lemma.
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Corollary 1.5.6. We have βkuk ⇀ G W 2,p(M) for p ∈ (1, 2), βkuk ⇀ G smoothly in M \
Bx0(δ) where δ is small and G satisfies

{
∆2

gG = τ(δx0 − 1
V olg(M) ) in M ;

G = 0

Moreover
G(x) =

τ

8π2
log

1
r

+ τS(x)

with r = dg(x, x0). S = S0 + S1(x) , S0 = S(x0) and S ∈ W 2,q(M) for every q ≥ 1.

Proof. By Lemma 1.5.5 we have that

βkuk ⇀ G W 2,p(M) p ∈ (1, 2)

On the other hand using Lemma 1.5.2 we get eαku2
k is bounded in Lp(M \ Bx0(δ)). Hence the

standard elliptic regularity implies that

βkuk → G smoothly in M \ Bx0(δ). (1.55)

So to end the proof of the proposition we need only to show that

βk

λk
ukeαku2

k ⇀ τδx0 . (1.56)

To do this let us take ϕ ∈ C∞(M) then we have
∫

M
ϕ

βk

λk
ukeαku2

kdVg =
∫

M\Bx0 (δ)
ϕ

βk

λk
ukeαku2

kdVg +
∫

Bx0 (δ)
ϕ

βk

λk
ukeαku2

kdVg

Using (1.55) we have that
∫

M\Bx0 (δ)
ϕ

βk

λk
ukeαku2

kdVg = O(
1
λk

).

On the other hand, we can write inside the ball Bx0(δ)

∫
Bx0 (δ) ϕβk

λk
ukeαku2

kdVg = (ϕ(x0) + oδ(1))
∫

Bx0 (δ)

βk

λk
ukeαku2

kdVg

= (ϕ(x0) + oδ(1))

(
τ −

∫

M\Bx0 (δ)

βk

λk
ukeαku2

kdVg

)

Now using again (1.55) we derive
∫

M\Bx0 (δ)

βk

λk
ukeαku2

k = O(
1
λk

).

Hence we arrive to ∫

Bx0 (δ)
ϕ

βk

λk
ukeαku2

kdVg = τϕ(x0) + ok,δ(1).

Thus we get ∫

M
ϕ

βk

λk
ukeαku2

kdVg = O(
1
λk

) + τϕ(x0) + ok,δ(1).

Hence from Lemma 1.5.3 we conclude the proof of claim (1.56) )and of the Corollary too.
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1.5.2 Pohozaev type identity and application

As it is already said in the introduction this Subsection deals with the derivation of a Pohozaev
type identity. And as corollary we give the limit of

∫
M eαku2

kdVg in terms of V olg(M), λk, βk

and τ

Lemma 1.5.7. Setting Uk = ∆guk we have the following holds

− 2
αkλk

∫

Bxk
(δ)

eαku2
kdVg = −δ

2

∫

∂Bxk
(δ)

U2
kdSg − δ

∫

∂Bxk
(δ)
∇guk∇gUkdVg + 2

∫

∂Bxk
(δ)

Uk
∂uk

∂r

+2δ

∫

∂Bxk
(δ)

∂Uk

∂r

∂uk

∂r
dSg +

∫

Bxk
(δ)

O(r2)∇guk∇gUkdVg

+
∫

Bxk
(δ)

O(r2)U2
kdVg +

∫

Bxk
(δ)

eαku2
kO(r2)dVg − δ

2λkαk

∫

∂Bxk
(δ)

eαku2
kdVg + O(

δ

β2
k

).

where δ is small and fixed real number.

Proof. The proof relies on the divergence formula and the asymptotics of the metric g in normal
coordinates around xk.
By the definition of Uk we have that

{
∆guk = Uk

∆gUk = uk
λk

eαku2
k − γk.

The first issue is to compute
∫

Bxk
(δ) r ∂Uk

∂r ∆guk in two different ways, where r(x) = dg(x, xk).
On one side we obtain
∫

Bxk
(δ)

r
∂Uk

∂r
∆gukdVg = −

∫

Bxk
(δ)

(∇gUk∇guk + r
∂∇gUk

∂r
∇guk)dVg +

∫

∂Bxk
(δ)

r
∂Uk

∂r

∂uk

∂r
dSg.

On the other side we get
∫

Bxk
(δ)

r
∂Uk

∂r
∆gukdVg =

∫

Bxk
(δ)

r
∂Uk

∂r
UkdVg

=
∫ δ

0
2π2

∫

∂Br(xk)

∂Uk

∂r
Uk

√
|g|r4dSdr

= δ
2

∫

∂Bxk
(δ)

U2
kdSg − 2

∫

Bxk
(δ)

U2
k (1 + O(r2))dVg.

Thus we have

δ
2

∫

∂Bxk
(δ)

U2
kdSg − 2

∫

Bxk
(δ)

U2
kdVg = −

∫

Bxk
(δ)

(∇gUk∇guk + r
∂∇gUk

∂r
∇guk)dVg

+
∫

∂Bxk
(δ)

r
∂Uk

∂r

∂vk

∂r
dSg +

∫

Bxk
(δ)

O(r2)U2
kdVg

In the same way we obtain

δ
2λkαk

∫

∂Bxk
(δ)

eαku2
kdSg −

2
λkαk

∫

Bxk
(δ)

eαku2
k(1 + O(r2))dVg

σσσ = −
∫

Bxk
(δ)

(∇gUk∇guk + r
∂∇guk

∂r
∇gUk)dVg +

∫

∂Bxk
(δ)

r
∂Uk

∂r

∂uk

∂r
dSg + O(

δ

β2
k

).
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Hence by summing this two last lines we arrive to

δ
2λkαk

∫

∂Bxk
(δ)

eαku2
kdSg −

2
λkαk

∫

Bxk
(δ)

eαku2
kdVg +

δ

2

∫

∂Bxk
(δ)

U2
kdSg − 2

∫

Bxk
(δ)

U2
kdVg

σσ = −
∫

Bxk
(δ)

(2∇gUk∇guk + r
∂

∂r
∇guk∇gUk)dVg + 2

∫

∂Bxk
(δ)

r
∂Uk

∂r

∂uk

∂r
dSg

σσσσ +
∫

Bxk
(δ)

O(r2)U2
kdVg +

∫

Bxk
(δ)

eαku2
kO(r2)dVg + O(

δ

β2
k

).

(1.57)
On the other hand using the same method one can check easily that

∫

Bxk
(δ)

r
∂

∂r
∇guk∇gUkdVg = δ

∫

∂Bxk
(δ)
∇guk∇gUkdVg − 4

∫

Bxk
(δ)
∇guk∇gUkdVg

+
∫

Bxk
(δ)

O(r2)∇guk∇gUkdVg

(1.58)

and
∫

Bxk
(δ)
∇gUk∇gukdVg = −

∫

Bxk
(δ)

Uk∆gukdVg +
∫

∂Bxk
(δ)

Uk
∂uk

∂r
dSg

= −
∫

Bxk
(δ)

U2
kdVg +

∫

∂Bxk
(δ)

Uk
∂uk

∂r
dSg,

(1.59)

So using (1.57),(1.58) and (1.59) we arrive to

− 2
αkλk

∫

Bxk
(δ)

eαku2
kdVg = − δ

2

∫

∂Bxk
(δ)

U2
kdSg − δ

∫

∂Bxk
(δ)
∇guk∇gUkdVg + 2

∫

∂Bxk
(δ)

Uk
∂uk

∂r

+2δ

∫

∂Bxk
(δ)

∂Uk

∂r

∂uk

∂r
dSg +

∫

Bxk
(δ)

O(r2)∇guk∇gUkdVg

+
∫

Bxk
(δ)

O(r2)U2
kdVg +

∫

Bxk
(δ)

eαku2
kO(r2)dVg

− δ
2λkαk

∫

∂Bδ(xk)
eαku2

kdVg + O(
δ

β2
k

).

Thus the Lemma is proved

Corollary 1.5.8. We have that

lim
k→+∞

∫

M
eαku2

k = V olg(M) + τ2 lim
k→+∞

λk

β2
k

.

Moreover we have that
τ ∈ (0, 1].

Proof. First of all we have that the sequence (λk

β2
k
)k is bounded. Indeed using the definition of

βk we have that
λk

β2
k

=
1
λk

(
∫

M
|uk|eαku2

kdVg)2.

Hence using Jensen’s inequality we obtain

λk

β2
k

≤ 1
λk

∫

M
eαku2

kdVg

∫

M
u2

keαku2
kdVg.

Thus using the definition of λk we have that

λk

β2
k

≤
∫

M
eαku2

kdVg.
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On the other hand one can check easily that

lim
k→+∞

∫

M
eαku2

kdVg = sup
u∈H1

∫

M
e32π2u2

dVg < ∞.

Hence we derive that (λk

β2
k
)k is bounded. So we can suppose without lost of generality that

(λk

β2
k
)k converges.

Now from Lemma 1.5.7 we have that

lim
k→+∞

∫

Bxk
(δ)

eαku2
kdVg = 16π2 lim

k→+∞
λk

β2
k
( δ
2

∫

∂Bxk
(δ)

(βkUk)2dSg

+δ

∫

∂Bxk
(δ)
∇g(βkuk)∇g(βkUk)dSg − 2

∫

∂Bxk
(δ)

(βkUk)
∂(βkuk)

∂r

−2δ

∫

∂Bxk
(δ)

∂(βkUk)
∂r

∂(βkuk)
∂r

dSg + O(δ)).

So using Lemma 1.5.6 we obtain

lim
k→+∞

∫

Bxk
(δ)

eαku2
kdVg = 16π2 lim

k→+∞
λk

β2
k
( δ
2

∫

∂Bx0 (δ)
|∆gG|2dSg

+δ

∫

∂Bδ(x0)
∇gG∇g(∆gG)dSg − 2

∫

∂Bx0 (δ)
∆gG

∂G

∂r

−2δ

∫

∂Bx0 (δ)

∂∆gG

∂r

∂G

∂r
dSg + O(δ)).

Moreover by trivial calculations we get
∫

∂Bx0 (δ)
|∆gG|2dSg =

τ2

8π2δ
+ O(1);

∫

∂Bx0 (δ)
∇gG∇g(∆gG)dSg = − τ2

8π2δ
+ O(1);

∫

∂Bx0 (δ)
∆gG

∂G

∂r
=

τ2

16π2
+ O(δ);

and ∫

∂Bx0 (δ)

∂∆gG

∂r

∂G

∂r
dSg = − τ2

8π2δ
+ O(1)

Hence with this we obtain

lim
k→+∞

∫

Bxk
(δ)

eαku2
kdVg = τ2 lim

k→+∞

λk

β2
k

+ O(δ).

On the other hand we have that
∫

M
eαku2

kdVg =
∫

Bxk
(δ)

eαku2
kdVg +

∫

M\Bxk
(δ)

eαku2
kdVg

Moreover by Lemma 1.5.2 we have that
∫

M\Bxk
(δ)

eαku2
kdVg = V olg(M) + ok,δ(1).

Thus we derive that

lim
k→+∞

∫

M
eαku2

kdVg = V olg(M) + τ2 lim
k→+∞

λk

β2
k

+ oδ(1).
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Hence letting δ → 0 we obtain

lim
k→+∞

∫

M
eαku2

kdVg = V olg(M) + τ2 lim
k→+∞

λk

β2
k

.

Now suppose τ = 0 then we get

lim
k→+∞

∫

M
eαku2

kdVg = V olg(M).

On the other hand we have that

lim
k→+∞

∫

M
eαku2

kdVg = sup
u∈H1

∫

M
e32π2u2

dVg > V olg(M);

hence a contradiction. Thus τ 1= 0 and the Corollary is proved.

1.5.3 Blow-up analysis

In this Subsection we perform the Blow-up analysis and show that the asymptotic profile of uk is
either the zero function or a standard Bubble.
First of all let us introduce some notations.
We set

r4
k =

λk

βkck
e−αkc2

k .

Now for x ∈ Br−1
k δ(0) with δ > 0 small we set

wk(x) = 2αkβk (uk(expxk(rkx))− ck) ;

vk(x) =
1
ck

uk(expxk(rkx));

gk(x) = (exp∗xk
g)(rkx).

Next we define
dk =

ck

βk
d = lim

k→+∞
dk.

Proposition 1.5.9. The following hold:
We have

if d < +∞ then wk → w(x) :=
4
d

log



 1

1 +
√

d
6 |x|2



 in C2
loc(R4);

and
if d = ∞ then wk → w = 0 in C2

loc(R4).

Proof. First of all we recall that

gk → dx2 in C2
loc(R4).

Since (λk

β2
k
), (βk

ck
) are bounded and ck → +∞ , then we infer that

rk → 0 as k → 0.

Now using the Green representation formula for ∆2
g (see Lemma 0.3.1) we have that

uk(x) =
∫

M
F (x, y)∆2

gukdVg(y) ∀x ∈ M.
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Now using equation and differentiating with respect to x we obtain that for m = 1, 2

|∇m
g uk(x)| ≤

∫

M

∣∣∇m
g F (x, y)

∣∣
∣∣∣∣
uk

λk
eαku2

k − γk

∣∣∣∣ dVg(y).

Hence from the fact that βkγk is bounded see Lemma 1.5.4 we get

|∇m
g uk(x)| ≤

∫

M

∣∣∇m
g F (x, y)

∣∣
∣∣∣∣
uk

λk
eαku2

k

∣∣∣∣ dVg(y) + O(β−1
k ).

Now for yk ∈ Bxk(Lrk), L > 0 fixed we write that

∫

M

∣∣∇m
g F (yk, y)

∣∣ |uk|
λk

eαku2
kdVg(y) = O

(
r−m
k

∫

M\BLrk
(yk)

|uk|
λk

eαku2
kdVg(y)

)

+O

(
ck

λk
eαkc2

k

∫

BLrk
(yk)

dg(yk, y)−mdVg(y)

)

= O(r−m
k β−1

k ).

thanks to the fact that |uk| ≤ ck to the definition of rk.
Now it is not worth remarking that ck = uk(xk) since we have taken τ ≥ 0 (see Lemma 1.5.4).
Hence we have that

wk(x) ≤ wk(0) = 0 ∀ x ∈ R4.

So we get from the estimate above that wk is uniformly bounded in C2(K) for every compact
subset K of R4. Thus by Arzéla-Ascoli Theorem we infer that

wk −→ w ∈ C1
loc(R4).

Clearly w is a Lipschitz function since the constant which bounds the gradient of wk is independent
of the compact set K.
On the other hand from the Green representation formula we have for x ∈ R4 fixed and for L big
enough such that x ∈ B0(L)

uk(expxk(rkx)) =
∫

M
F (expxk(rkx), y)∆2

guk(y)dVg(y).

Now remarking that
uk(xk) = uk(expxk(rk0));

we have that

uk(expxk(rkx))− uk(xk) =
∫

M
(F (expxε(rkx), y)− F (expxk(0), y)) ∆2

guk(y)dVg(y).

Hence using (1.51) we obtain

uk(expxk(rkx))− uk(xk) =
∫

M
(F (expxk(rkx), y)− F (expxk(0), y))

uk

λk
eαku2

kdVg(y)

−
∫

M
(F (expxk(rkx), y)− F (expxk(0), y)) (γk)dVg(y).

Now setting

Ik(x) =
∫

Bxk
(Lrk)

(F (expxk(rkx), y)− F (expxk(0), y))
uk

λk
eαku2

kdVg(y);

IIk(x) =
∫

M\Bxk
(Lrk)

(F (expxk(rkx), y)− F (expxk(0), y))
uk

λk
eαku2

kdVg(y)
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and
IIIk(x) =

∫

M
(F (expxk(rkx), y)− F (expxk(0), y)) (γk)dVg(y);

we find
uk(expxk(rkx))− uk(xk) = Ik(x) + IIk(x) + IIIk(x).

So using the definition of wk we arrive to

wk = 2αkβk (Ik(x) + IIk(x) + IIIk(x)) .

Now to continue the proof we consider two cases:
Case 1: d < +∞
First of all let us study each of the terms 2αkβkIk(x), 2αkβkIIk(x), 2αkβkIIIk(x) separately.
Using the change of variables y = expxk(rkz) we have

2αkβkIk(x) =
∫

BL(0)
(F (expxk(rkx), expxk(rkz))− F (expxk(0), expxk(rkz)))

2αkβkuk(expxk(rkz))
λk

eαku2
ε(expxk

(rkz)r4
kdVgk(z).

Hence using the definition of rk and vk one can check easily that the following holds

2αkβkIk(x) = 2αk

∫

B0(L)
(G(expxε(rkx), expxε(rkz))−G(expxε(0), expxε(rkz))) vk(z)

e
dk
2 (wk(z)(1+vk)dVgk(z).

Moreover from the asymptotics of the Green function see Lemma 0.3.1 we have that

2αkβkIk(x) = 2αk

∫

B0(L)

(
1

8π2
log

|z|
|x− z| + Kk(x, z)

)
vk(z)e

dk
2 (wk(z)(1+vk(z)))dVgk(z).

where
Kk(x, z) = [K(expxk(rkx), expxk(rkz))− (K(expxk(0), expxk(rkz)] .

Hence since K is of class C1 on M2 and gk → dx2 in C2
loc(R4) and vk → 1 then letting

k → +∞ we derive

lim
k→+∞

2αkβkIk(x) = 8
∫

B0(L)
log

|z|
|x− z|e

dw(z)dz.

Now to estimate αkβkIIk(x) we write for k large enough

αkβkIIk(x) =
∫

M\Bxk
(Lrk)

1
8π2

log
(

dg(expxk(0), y)
dg(expxk(rkx), y)

)
2αkβkuk

λk
eαku2

kdVg(y)

+
∫

M\Bxk
(Lrk)

K̄k(x, y)
2αkβkuk

λk
eαku2

kdVg(y),

where
K̄k(x, y) = (K(expxk(rkx), y)−K(expxk(0), y)) .

Taking the absolute value in both sides of the equality and using the change of variable y =
expxk(rkz) and the fact that K ∈ C1 we obtain,

|2αkβkIIk(x)| ≤
∫

R4\BL(0)
8

∣∣∣∣log
(

|z|
|x− z|

)∣∣∣∣ |vk|(z)e
dk
2 (wk(z)(1+vk(z)))dVgk(z)

+Lrk

∫

M\Bxk
(Lrk)

2αkβkuk

λk
eαku2

kdVg(y).
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Hence letting k → +∞ we deduce that

lim sup
k→+∞

|2αkβkIIk(x)| = oL(1).

Now using the same method one proves that

2αkβkIIIk(x) → 0 as k → +∞.

So we have that

w(x) =
∫

BL(R)
8 log

(
|z|

|x− z|

)
edw(z)dz + lim

k→+∞
2αkβkIIk(x).

Hence letting L → +∞ we obtain that w is a solution of the following integral equation

w(x) =
∫

R4
8 log

(
|z|

|x− z|

)
edw(z)dz. (1.60)

Now since w is Lipschitz then the theory of singular integral operator gives that w ∈ C1(R4).
Since

lim
k→+∞

∫

Bxk
(Lrk)

2αkβkuk

λk
eαku2

kdVg = 64π2

∫

B0(L)
edw(x)dx.

and ∫

Bxk
(Lrk)

2αkβkuk

λk
eαku2

kdVg ≤ 64π2,

then we get

lim
L→+∞

∫

B0(L)
edw(x)dx =

∫

R4
edw(x)dx ≤ 1.

Now setting

w̃(x) =
d

4
w(x) +

1
4

log(
8π2d

3
);

we have that w̃ satisfies the following conformally invariant integral equation

w̃(x) =
∫

R4

6
8π2

log
(

|z|
|x− z|

)
ew̃(z)dz +

1
4

log(
8π2d

3
), (1.61)

and ∫

R4
e4w̃(x)dx < +∞.

Hence from the classification result by X.Xu see Theorem 1.2 in [89] we derive that

w̃(x) = log
(

2λ

λ2 + |x− x0|2

)

for some λ > 0 and x0 ∈ R4.
¿From the fact that

w(x) ≤ w(0) = 0 ∀x ∈ R4;

we obtain

w̃(x) ≤ w̃(0) =
1
4

log(
8π2d

3
) ∀x ∈ R4.

Then we derive

x0 = 0, λ = 2(
8π2d

3
)−

1
4



1.5. EXISTENCE OF EXTREMALS FOR FONTANA AND CHANG-YANG INEQUALITIES67

Hence by trivial calculations we get

w(x) =
4
d

log



 1

1 +
√

d
6 |x|2



 .

Case 2: d = +∞.
In this case using the same argument we get

lim sup
k→+∞

|αkβkIIk(x)| = oL(1);

and
αkβkIIIk(x) = ok(1),

Now let us show that
αkβkIk(x) = ok(1)

By using the same arguments as in Case 1 we get

αkβkIk(x) =
∫

B0(L)

(
1

8π2
log

|z|
|x− z| + Kk(x, z)

)
vk(z)edk(wk(z)(1+vk(z)))dVgk(z)

Now since K is C1 we need only to show that
∫

B0(L)

1
8π2

log
|z|

|x− z|vk(z)edk(wk(z)(1+vk(z)))dVgk(z) = ok(1).

By using the trivial inequality
∫

Bxk
(Lrk)

u2
k

λk
eαku2

kdVg ≤ 1;

and the change of variables as above, we obtain
∫

B0(L)
v2

k(z)edk(wk(z)(1+vk(z)))dVgk(z) = O(
1
dk

) = ok(1).

On the other hand using the property of vk one can check easily that
∫

B0(L)
vk(z)edk(wk(z)(1+vk(z)))dVgk(z) =

∫

B0(L)
v2

k(z)edk(wk(z)(1+vk(z)))dVgk(z) + ok(1).

Thus we arrive to
∫

B0(L)

1
8π2

log
|z|

|x− z|vk(z)edk(wk(z)(1+vk(z)))dVgk(z) = ok(1)

So we get
αkβkIk(x) = ok(1)

Thus letting k → +∞, we obtain
w(x) = 0 ∀x ∈ R4.

Hence the Proposition is proved.
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1.5.4 Capacity estimates

This Subsection deals with some capacity-type estimates which allow us to get an upper bound
of τ2 limk→+∞

λk

β2
k
. We start by giving a first Lemma to show that we can basically work on

Euclidean space in order to get the capacity estimates as already said in the Introduction.

Lemma 1.5.10. There is a constant B which is independent of k, L and δ s.t.
∫

Bδ(0)\B0(Lrk)
|(1−B|x|2)∆0ũk|2dx ≤

∫

Bxk
(δ)\Bxk

(Lrk)
|∆guk|2dVg +

J1(k, L, δ)
β2

k

,

where
ũ(x) = uk(expxk(x)).

Moreover we have that
lim
δ→0

lim
k→+∞

J1(k, L, δ) = 0.

Proof. First of all by using the definition of ∆g ie

∆g =
1√
|g|

∂r(
√
|g|grs∂s);

we get
|∆gβkuk|2 = |grsβk

∂2ũk
∂xr∂xs + O(|∇βkũk|)|2

= |grsβk
∂2ũk

∂xr∂xs |2 + O(|∇2βkũk||∇βkũk|)) + O((|∇βkũk|)2)

On the other hand using the fact that (see Corollary 1.5.6))

βkũk ⇀ G̃ in W 2,p(M);

where p ∈ (1, 2); and G̃(x) = G(expx0(x)); we obtain
∫

B0(δ)\B0(Lrk)
O(|∇2βkũk||∇βkũk|) + O((|∇βkũk|)2)

≤ C||G̃||W 1,2(B0(δ)\B0(Lrk))

= J2(k, L, δ),

and it is clear that
lim
δ→0

lim
k→+∞

J2(k, L, δ) = 0

Now let us estimate
∫

B0(δ)\B0(Lrk) |g
rsβk

∂2ũk
∂xr∂xs |2. To do this, we first write the inverse of the

metric in the following form
grs = δrs + Ars

with
|Ars| ≤ C|x|2.

We can write

|grs ∂2ũk

∂xr∂xs
|2|∆0ũk|2 + 2

∑

p,q

Apq∆0ũk
∂2ũk

∂xp∂xq
+

∑

r,s,p,q

ArsApq ∂2ũk

∂xr∂xs

∂2ũk

∂xp∂xq

Furthermore we derive

∑

p,q

2
∫

B0(δ)\B0(Lrk)
|Apq∆0ũk

∂2ũk

∂xp∂xq
|dVg ≤ C

∫

B0(δ)\B0(Lrk)
(|x|2|∆0ũk|2 +

∑

p,q

|x|2| ∂2ũk

∂xp∂xq
|2)dx
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On the other hand we have that
∑

p,q

∫

B0(δ)\B0(Lrk)
|x|2| ∂2ũk

∂xp∂xq
|2dx

∫

B0(δ)\B0(Lrk)
|x|2 ∂2ũk

∂xs∂xs

∂2ũk

∂xp∂xp
dx

+
∫

B0(δ)\B0(Lrk)
O(|∇ũk||∇2ũk|)dx +

∫

∂(B0(δ)\BLrk (0))
|x|2 ∂ũk

∂xq

∂2ũk

∂xp∂xq

〈
∂

∂xp
,

∂

∂r

〉
dS

+
∫

∂(B0(δ)\B0(Lrk))
|x|2 ∂ũk

∂xq

∂2ũk

∂xp∂xp

〈
∂

∂xq
,

∂

∂r

〉
dS.

So setting

J3(k, L, δ)
β2

k

=
∫

B0(δ)\B0(Lrk)
O(|∇ũk||∇2ũk|)dx +

∫

∂(B0(δ)\B0(Lrk))
|x|2 ∂ũk

∂xq

∂2ũk

∂xp∂xq

〈
∂

∂xp
,

∂

∂r

〉
dS

+
∫

∂(B0(δ)\B0(Lrk))
|x|2 ∂ũk

∂xq

∂2ũk

∂xp∂xp
)
〈

∂

∂xq
,

∂

∂r

〉
dS

We obtain
∑

p,q

∫

B0(δ)\B0(Lrk)
|x|2| ∂2ũk

∂xp∂xq
|2 =

∫

B0(δ)\B0(Lrk)
|x|2 ∂2ũk

∂xq∂xq

∂2ũk

∂xp∂xp
dx +

J3(k, L, δ)
β2

k

.

Moreover we have that
lim
δ→0

lim
k→+∞

J3(k, L, δ) = 0.

Hence we get

2
∑

p,q

∫

B0(δ)\B0(Lrk)
|Apq ∂2ũk

∂xs∂xs

∂2ũk

∂xp∂xq
| ≤ C

∫

B0(δ)\B0(Lrk)
|x|2|∆0ũk|2dx +

J4(k, L, δ)
β2

k

with
lim
δ→0

lim
k→+∞

J4(k, L, δ) = 0.

On the other hand using similar arguments we get
∫

B0(δ)\B0(Lrk)

∑

r,s,p,q

ArsApq ∂2ũk

∂xr∂xs

∂2ũk

∂xp∂xq
≤ C

∫

B0(δ)\B0(Lrk)
|x|4|∆0ũk|2dx +

J5(k, L, δ)
β2

k

.

with
lim
δ→0

lim
k→+∞

J5(k, L, δ) = 0.

So we arrive to
∫

Bxk
(δ)\Bxk

(Lrk)
|∆guk|2dVg ≤

∫

B0(δ)\B0(Lrk)
(1 + C|x|2 + C|x|4)|∆0ũk|2dx +

J6(k, L, δ)
β2

k

;

with
lim
δ→0

lim
k→+∞

J6(k, L, δ) = 0

Hence we can find a constant B1 independent of k, L and δ s.t
∫

Bxk
(δ)\BLrk

|∆guk|2dVg ≥
∫

B0(δ)\B0(Lrk)
(1−B1|x|2)|∆0ũk|2dx +

J7(k, L, δ)
β2

k

.

So setting
J1(k, L, δ) = −J7(k, L, δ) and B = B1

we have the proved the Lemma.

Next we give a technical Lemma
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Lemma 1.5.11. There exists a sequence of functions Uk ∈ W 2,2(B0(δ) \ B0(Lrk)) s.t

Uk|∂B0(δ) = τ
− 1

16π2 log δ + S0

βk
, σUk|∂B0(Lrk) =

w(L)
2αkβk

+ ck;

and
∂Uk

∂r
|∂Bδ(0) = − τ

8π2δβk
, σ

∂Uk

∂r
|∂B0(Lrk) =

w′(L)
2αkβkrk

.

Moreover there holds

lim
δ→0

lim
k→+∞

β2
k(

∫

B0(δ)\B0(Lrk)
|∆0(1−B|x|2)Uk|2dx−

∫

Bδ\B0(Lrk)
|(1−B|x|2)∆0ũk|2dx) = 0.

Proof. First of all let us set
hk(x) = uk(expxk(rkx)).

and u′k to be the solution of





∆2
0u
′
k = ∆2

0hk
∂u′k
∂n |∂B0(2L)

∂hk
∂n |∂B0(2L), σu′k|∂B0(2L) = hk|∂B0(2L)

∂u′k
∂n |∂B0(L)

1
2αkβk

∂w
∂n |∂B0(L), σu′k|∂B0(L) = w

2αkβk
|∂BL(0).

Next let us define
U ′k =

{
u′k( x

rk
) Lrk ≤ |x| ≤ 2Lrk

ũk(x) 2Lrk ≤ |x|.

Clearly we have that

lim
k→+∞

∫

B0(2Lrk)\B0(Lrk)
(1−B|x|2)(|∆0U

′
k|2 − |∆0ũk|2)dx = 0,

and
lim

k→+∞
|U ′k − ũ′k|C0(B0(2Lrk)\B0(Lrk)) = 0.

Now let η be a smooth function which satisfies

η(t) =
{

1 t ≤ 1/2
0 t > 2/3

and set
Gk = η(

|x|
δ

)(ũk − τS0 +
τ

8π2
log |x|)− τ

8π2
log |x| + τS0.

Then we have that
Gk → − τ

8π2
log |x| + τS0 + τη(

|x|
δ

)S̃1(x);

where S̃1(x) = S1(expx0(x)) .
Furthermore we obtain

βkũk −Gk → τ

(
1− η(

|x|
δ

)
)

S1(x),

then
lim
ε→0

|
∫

B0(δ)\B0( δ
2 )
|∆0βkũk|2dx−

∫

B0(δ)\B0( δ
2 )
|∆0Gk|2dx| ≤ Σ.

where

Σ =
√∫

B0(δ)\B0( δ
2 ) |∆0(1− η( |x|δ ))S̃1(x)|2dx

∫
B0(δ)\B0( δ

2 ) |∆0(G̃− 1
8π2 log |x| + η( |x|δ )S̃1(x))|2dx

≤ Cδ
√
| log δ|.
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So we get

lim
ε→0

|
∫

B0(δ)\B0( δ
2 )
|∆0βkũk|2dx−

∫

B0(δ)\B0( δ
2 )
|∆0Gk|2dx| ≤ Cδ

√
| log δ|.

Hence setting

Uk =
{

U ′k(x) |x| ≤ δ
2

Gk(x) δ/2 ≤ |x| ≤ δ

we have proved the Lemma.

Proposition 1.5.12. We have the following holds

τ2 lim
k→+∞

λk

β2
k

≤ π2

6
e

5
3+32π2S0 ;

and
dτ = 1.

Proof. First using Lemma 1.5.10 and Lemma 1.5.11 we get

∫

B0(δ)\B0(Lrk)
|∆0(1−B|x|2)Uk|2dx ≤ 1−

∫
BL(x0)

|∆w|2 +
∫

M\Bx0 (δ) |∆G|2 + J0(k, L, δ)

β2
k

. (1.62)

with
lim
δ→0

lim
k→+∞

J0(k, L, δ) = 0.

Next we will apply capacity to give a lower boundary of
∫

B0(δ)\B0(Lrk) |∆0(1−B|x|2)Uk|2dx.
Hence we need to calculate

inf
Φ|∂B0(r)=P1,Φ|∂B0(R)=P2, ∂Φ

∂r |∂B0(r)=Q1, ∂Φ
∂r |∂B0(R)=Q2

∫

B0(R)\B0(r)
|∆0Φ|2dx,

where P1, P2, Q1, Q2 are constants.
It is obvious that the infimum is attained by the function Φ which satisfies

{
∆2

0Φ =0
Φ|∂B0(r) = P1 ,Φ|∂B0(R) = P2 , ∂Φ

∂r |∂B0(r) = Q1 , ∂Φ
∂r |∂B0(R) = Q2.

Moreover we can require the function Φ to be of the form

Φ = A log r + Br2 +
C

r2
+ D,

where A, B, C, D are all constants which satisfies the following linear system of equations





A log r + Br2 + C
r2 + D = P1

A log R + BR2 + C
R2 + D = P2

A
r + 2Br − 2 C

r3 = Q1
A
R + 2BR− 2 C

R3 = Q2

Now by straightforward calculations we obtain the explicit expression of A and B





A = P1−P2+

*
2 rQ1+

*
2 RQ2

log r/R+0

B =
−2P1+2P2−rQ1(1+ 2r2

R2−r2 log r/R)+RQ2(1+ 2R2

R2−r2 log r/R)

4(R2+r2)(log r/R+0)
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Where 6 = R2−r2

R2+r2 . Furthermore we have
∫

B0(R)\B0(r)
|∆0Φ|2dx = −8π2A2 log r/R + 32π2AB(R2 − r2) + 32π2B2(R4 − r4) (1.63)

In our case in which we have that

R = δ r = Lrk,

P1 = ck +
w(L)
2αkβk

+ O(rkck) P2
− τ

8π2 log δ + τS0 + O(δ log δ)
βk

Q1 =
w′(L) + O(rkck)

2αkβkrk
Q2 = −τ + O(δ log δ)

8π2βkδ
.

Then by the formula giving A we obtain by trivial calculations

A =
ck +

Nk+ τ
8π2 log δ

βk

− log δ + log L +
log

λk
βkck

−αkc2
k

4 + 1 + O(r2
k)

where
Nk =

w(L)
2αk

− τS0 +
w′(L)L

4αk
− τ

16π2
+ O(δ log δ) + O(rkc2

k).

Moreover using the the fact that the sequence (λk

β2
k
)k is bounded it is easily seen that

A = O(
1
ck

).

Furthermore using the formula of B we get still by trivial calculations

B =
−2ck + αkc2

k
8π2βk

τ
2 + O( 1

βk
)

δ2(−αkc2
k + log λk

βkck
)

.

and then
B = O(

1
βk

)
1
δ2

.

Now let compute 8π2A2 log r/R. By using the expression of A, r and R , we have that

−8π2A2 log(
r

R
) = −8π2(

ck +
Nk+ τ

8π2 log δ

βk

− log δ + log L +
log

λk
βkck

−αkc2
k

4 + 1 + O(r2
k)

)2(
log λk

βkck
− αkc2

k

4
−log δ+log L)

Now using the relation

(
αkc2

k

4
)2

(
1− 1

αkc2
k

(−4 log δ + 4 log L + log
λk

βkck
+ 4 + O(r2

k))
)2

=

(
− log δ + log L +

log λk
βkck

− αkc2
k

4
+ 1 + O(r2

k)

)2

we derive

−8π2A2 log(
r

R
) = −8π2(

ck +
Nk+ τ

8π2 log δ

βk

αkc2
k

4

)2
(

1− 1
αkc2

k

(−4 log δ + 4 log L + log
λk

βkck
+ 4 + O(r2

k))
)−2

×(
log λk

βkck
− αkc2

k

4
− log δ + log L).
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On the other hand using Taylor expansion we have the following identity
(

1− 1
αkc2

k

(−4 log δ + 4 log L + log
λk

βkck
+ 4 + O(r2

k))
)−2

= 1 + 2
log λk

βkck
+ 4− 4 log δ + 4 log L

αkc2
k

+O(
log2 ck

c4
k

);

hence we get

−8π2A2 log(
r

R
) = −8π2(

ck +
Nk+ τ

8π2 log δ

βk

αkc2
k

4

)2(
log λk

βkck
− αkc2

k

4
− log δ + log L)

×(1 + 2
log λk

βkck
+ 4− 4 log δ + 4 log L

αkc2
k

+ O(
log2 ck

c4
k

))

On the other hand using the relation

−8π2(
ck +

Nk+ τ
8π2 log δ

βk

αkc2
k

4

)2(
log λk

βkck
− αkc2

k

4
− log δ + log L) =

32π2

αk

1
c2
k

(ck +
Nk + τ

8π2 log δ

βk
)2(1−

log λk
βkck

− 4 log δ + 4 log L

αkc2
k

)

we obtain

−8π2A2 log(
r

R
) =

32π2

αk

1
c2
k

(ck +
Nk + τ

8π2 log δ

βk
)2(1 + 2

log λk
βkck

+ 4− 4 log δ + 4 log L

αkc2
k

+ O(
log2 ck

c4
k

))

×(1−
log λk

βkck
− 4 log δ + 4 log L

αkc2
k

)

Moreover using again the trivial relation

(1 + 2
log λk

βkck
+ 4− 4 log δ + 4 log L

αkc2
k

+ O(
log2 ck

c4
k

))(1−
log λk

βkck
− 4 log δ + 4 log L

αkc2
k

) =

(1 +
log λk

βkck
+ 8− 4 log δ + 4 log L

αkc2
k

+ O(
log2 ck

c4
k

))

we arrive to

−8π2A2 log(
r

R
) =

32π2

αk

1
c2
k

(ck +
Nk + τ

8π2 log δ

βk
)2(1+

log λk
βkck

+ 8− 4 log δ + 4 log L

αkc2
k

+O(
log2 ck

c4
k

))

On the other hand one can check easily that the following holds

(ck +
Nk + τ

8π2 log δ

βk
)2(1 +

log λk
βkck

+ 8− 4 log δ + 4 log L

αkc2
k

+ O(
log2 ck

c4
k

)) =
(

c2
k +

log λk
βkck

+ 8− 4 log δ + 4 log L

αk
+ 2ck

Nk + τ
8π2 log δ

βk
+ O(

log ck

c2
k

) + O(
1
β2

k

)

)
;

thus we obtain

−8π2A2 log(
r

R
) =

32π2

αk

1
c2
k

(
c2
k +

log λk
βkck

+ 8− 4 log δ + 4 log L

αk
+ 2ck

Nk + τ
8π2 log δ

βk

)

+
32π2

αk

1
c2
k

(
O(

log ck

c2
k

) + O(
1
β2

k

)
)
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Furthermore using the relation
(

c2
k +

log λk
βkck

+ 8− 4 log δ + 4 log L

αk
+ 2ck

Nk + τ
8π2 log δ

βk
+ O(

log ck

c2
k

) + O(
1
β2

k

)

)
=

(
c2
k +

1
αk

log
λk

βkck
− 4

αk
log δ +

1
4π2

dkτ log δ + 2dkNk +
4 log L

αk
+

8
αk

+ ok(1)
)

we get

−8π2A2 log(
r

R
) =

32π2

α2
k

1
c2
k

(
c2
k +

1
αk

log
λk

βkck
− 4

αk
log δ +

1
4π2

dkτ log δ + 2dkNk +
4 log L

αk
+

8
αk

)

+
32π2

α2
k

1
c2
k

ok(1)

(1.64)

Next we will evaluate
∫

M\Bx0 (δ) ∆gG∆gGdVg. We have that by Green formula

∫

M\Bx0 (δ)
∆gG∆gGdVg =

∫

M\Bx0 (δ)
G∆2

gGdVg −
∫

∂Bx0 (δ)

∂G

∂r
∆gG +

∫

∂Bx0 (δ)
G

∂∆gG

∂r
.

Thus using the equation solved by G we get
∫

M\Bx0 (δ)
∆gG∆gGdVg = − τ

µ(M)

∫

M\Bδ(p)
GdVg −

τ2

64π4

∫

∂Bx0 (δ)

∂(− log r)
∂r

∆0(− log r)

+
∫

∂Bx0 (δ)
(− τ

8π2
log r + S0)

∂∆0(− τ
8π2 log r)
∂r

+ O(δ log δ)

Hence we obtain
∫

M\Bx0 (δ)
∆gG∆gGdVg = − τ2

16π2
− τ2

8π2
log δ + τ2S0 + O(δ log δ),

Now let us set
P (L) =

∫

B0(L)
|∆0w|2dx/(2× 32π2)2.

Hence using (1.62), (1.63), (1.64), we derive that

32π2

αk

(
c2
k +

1
αk

log
λk

βkck
− 4

αk
log δ +

1
4π2

dkτ log δ + 2dkNk +
4 log L

αk
+

8
αk

)

≤ c2
k(1−

P (L)− τ2

16π2 − τ2

8π2 log δ + τS0 + O(δ log δ) + ok,δ(1)
β2

k

) + δ2O(c2
kAB) + δ4O(c2

kB2).

Moreover by isolating the term 32π2

α2
k

log λk
βkck

in the left and transposing all the other in the right
we get

32π2

α2
k

log
λk

βkck
≤ 1

8π2
(d2

kτ2 − 64
αk

dkτ + (
32π

αk
)2) log δ − 32π2

αk
(2dkNk +

4 log L

αk
+

8
αk

)

−d2
k(P (L) + τS0 −

τ2

16π2
+ O(δ log δ) + ok(1)) + δ2O(c2

kAB) + δ4O(c2
kB2).

(1.65)

Hence using the trivial identity

log
λk

β2
k

= log
λk

βkck
+ log dk
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we get

32π2

α2
k

log
λk

β2
k

≤ 1
8π2

(d2
kτ2 − 64

αk
dkτ + (

32π

αk
)2) log δ − 32π2

αk
(2dkNk +

2 + 4 log L

αk
+

2
αk

)

−d2
k(P (L) + τS0 −

τ2

16π2
+ O(δ log δ) + ok(1)) +

32π2

α2
k

log dk + O(d2
k).

Now suppose d = +∞, letting δ → 0, then we have that

lim
k→+∞

log
λk

β2
k

= −∞,

thus we derive
lim

k→+∞

λk

β2
k

= 0

Hence using Corollary 1.5.8 we obtain a contradiction. So d must be finite.
On the other hand one can check easily that the following holds

32π2

α2
k

log
λk

β2
k

≤ 1
8π2

(dkτ − 32π2

αk
)2 log δ + O(1)(d2

k + dk + log dk) + O(1).

Hence we derive
dkτ → 1;

otherwise we reach the same contradiction. So we have that

dτ = 1.

Hence by using this we can rewrite B as follows

B =
−2ck + δ(− 1

8π2ckδ 2−αkc2
k

4 ) + O(1/ck)
δ2(−αkc2

k) + O(1)
=

ok(1)
ck

.

Thus we obtain
32π2AB(R2 − r2) + 32π2B2(R4 − r4) =

ok(1)
c2
k

.

On the other hand since d < +∞, we have that by Lemma 1.5.9

w = −
4 log(1 +

√
d
6π|x|2)

d
.

Moreover by trivial calculations we get

P (L) =
1

96d2π2
+

log(1 +
√

d
6πL2)

16d2π2
.

Furthermore by taking the limit as k → +∞ in (1.65) we obtain

lim
k→+∞

log
λk

βkck
≤ −25

3
+ 4dτ + 2d2τ2 + 32π2S0 +

4
√

d
6πL2

1 +
√

d
6πL2

+ 2 log(1 +
√

d

6
πL2)− 4 log L

Now letting L → +∞, we get

lim
k→+∞

log
λk

βkck
≤ 5

3
− log 6 + log π2 + log d.
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Hence by remarking the trivial identity

lim
k→+∞

λk

βkck

1
d

lim
k→+∞

λk

β2
k

we get

τ2 lim
k→+∞

λk

β2
k

≤ π2

6
e

5
3+32π2S0 .

So the proof of the proposition is done.

1.5.5 The test function

This Subsection deals with the construction of some test functions in order to reach a contradiction.
Now let ε > 0, c > 0, L > 0 and set

fε(x) =

{
c +

Λ+Bdg(x,x0)
2−4 log

“
1+λ(

dg(x,x0)
ε )2

”

64π2c + S(x)
c dg(x, x0) ≤ Lε

G(x)
c dg(x, x0) > Lε

where
λ =

π√
6
, σB = − 4

L2ε2(1 + λL2)

and
Λ = −64π2c2 −BL2ε2 − 8 log(Lε) + 4 log(1 + λL2). (1.66)

Proposition 1.5.13. We have that for ε small, there exist suitable c and L such that
∫

M
|∆gfε|2dVg = 1;

and

lim sup
ε→0

∫

M
e32π2(fε−f̄ε)

2
dVg > V ol(M) +

π2

6
e

5
3+32π2S0 .

Proof. First of all using the expansion of g in normal coordinates we get
∫

BLε(x0)
|∆gfε|2dVg

∫

BLε(0)
|∆0f̃ε|2(1 + O(Lε)2)dx +

∫

BLε(0)
O(r2|∇0f̃ε|2)dx

where
f̃ε(x) = fε(expx0(x)).

On the other hand by direct calculations owe obtain
∫

BLε(0)
|∆0f̃ε|2dx =

12 + λL2(30 + λL2(21 + λL2)) + 6(1 + λL3)3 log(1 + λL2)
96c2(1 + λL2)3π2

Hence we arrive to
∫

BLε(x0)
|∆gfε|2dVg = (1 + O(Lε)2) 12+λL2(30+λL2(21+λL2))+6(1+λL3)3 log(1+λL2)

96c2(1+λL2)3π2

=
1
3+4 log(1+λL2)+O( 1

L2 )+O((Lε)2 log Lε)

32c2π2

Furthermore, by direct computation, we have
∫

BLε(0)
r2|∇0f̃ε|2dx = O(

L4ε4

c2
).
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Moreover using Green formula we get
∫

M\BLε(x0)
|∆gG|2dVg =

∫

M\BLε(x0)
GdVg −

∫

∂BLε(x0)

∂G

∂r
∆gGdSg +

∫

∂BLε

G
∂∆gG

∂r
dSg

= − 1
16π2 + S0 − log Lε

8π2 + O(Lε log Lε)

Now let us find a condition to have
∫

M |∆gfε|2dVg = 1. By trivial calculations we can see that
it is equivalent to

1
32π2c2

(
−5

3
+ 2 log(1 + λL2) + 32π2S0 − 4 log Lε + O(

1
L2

) + O(Lε log Lε)
)

= 1.

i.e.
32π2c2 = −5

3
+ 2 log(1 + λL2) + 32π2S0 − 4 log Lε + O(

1
L2

) + O(Lε log Lε).

Hence by (1.66) Λ take the following form

Λ =
10
3
− 64π2S0 + O(

1
L2

) + O(Lε log Lε).

On the other hand it is easily seen that
∫

BLε(x0)
fεdVg = O(c(Lε)4);

and ∫

M\BLε(x0)
fεdVg = −

∫

BLε

G

c
= O(

(Lε)4 log Lε

c
).

hence
f̄ε = O(c(Lε)4).

Furthermore by trivial calculations one gets that in BLε(x0)

(fε − f̄ε)2 ≥ c2 + 2
64π2

(
Λ + Br2 − 4 log(1 + λ( r

ε )2) + 64π2S0 + O(Lε) + O(c2(Lε)4)
)

= c2 + 5
48π2 − log(1+λ(r/ε)2)

8π2 + O( 1
L2 ) + O(Lε log Lε) + O(c2(Lε)4);

hence
∫

BLε(x0)
e32π2(fε−f̄ε)

2
dVg ≥ (1 + O(Lε)2)

∫

BLε(x0)
e
32π2

„
c2+ 5

48π2−
log(1+λ(r/ε)2

8π2

«
+O( 1

L2 )+O(Lε log Lε)+O(c2(Lε)4)
dx

= ε4e
10
3 +32π2c2+O( 1

L2 )+O(Lε log Lε)+O(c2(Lε)4)
(
π2 L6

1+λL6 + O(Lε)2
)

= ε4e
10
3 +32π2c2

π2(1 + O( 1
L2 ) + O(Lε log Lε) + O(Lε)2)

= π2

6 e
5
3+32π2S0(1 + O(Lε log Lε) + O( 1

L2 ) + O(c2(Lε)4)).

on the other hand
∫

M\BLε(x0)
e32π2(fε−f̄ε)

2
dVg ≥

∫

M\BLε(x0)
(1 + 32π2(fε − f̄ε)2)dVg

≥ V ol(M \ BLε(x0)) +

∫

M\BLε(x0)
32π2G2dVg + O(c(Lε)4)

c2

= V ol(M) +

∫

M
32π2G2dVg

c2 + O(Lε)4 log Lε

Thus we arrive to
∫

M
e32π2(fε−f̄ε)

2
dVg ≥ V ol(M) +

π2

6
e

5
3+32π2S0 +

∫
M\BLε(x0)

32π2G2dVg

c2

+O(Lε log(Lε)) + O(
1
L2

) + O(c2(Lε)4)
;
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and factorizing by 1
c2 we get

∫

M
e32π2(fε−f̄ε)

2
dVg ≥ V ol(M) + π2

6 e
5
3+32π2S0

+ 1
c2

(∫

M
32π2G2dVg + O(c2Lε log(Lε)) + O(

c2

L2
) + O(c4(Lε)4)

)
.

On the other hand setting

L = log
1
ε

we get

O(c2Lε log(Lε)) + O(
c2

L2
) + O(c4(Lε)4) → 0 as ε → 0.

Hence the Proposition is proved.

1.5.6 Proof of Theorem 0.2.1

This small Subsection is concerned about the proof of Theorem 0.2.1.
First of all by corollary we have that

lim
k→+∞

∫

M
eαku2

k = V olg(M) + τ2 lim
k→+∞

λk

β2
k

with τ 1= 0.
On the other hand from Proposition 1.5.12 we get

τ2 lim
k→+∞

λk

β2
k

≤ π2

6
e

5
3+32π2S0 .

Hence we obtain

lim
k→+∞

∫

M
eαku2

k ≤ V olg(M) +
π2

6
e

5
3+32π2S0 .

Thus using the relation

lim
k→+∞

∫

M
eαku2

kdVg = sup
u∈H1

∫

M
e32π2u2

dVg.

we derive

sup
u∈H1

∫

M
e32π2u2

dVg ≤ V olg(M) +
π2

6
e

5
3+32π2S0 .

On the other hand from Proposition 1.5.13 we have the existence of a family of function fε such
that ∫

M
|∆gfε|2dVg = 1;

and

lim sup
ε→0

∫

M
e32π2(fε−f̄ε)

2
dVg > V ol(M) +

1
6
e

5
3+32π2S0π2.

Hence we reach a contradiction. So the proof of Theorem 0.2.1 is completed.
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1.5.7 Proof of Theorem 0.2.2

As already said in the Introduction, in this brief Subsection we will explain how the proof of
Theorem 0.2.1 remains valid for Theorem 0.2.2.
First of all we remark that all the analysis above have been possible due to the following facts
1)∫

M |∆gu|2dVg is an equivalent norm to the standard norm of H2(M) on H1.
2)
The existence of the Green function for ∆2

g.
3)
The result of Fontana.
On the other hand we have a counterpart of 2) and 3). Moreover it is easy to see that

〈
P 4

g u, u
〉

is
also an equivalent norm to the standard norm of H2(M) on H2. Notice that for a blowing-up
sequence uk we have that

〈
P 4

g uk, uk

〉
=

∫

M
|∆guk|2dVg + ok(1); (1.67)

then it is easy to see that the same proof is valid up to the Subsection of test functions. Notice
that (1.67) holds for the test functions fε , then it is easy to see that continuing the same proof
we get Theorem 0.2.2.



80 CHAPTER 1. MOSER-TRUDINGER TYPE INEQUALITIES



Chapter 2

Blow-up analysis

In this Chapter, we perform the Blow-up analysis of some perturbations of the prescribed Q-
curvature equation in arbitrary dimensions, the prescribed Q-curvature and T -curvature equations
on four dimensional compact Riemannian manifolds with boundary. Precisely we give the proof
of Theorem 0.2.6, Theorem 0.2.8, and Theorem 0.2.10 announced in the Introduction. Moreover
we give also the proof of Theorem 0.2.12.

2.1 Proof of Theorem 0.2.6

In this Section we give the proof of Theorem 0.2.10.

First integrating (15) we get
∫

M
Q0dVg + ol(1) =

∫

M
Q̄le

nuldVg (2.1)

We recall now the following result of X. Xu (Theorem 1.2 in [89]).

Theorem 2.1.1. ([89]) There exists a dimensional constant σn > 0 such that, if u ∈ C1(Rn) is
solution of the integral equation

u(x) =
∫

Rn

σn log
(

|y|
|x− y|

)
enu(y)dy + c0,

where c0 is a real number, then eu ∈ Ln(Rn) implies, there exists λ > 0 and x0 ∈ Rn such that

u(x) = log
(

2λ

λ2 + |x− x0|2

)
.

Now, if cn is given in Proposition 0.3.2 and σn in Theorem 2.3.1 we set kn = σncn and γn =
2(kn)n

The proof is divided into five steps.

Step 1

There exists N ∈ N∗, N converging points (xi,l) i = 1, ..., N , N sequences (µi,l) i =
1; ...;N ; of positive real numbers converging to 0 such that the following hold:

81
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a)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., N and Q̄l(xi,l)µn
i.le

nul(xi,l) = 1;

b)

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
n

log(kn) −→ V0(x) := log(
4γn

4γ2
n + |x|2 ) in C1

loc(Rn);

c)

∀i = 1, .., N we have, lim
R→+∞

lim
l→+∞

∫

Bxi,l
(Rµi,l)

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn;

d)

There exists C > 0 such that inf
i=1,...,N

dg(xi,l, x)nenul(x) ≤ C ∀x ∈ M, ∀l ∈ N.

Proof of Step 1

Let xl ∈ M be such that ul(xl) = maxx∈M ul(x), then we have that ul(xl) −→ +∞.
Let µl > 0 be such that Q̄l(xl)µn

l enul(xl) = 1. Since Q̄l −→ Q̄0 C1(M), Q̄0 > 0 and
ul(xl) −→ +∞, we have that µl −→ 0.
Now let B0(δµ−1

l ) be the euclidean ball of center 0 and radius δµ−1
l , with δ > 0 small fixed .

For x ∈ B0(δµ−1
l ), we set

vl(x) = ul(expxl(µlx))− ul(xl)−
1
n

log(kn); (2.2)

Q̃l(x) = Ql(expxl(µlx)); (2.3)

˜̄Ql(x) = Q̄l(expxl(µlx)); (2.4)

gl(x) =
(
exp∗xl

g
)
(µlx). (2.5)

We have that gl −→ dx2 C2
loc(Rn) as l −→ +∞.

Now from the Green representation formula we have,

ul(x)− ūl =
∫

M
G(x, y)Pn

g ul(y)dVg(y) ∀x ∈ M, (2.6)

where G is the Green function of Pn
g (see Proposition 0.3.2).

Now using equation (15) and differentiating (2.6) with respect to x we obtain that for k = 1, 2

|∇kul|g(x) ≤
∫

M
|∇kG(x, y)|g|Q̄l(y)enul(y) −Ql(y)|dVg

≤
∫

M
|∇kG(x, y)|gQ̄l(y)enul(y)dVg + O(1),

(2.7)

since Ql −→ Q0 in C1(M).
Now for yl ∈ Bxl(Rµl), R > 0 fixed we write that,

∫

M
|∇kG(yl, y)|genul(y)dVg(y) =O

(
µ−k

l

∫

M\Byl
(µl)

enuldVg

)

+O

(
enul(xl)

∫

Byl
(µl)

dg(yl, y)−kdvg(y)

)
= O(µ−k

l ).

(2.8)
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thanks to the fact that ul ≤ ul(xl), to the relation Q̄l(xl)µn
l enul(xl) = 1 to (2.1) and Proposi-

tion (0.3.2).
Together with the definition of vl (see (2.2)) and the fact the fact that vl(x) ≤ vl(0) = − 1

n log(kn)
∀x ∈ Rn, we obtain (vl)l is uniformly bounded in C2(K) for all compact subsets K of Rn.
Hence by Arzelà-Ascoli theorem we infer that

vl −→ V0 in C1
loc(Rn), (2.9)

hence we have that V0(x) ≤ V0(0) = − 1
n log(kn) ∀x ∈ Rn.

Clearly V0 is a Lipschitz function since the constant which bounds the gradient of vl is independent
of the compact set K.
On the other hand from the Green’s representation formula we have for x ∈ Rn fixed and for R
big enough such that x ∈ B0(R)

ul(expxl(µlx))− ūl =
∫

M
G(expxl(µlx), y)Pn

g ul(y)dVg(y). (2.10)

Now remarking that

ul(expxl(µlx))− ul(xl) = ul(expxl(µlx))− ul(expxl(0)),

we have the following relation

ul(expxl(µlx))− ul(xl) = ((ul(expxl(µlx))− ūl)− (ul(expxl(0))− ūl) .

Hence (2.10) gives

ul(expxl(µlx))− ul(xl) =
∫

M
(G(expxl(µlx), y)−G(expxl(0), y))Pn

g ul(y)dVg(y).

Moreover using (15) we obtain

ul(expxl(µlx))− ul(xl) =
∫

M
(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)enul(y)dVg(y) (2.11)

−
∫

M
(G(expxl(µlx), y)−G(expxl(0), y)) Ql(y)dVg(y). (2.12)

Now setting

Il(x) =
∫

Bxl
(Rµl)

(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)enul(y)dVg(y); (2.13)

IIl(x) =
∫

M\Bxl
(Rµl)

(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)enul(y)dVg(y); (2.14)

IIIl(x) =
∫

M
(G(expxl(µlx), y)−G(expxl(0), y))Ql(y)dVg(y); (2.15)

we find
ul(expxl(µlx))− ul(xl) = Il(x) + IIl(x) + IIIl(x). (2.16)

So using the definition of the vl’s we arrive to

vl(x) = Il(x) + II l(x) + IIIl(x)− 1
n

log(kn). (2.17)

Now let study each of the terms Il(x), IIl(x), IIIl(x) separately.
Using the change of variables y = expxl(µlz) and setting

Gl(x, z) = (G(expxl(µlx), expxl(µlz))−G(expxl(0), expxl(µlz)) ,
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we have
Il(x) =

∫

B0(R)
Gl(x, z)Q̄l(expxl

(µlz))enul(expxl
(µlz))µn

l dVgl(z). (2.18)

Now using the relation Q̄(xl)µn
l enul(xl) = 1 and (2.2)-(2.5), we obtain

Il(x) =
∫

B0(R)
kn (G(expxl(µlx), expxl(µlz))−G(expxl(0), expxl(µlz))

˜̄Ql(z)
Q̄(xl)

envl(z)dVgl(z).

(2.19)
Now from the asymptotics of the Green’s function (see Proposition (0.3.2)) we have,

Il(x) =
∫

B0(R)
kn

(
1
cn

log
(

|z|
|x− z|

)
+ Kl(x, y)

) ˜̄Ql(z)
Q̄(xl)

envl(z)dVgl(z) for l large enough,

(2.20)
with

Kl(x, z) = (K(expxl(µlx), expxl(µlz))−K(expxl(0), expxl(µlz))) . (2.21)

Hence since K is of class C1 on M2 and gl −→ dx2 in C2
loc(Rn), then letting l −→ +∞ we

derive the following equality

lim
l

Il(x) =
∫

B0(R)
σn log

(
|z|

|x− z|

)
enV0(z)dz. (2.22)

Now to estimate IIl(x) we write for l large

IIl(x) =
∫

M\Bxl
(Rµl)

1
cn

log
(

dg(expxl(0), y)
dg(expxl(µlx), y)

)
Q̄l(y)enul(y)dVg(y) (2.23)

+
∫

M\Bxl
(Rµl)

K̄l(x, y)Q̄l(y)enul(y)dVg(y),

where
K̄l(x, y) = (K(expxl(µlx), y)−K(expxl(0), y)) . (2.24)

Taking the absolute value in both sides of the equality (2.23) and using the change of variable
y = expxl(µlz) and the fact that K ∈ C1 we obtain,

|IIl(x)| ≤
∫

Rn\B0(R)

1
cn

∣∣∣∣log
(

|z|
|x− z|

)∣∣∣∣
˜̄Ql(z)
Q̄(xl)

envl(z)dVgl(z) + Rµl

∫

M\Bxl
(Rµl)

Q̄l(y)enul(y)dVg(z).

(2.25)
Hence letting l −→ +∞ we deduce by (2.1) that

lim sup
l

IIl(x) = oR(1). (2.26)

Now using the same method one proves that

IIIl(x) −→ 0 as l −→ +∞. (2.27)

So we have that

V0(x) =
∫

B0(R)
σn log

(
|z|

|x− z|

)
enV0(z)dz − 1

n
log(kn) + lim

l
IIl(x). (2.28)

Hence letting R −→ +∞ we obtain that V0 solve the following conformally invariant integral
equation

V0(x) =
∫

Rn

σn log
(

|z|
|x− z|

)
enV0(z)dz − 1

n
log(kn). (2.29)
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Now since V0 is Lipschitz then the theory of singular integral operator gives that V0 ∈ C1(Rn).
Moreover by using a change of variables and the fact that gl converges to the Euclidean metric
in C2

loc(Rn) we obtain,

lim
l−→+∞

∫

Bxl
(Rµl)

Q̄le
nuldVg = kn

∫

B0(R)
enV0dx; (2.30)

hence (2.1) implies that eV0 ∈ Ln(Rn).
So by a classification result by X.Xu for the solutions of (2.29) (see Theorem 2.3.1) we get that,

V0(x) = log
(

2λ

λ2 + |x− x0|2

)
(2.31)

for some λ > 0 and x0 ∈ Rn.
On the other hand from V0(x) ≤ V0(0) = − 1

n log(kn) ∀x ∈ Rn, we have that λ = 2kn and
x0 = 0 namely,

V0(x) = log
(

4γn

4γ2
n + |x|2

)
. (2.32)

It is then easily checked that,

lim
R→+∞

lim
l→+∞

∫

Bxl
(Rµl)

Q̄l(y)enul(y)dVg(y) = kn

∫

Rn

enV0dx. (2.33)

Furthermore from a generalized Pohozaev identity by X.Xu (see Theorem 1.1) in [89] for the
conformally invariant integral equation (2.29) we obtain that

σn

∫

Rn

enV0(y)dy = 2,

hence we derives that

lim
R→+∞

lim
l→+∞

∫

Bxl
(Rµl)

Q̄l(y)enul(y)dVg(y) = 2cn = (n− 1)!ωn. (2.34)

Now for k ≥ 1 we say that (Hk) holds if there exists k converging points (xi,l)l i = 1, ..., k,
k sequences (µi,l) i = 1, ..., k of positive real numbers converging to 0 such that the following
hold(
A1

k

)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., k and Q̄l(xi,l)µn
i.le

nul(xi,l) = 1;

(
A2

k

)

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
n

log(kn) −→ V0(x) = log
(

4γn

4γ2
n + |x|2

)
in C1

loc(Rn) ∀i

(
A3

k

)

∀ i = 1, .., k, one has lim
R→+∞

lim
l→+∞

∫

Bxi,l
(Rµi,l)

Q̄l(y)enul(y) = (n− 1)!ωn.

Clearly, by the above arguments (H1) holds. We let now k ≥ 1 and assume that (Hk) holds.
We also assume that

sup
M

Rk,l(x)nenul(x) −→ +∞ as l −→ +∞, (2.35)
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where
Rk,l(x) = min

i=1;..;k
dg(xi,l, x).

We prove in the following that in this situation (Hk+1) holds. For this purpose we let xk+1,l ∈ M
be such that

Rk,l(xk+1,l)nenul(xk+1,l) = sup
M

Rk,l(x)nenul(x), (2.36)

and we set

µk+1,l =
(

1
Q̄(xk+1,l)enul(xk+1,l)

) 1
n

. (2.37)

Since M is compact then (2.195), (2.36) and (2.37) imply that

µk+1,l −→ +∞ as l −→ +∞; (2.38)
dg(xi,l, xk+1,l)

µk+1,l
−→ +∞ as l −→ +∞ ∀i = 1, ..., k. (2.39)

Indeed from (2.195) we have that

Rk,l(xk+1,l)nenul(xk+1,l) −→ +∞,

and since Rk,l(xk+1,l) is bounded because M compact then we obtain that,

enul(xk+1,l) −→ +∞.

Now from (2.37), Q̄l −→ Q̄0 in C0(M) and Q̄0 > 0 we infer that

µk+1,l −→ 0.

On the other hand we have that

dg(xi,l, xk+1,l)
µk+1,l

≥ Rk,l(xk+1,l)
µk+1,l

= (Rk,l(xk+1,l)nQ̄(xk+1,l)enul(xk+1,l))
1
n ,

hence (2.195) and (2.36) give that

dg(xi,l, xk+1,l)
µk+1,l

−→ +∞.

Now thanks to (A2
k), we can prove that

dg(xi,l, xk+1,l)
µi,l

−→ +∞ as l −→ +∞ ∀i = 1, ..., k. (2.40)

Indeed if dg(xi,l, xk+1,l) stays away from 0 then since µi,l −→ 0, we are done. So suppose
that dg(xi,l, xk+1,l) ≤ ε, ε small enough and set,

x̃k+1,l =
exp−1

xi,l
(xk+1,l)

µi,l
.

We have that,
dg(xi,l, xk+1,l)

µi,l
=

dg(xi,l, xk+1,l)
µk+1,l

µk+1,l

µi,l
.

On the other hand we have also that

(
µk+1,l

µi,l
)n =

Q̄(xk,l)
Q̄(xk+1,l)enuk(xk+1,l)−uk(xk,l)

=
Q̄(xk,l)

Q̄(xk+1,l)envi,l(x̃k+1,l)
.
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Hence if (x̃k+1,l)l is bounded in Rn we have thanks to (A2
k) that µk+1,l

µi,l
converges to a positive

number hence we are done. If (x̃k+1,l)l were not bounded, then the relation

dg(xi,l, xk+1,l) = µi,l‖x̃k+1,l‖

shows that
dg(xi,l, xk+1,l)

µi,l
−→ +∞ as l −→ +∞;

hence
(
A1

k+1

)
holds.

Moreover it follows from (2.36) and (A1
k+1) that

lim
l−→+∞

sup
z∈Bxk+1,l

(Rµk+1,l)
(ul(z)− ul(xk+1,l)) = 0. (2.41)

Indeed from (2.36) we have that ,

Rk,l(xk+1,l)nenul(xk+1,l) ≥ Rk,l(x)nenul(x) ∀x ∈ M ;

hence the following holds

Rk,l(xk+1,l)nenul(xk+1,l) ≥ Rk,l(z)nenul(z) ∀z ∈ Bxk+1,l(Rµk+1,l).

So taking the n-th root in both sides of the inequality we obtain that

Rk,l(xk+1,l)eul(xk+1,l) ≥ Rk,l(z)eul(z) ∀z ∈ B
′

xk+1,l
(Rµk+1,l);

hence dividing by eul(xk+1,l)Rk,l(z) in both sides we get

eul(z)−ul(xk+1,l) ≤ Rk,l(xk+1,l)
Rk,l(z)

.

Now let zk+1,l ∈ B
′

xk+1,l
(Rµk+1,l) be such that

ul(zk+1,l)− ul(xk+1,l) = sup
z∈Bxk+1,l

(Rµk+1,l)
(ul(z)− ul(xk+1,l)) ;

so we have
eul(zk+1,l)−ul(xk+1,l) ≤ Rk,l(xk+1,l)

Rk,l(zk+1,l)
,

and let ik+1,l ∈ {1, ..., k} be such that,

Rk,l(zk+1,l) = dg(xik+1,l,l, zk+1,l);

so we have that

eul(zk+1,l)−ul(xk+1,l) ≤ Rk,l(xk+1,l)
dg(xik+1,l,l, zk+1,l)

≤
dg(xik+1,l,l, xk+1,l)
dg(xik+1,l,l, zk+1,l)

(2.42)

eul(zk+1,l)−ul(xk+1,l) ≤ 1 +
dg(z, xk+1,l)

dg(xik+1,l,l, zk+1,l)
≤ 1 +

Rµk+1,l

dg(xik+1,l,l, zk+1,l)
. (2.43)

On the other hand the following chain of inequality holds

dg(xik+1,l,l, zk+1,l)
µk+1,l

≥
dg(xik+1,l,l, xk+1,l)

µk+1,l
− dg(xk+1,l, zk+1,l)

µk+1,l
≥

dg(xik+1,l,l, xk+1,l)
µk+1,l

−R;
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but from (A1
k+1) we deduce that,

dg(xik+1,l,l, xk+1,l)
µk+1,l

−→ +∞;

hence
dg(xik+1,l,l, zk+1,l)

Rµk+1,l
−→ +∞;

which imply with (2.43) that

lim sup
l

(ul(zk+1,l)− uk(xk+1,l)) ≤ 0;

and since
(ul(zk+1,l)− uk(xk+1,l)) ≥ 0;

then we have proved that,

lim
l−→+∞

sup
z∈Bxk+1,l

(Rµk+1,l)
(ul(z)− ul(xk+1,l)) = 0.

Now mimicking what we did above thanks to the Green’s representation formula (see in particular
formula (2.8)) and using (2.41) then one proves that up to a subsequence,

vk+1,l(x) = ul(expxk+1,l(µk+1,lx))−ul(xk+1,l)−
1
n

log(kn) −→ V0(x) = log
(

4γn

4γ2
n + |x|2

)
in C1

loc(Rn),

and
lim

R→+∞
lim

l→+∞

∫

Bxk+1,l
(Rµk+1,l)

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn.

Hence recollecting the informations above, one gets that (Hk+1) holds. Moreover since
(
A1

k

)
and(

A3
k

)
of Hk imply that

∫

M
Q̄(y)enul(y)dVg(y) ≥ (n− 1)!ωnk + ol(1),

then we easily get thanks to (2.1) that there exists a maximal k , 1 ≤ k ≤ 1
(n−1)!ωn

∫
M Q0(y)dVg(y) ,

such that (Hk) holds. Arriving to this maximal k, we get that (2.195) cannot hold. Hence set-
ting N = k the proof of Step 1 is done.

Step 2

There exists a constant C > 0 such that

Rl(x)|∇ul|g(x) ≤ C ∀x ∈ M and ∀l ∈ N ; (2.44)

where
Rl(x) = min

i=1,..,N
dg(xi,l, x);

and the xi,l’s are as in Step 1.

Proof of Step 2
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We use again the Green’s representation formula for ul, that we differentiate. We let xl ∈ M be
such that xl 1= xi,l for all i =, .., N . Note that, for xl = xi,l, the estimates of the proposition are
obvious. We write thanks to the asymptotics of the Green function of Pn

g see (Proposition 0.3.2)
that

|∇ul|g(xl) = O

(∫

M

1
dg(xl, y)

enul(y)dVg(y)
)

+ O(1). (2.45)

Now for i = 1, ...N , we set

Ωi,l = {y ∈ M, Rl(y) = dg(xi,l, y)}; (2.46)

and we write that
∫

Ωi,l

1
(dg(xl, y))

enul(y)dVg(y) = Ii,l + IIi,l + IIIi,l; (2.47)

with
Ii,l =

∫

Ωi,l∩Bxi,l
(

dg(xl,xi,l)
2 )

1
(dg(xl, y))

enul(y)dVg(y); (2.48)

IIi,l =
∫

Ωi,l\Bxl
(5dg(xl,xi,l))

1
(dg(xl, y))

enul(y)dVg(y); (2.49)

and
IIIi,l =

∫

Ωi,l∩Bxl
(5dg(xl,xi,l))\Bxi,l

(
dg(xl,xi,l)

2 )

1
(dg(xl, y))

enul(y)dVg(y). (2.50)

To estimate Ii,l we use the fact that y ∈ Bxi,l(
dg(xl,xi,l)

2 ), the triangle inequality and equation
(3) to find that

Ii,l = O

(
1

(dg(xl, xi,l))

)
. (2.51)

On the other hand using the fact that y /∈ Bxl(5dg(xi,l, xl)), and equation (0.3.2) we have that

IIi,l = O

(
1

(dg(xl, xi,l))

)
. (2.52)

Moreover using the fact that we are in Ωi,l, assumption d) of Step 1 implies that

IIIi,l = O

(∫

Bxl
(5dg(xl,xi,l))\Bxi,l

dg(xl,xi,l)
2 )

1
(dg(xl, y)dg(xi,l, y)n)

)
; (2.53)

hence using the fact that y /∈ Bxi,l(
dg(xl,xi,l)

2 ), we obtain

IIIi,l = O

(
1

(dg(xl, xi,l))n

∫

Bxl
(5dg(xl,xi,l))

1
(dg(xl, y)

)
. (2.54)

Now working in geodesic polar coordinatesat xl we have that
∫

Bxl
(5dg(xl,xi,l))

1
dg(xl, y)

= O
(
(dg(xi,l, xl))n−1

)
; (2.55)

hence we derive

IIIi,l = O

(
1

dg(xl, xi,l)

)
. (2.56)
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So we have ∫

Ωi,l

1
(dg(xl, y))

enul(y)dVg(y) = O

(
1

(dg(xl, xi,l))

)
; (2.57)

hence Step 2 clearly follows.

Step 3

Set
Ri,l = min

i -=j
dg(xi,l, xj,l); (2.58)

we have that
1) There exists a constant C > 0 such that ∀ r ∈ (0, Ri,l] ∀ s ∈ ( r

4 , r]

|ul

(
expxi,l(rx)

)
− ul

(
expxi,l(sy)

)
| ≤ C for all x, y ∈ Rn such that |x|, |y| ≤ 3

2
. (2.59)

2) If di,l is such that 0 < di,l ≤ Ri,l

2 and di,l

µi,l
−→ +∞ then we have that,if

∫

Bxi,l
(di,l)

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn + ol(1); (2.60)

then ∫

Bxi,l
(2di,l)

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn + ol(1).

3) Let R be large and fixed. If di,l > 0 is such that di,l −→ 0, di,l

µi,l
−→ +∞, di,l < Ri,l

4R and
∫

Bxi,l
(

di,l
2R )

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn + ol(1);

then by setting
ũl(x) = ul(expxi,l(di,lx)); x ∈ A2R;

where A2R = B0(2R) \ B0( 1
2R ), we have that,

||dn
i,le

nũl ||Cα(AR) −→ 0 as l −→ +∞;

for some α ∈ (0, 1) where AR = B0(R) \ B0( 1
R ).

Proof of Step 3

Property 1) follows immediately from Step 2 and the definition of Ri,l.
In fact we can join rx to sy by a curve whose length is bounded by a constant proportional to
r.
On the other hand from di,l

µi,l
−→ +∞, point c) of Step1 and (2.60) we have that

∫

Bxi,l
(di,l)\Bxi,l

(
di,l
2 )

enul(y)dVg(y) = ol(1). (2.61)

Now from (2.59),by taking s = r
2 and r = 2di,l we obtain that

∫

Bxi,l
(2di,l)\Bxi,l

(di,l)
enul(y)dVg(y) ≤ C

∫

Bxi,l
(di,l)\Bxi,l

(
di,l
2 )

enul(y)dVg(y);
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hence ∫

Bxi,l
(2di,l)\Bxi,l

(di,l)
enul(y)dVg(y) = ol(1).

So also point 2) of the step is proved.
Now let us prove point 3 . First of all applying point 2) of the step a finite number of times we
obtain

∫

Bxi,l
(2Rdi,l)\Bxi,l

(
di,l
2R )

enul(y)dVg(y) = ol(1); (2.62)

hence since Q̄l −→ Q̄0 C1(M) then we obtain from (2.62) that,
∫

Bxi,l
(2Rdi,l)\Bxi,l

(
di,l
2R )

Q̄l(y)enul(y)dVg(y) = ol(1). (2.63)

On the other hand using the change of variable y = expxi,l(di,lx) and letting Jdi,l(x) denote the
Jacobian of the exponential map at the point xi,l applied to the vector di,lx we have that

∫

Bxi,l
(2Rdi,l)\Bxi,l

(
di,l
2R )

Q̄l(y)enul(y)dVg(y) =
∫

A2R

Q̄di,l(x)enũl(x)dn
i,lJdi,l(x)dVgdi,l

(x) (2.64)

where
gdi,l(x) = (exp∗xi,l

g)(di,lx); (2.65)

Q̄di,l(x) = Q̄l(di,lx); (2.66)

Hence (2.63) implies that
∫

A2R

Q̄di,l(x)enũl(x)dn
i,lJdi,l(x)dVgdi,l

(x) = ol(1). (2.67)

Now let fix p so big that H1,p(AR) is continuously embedded into Cα(AR) where α is given by
the Sobolev embedding theorem, that is α = p−n

p .
Remarking that since di,l −→ 0 then gdi,l −→ dx2 in every Ck(AR), then the embedding con-
stant can be chosen independent of l.
On the other hand, using an argument of Brezis and Merle see [15](Theorem 1) we have that

||dn
i,le

nũl ||Lp(AR) = ol(1).

Indeed from the Green representation formula for ul we have that

ul(x) = ūl + Õ(1) +
∫

M
G(x, y)Q̄l(y)enul(y)dVg(y) x ∈ Bxi,l(Rdi,l) \ Bxi,l(

di,l

R
).

Here Õ(1) stands for a quantity bounded from above and from below uniformly in l.
Now defining Bi,l = Bxi,l(2Rdi,l) \ Bxi,l(

di,l

2R ), we obtain

ul(x) = ūl + Õ(1) +
∫

Bi,l

G(x, y)Q̄l(y)enul(y)dVg(y) +
∫

M\Bi,l

G(x, y)Q̄l(y)enul(y)dVg(y). (2.68)

Hence setting

ûl(x) = ūl(x) +
∫

M\Bi,l

G(x, y)Q̄l(y)enul(y)dVg(y) x ∈ Bi,l;

we have that (2.68) becomes,

ul(x) = ûl(x) + Õ(1) +
∫

Bi,l

G(x, y)Q̄l(y)enul(y)dVg(y). (2.69)
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Now let us estimate
∫

Bi,l
enûl(x)dVg(x).

From (2.69) we obtain,

enul(x) ≥ Cenûl(x)e
R

Bi,l
nG(x,y)Q̄l(y)enul(y)dVg(y)

; (2.70)

hence using the asymptotics of the Green’s function (see Proposition (0.3.2)), we find that

enul(x) ≥ C
enûl(x)

d
n

cn

R
Bi,l

Q̄l(y)enul(y)dVg(y)

i,l

; (2.71)

so integrating we obtain,

∫

Bi,l

enul(x)dVg(x) ≥ C

∫
Bi,l

enûl(x)dVg(x)

d
n

cn

R
Bi,l

Q̄l(y)enul(y)dVg(y)

i,l

; (2.72)

hence from (2.62) we arrive to the following estimate
∫

Bi,l

enûl(x)dVg(x) = ol

(
d

n
cn

R
Bi,l

Q̄l(y)enul(y)dVg(y)

i,l

)
. (2.73)

Now let us estimate ||enũl ||Lp(AR). From equation (2.69) we have that,

npul(x) = npûl(x) + Õ(1) +
∫

Bi,l

npG(x, y)Q̄l(y)enul(y)dVg(y) (2.74)

hence

npul(expxi,l(di,lx)) = npûl(expxi,l(di,lx) + Õ(1) +
∫

Bi,l

npG(expxi,l(di,lx), y)Q̄l(y)enul(y)dVg(y);

so using the change of variable y = expxi,l(di,lz) and setting ûdi,l(x) = ûl(expxi,l(di,lx)), we
obtain that,

npũl(x) = npûdi,l(x)+Õ(1)+
∫

Bi,l

npdn
i,lJdi,l(z)G(expxi,l(di,lx), expxi,l(di,lz))Q̄di,l(z)enũl(z)dVg(z).

(2.75)
Now by using the Harnack-type inequality for ul, see (2.59) and the asymptotics of the Green
function in Proposition 0.3.2 we have an Harnack-type inequality for for ûl. Namely there exist a
positive constant C such that

|ûl(x1)− ûl(x2)| ≤ C ∀ x1 x2 ∈ Bi,l;

hence the following holds,

enûdi,l
(x) ≤ C

∫
AR

dn
i,lJdi,l(y)enûdi,l

(y)dVgdi,l
(y)

dn
i,l

. (2.76)

On the other hand by taking the exponential and integrating on both sides of equation (2.75),
using Jensen’s inequality, the asymptotics of the Green’s function (see Proposition 0.3.2), and
Fubini theorem, we arrive to

∫

AR

enpũl(x)dVgdi,l
≤ C

(
∫

AR
dn

i,lJdi,l(z)enûdi,l
(z)dVgdi,l

(z))p

dnp
i,l d

np
cn

R
A2R

dn
i,lJdi,l

(z)Q̄di,l
(z)enũl(z)dVgdi,l

(z)

i,l

Idi,l (2.77)
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where
Idi,l = sup

y∈A2R

∫

AR

1

|x− y|
np
cn

R
A2R

dn
i,lJdi,l

(z)Q̄di,l
(y)enũl(z)dVgdi,l

(z)
dVgdi,l

(x).

Hence taking the pth-root in both sides we find

||enũl ||Lp(AR) ≤ C

∫
AR

dn
i,lJdi,l(z)enûdi,l

(z)dVgdi,l
(z)

dn
i,ld

n
cn

R
A2R

dn
i,lJdi,l

(z)Q̄di,l
(z)enũl(z)dVgdi,l

(z)

i,l

I
1
p

di,l
. (2.78)

From (2.63) and (2.64) we derive that
∫

A2R

dn
i,lJdi,l(z)Q̄di,l(z)enũl(z)dVgdi,l

(z) = ol(1), (2.79)

and hence
|I

1
p

di,l
| ≤ C. (2.80)

Furthermore by a change of variables we have easily that
∫

AR

dn
i,lJdi,l(y)enûdi,l

(y)dVgdi,l
(y) =

∫

Bi,l

eûl(x)dVg(x). (2.81)

From (2.73) we obtain

||enũl ||Lp(AR) = ol(
1

dn
i,l

); (2.82)

hence
||dn

i,le
nũl ||Lp(AR) = ol(1). (2.83)

On the other hand remarking that from Step 2 we have that ||∇ũl||L∞ = O(1), then we deduce
that

||∇(dn
i,le

nũl)||Lp(AR) ≤ C||di,le
nũl ||Lp(AR); (2.84)

hence (2.83) implies

||∇(dn
i,le

nũl)||Lp(AR) = ol(1); (2.85)

so from (2.83) and (2.85) we obtain,

||dn
i,le

nũl ||H1,p(AR) = ol(1). (2.86)

Hence from the Sobolev embedding we arrive to

||dn
i,le

nũl ||Cα(AR) = ol(1); (2.87)

so end of point 3 and Step also.

Step 4

There exists a positive constant C independent of l and i such that ri,l ≥ Ri,l

C and
∫

Bxi,l
(

Ri,l
C )

Q̄l(y)enul(y)dVg(y) = (n− 1)!ωn + ol(1). (2.88)

Proof of Step 4
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First of all fix 1
n < ν < 2

n and set for i = 1, ..., N ,

ūi,l(r) = V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

ul(x)dσg(x) ∀0 ≤ r < injg(M); (2.89)

ϕi,l(r) = rnνexp (ūi,l(r)) ∀0 ≤ r < injg(M). (2.90)

By assumption b) of Step 1 we have that there exists Rν such that,

∀R ≥ Rν ϕ
′

i,l(Rµi,l) < 0 ∀l sufficiently large (depending on R). (2.91)

Now we define ri,l by

ri,l = sup{Rνµi,l ≤ r ≤ Ri,l

2
s.t ϕ

′

i,l(·) < 0 in [Rν , r)}. (2.92)

Hence (2.91) implies that

ri,l

µi,l
−→ +∞ as l −→ +∞. (2.93)

Now to prove the step it suffices to show that Ri,l

ri,l
1−→ +∞ as l −→ +∞.

Indeed if Ri,l

ri,l
1−→ +∞, we have that there exist a positive constant C such that Ri,l

C ≤ ri,l.
On the other hand from the Harnack type inequality (2.59), point b) of Step 1, and (2.92) we
have that for any η > 0, there exists Rη > 0 such that for any R > Rη, we have that

dg(x, xi,l)nνenul ≤ ηµn(ν−1)
i,l ∀x ∈ Bxi,l(ri,l) \ Bxi,l(Rµi,l). (2.94)

Since ri,l

µi,l
−→ +∞ see (2.93) and Ri,l

2 ≥ ri,l see (2.92), we have Ri,l

Cµi,l
−→ +∞, hence point c)

of Step 1 implies that ∫

Bxi,l
(

Ri,l
C )

Q̄le
nul = (n− 1)!ωn + ol(1).

On the other hand, by continuity and by the definition of ri,l it follows that

ϕ
′

i,l(ri,l) = 0. (2.95)

Let us assume by contradiction that Ri,l

ri,l
−→ +∞ . We will show next that ϕ

′

i,l(ri,l) < 0 for
l large contradicting the above equality (2.95). To do so we will study ūi,l(·).
First let us remark that since M is compact then Ri,l

ri,l
−→ +∞ implies that ri,l −→ 0.

From the Green’s representation formula for ul we have the following equation,

ul(x) =
∫

M
G(x, y)Pn

g ul(y)dVg(y)+ūl =
∫

M
G(x, y)Q̄l(y)enul(y)dVg(y)+ūl−

∫

M
G(x, y)Ql(y)dVg(y).

Hence

ūi,l(r) = (V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

M
G(x, y)Q̄l(y)enul(y)dVg(y)dσg(x) + ūl (2.96)

−(V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

M
G(x, y)Ql(y)dVg(y)dσg(x). (2.97)

Setting

Fi,l(r) = (V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

M
G(x, y)Ql(y)dVg(y)dσg(x);
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we obtain

ūi,l = (V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

M
G(x, y)Q̄l(y)enul(y)dVg(y)dσg(x) + ūl − Fi,l(r).

Since Ql −→ Q0 in C1(M) we have that Fi,l is of class C1 for all i, l and moreover,

|F
′

i,l(r)| ≤ C; ∀ r ∈ (0,
injg(M)

4
). (2.98)

Now let injg(M)
4 < A < injg(M)

2 be fixed: we have that
∫

M
G(x, y)Q̄l(y)enul(y)dVg(y) =

∫

Bxi,l
(A)

G(x, y)Q̄le
nul(y)dVg(y)+

∫

M\Bxi,l
(A)

G(x, y)Q̄le
nul(y)dVg(y).

(2.99)
So

ūi,l(r) = V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

Bxi,l
(A)

(G(x, y)−K(x, y)) Q̄l(y)enul(y)dVg(y)dσg(x) + ūl

−Fi,l(r) + Hi,l(r);
(2.100)

with

Hi,l(r) = V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

M\Bxi,l
(A)

G(x, y)Q̄l(y)enul(y)dVg(y)dσg(x) (2.101)

+V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

∫

Bxi,l
(A)

K(x, y)Q̄l(y)enul(y)dVg(y)dσg(x).

Since G is smooth out of Diag(M), then for all i, l; Hi,l ∈ C1
(
0, injg(M)

4

)
and moreover,

|H
′

i,l(r)| ≤ C ∀ r ∈ (0,
injg(M)

4
). (2.102)

Now using the change of variable x = rθ and y = sθ̃ we obtain

ūi,l = (V ol(Sn−1))−1

∫

Sn−1

∫

Sn−1

∫ A

0
f(r, θ)

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
Q̄(sθ̃)enul(sθ̃)sn−1f(s, θ̃)dsdθ̃dθ

+ūl − Fi,l(r) + Hi,l(r).

So differentiating with respect to r and setting

Γ(r, θ, θ̃, s) =
∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)

we have that

ū
′

i,l(r) = (V ol(Sn−1))−1

∫

Sn−1

∫

Sn−1

∫ A

0
Γ(r, θ, θ̃, s)Q̄(sθ̃)enul(sθ̃)sn−1f(s, θ̃)dsdθ̃dθ

−F
′

i,l(r) + H
′

i,l(r).

From the asymptotics of G(·, ·) (see Proposition (0.3.2) ) and the fact that f is bounded in C2,
it follows that

(V ol(Sn−1))−1

∫

Sn−1

∫

Sn−1

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
dθ̃dθ = f̂(r, s) log(

1
|r − s| ) + H(r, s); (2.103)
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with H(·, ·) of class Cα and f̂(·, ·) of class C2.
Hence setting

G̃(r, s) = (V ol(Sn−1))−1

∫

Sn−1

∫

Sn−1

∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)
Q̄(sθ̃)f(s, θ̃)dθ̃dθ.

(2.104)
we obtain

G̃(r, s) = f̂(r, s)
1

r − s
+ H̃(r, s); (2.105)

where H̃(r, ·) is integrable for every r fixed.
On the other hand using the Harnack type inequality (see (2.59)) we have that,

ul(sθ̃) ≤ ūi,l(s) + C uniformly in θ̃,

hence we obtain

ū
′

i,l(r) ≤ C

∫ A

0
sn−1G̃(r, s)enūi,l(s)ds− F

′

i,l(r) + H
′

i,l(r).

Now le study
∫ A
0 sn−1G̃(r, s)enūi,l(s)ds. To do so let R so large such that ri,l ≤ Ri,l

4R (this is
possible because of the assumption of contradiction). Now let us split the integral in the following
way,

∫ A

0
sn−1G̃(r, s)enūi,l(s)ds =

∫ ri,l
R

0
sn−1G̃(r, s)enūi,l(s)ds +

∫ ri,lR

ri,l
R

sn−1G̃(r, s)enūi,l(s)ds

+
∫ Ri,l

C

ri,lR
sn−1G̃(r, s)enūi,l(s)ds +

∫ A

Ri,l
C

sn−1G̃(r, s)enūi,l(s)ds.

Using the fact that we are at the scale ri,l

R then b) of Step 1 implies that we have the following
estimates for the first term of the equality above with r = ri,l,

∫ ri,l
R

0
sn−1G̃(ri,l, s)enūi,l(s)ds = − 2

ri,l
+ ol(1)

1
ri,l

On the other hand using assumption d) of Step 1 we obtain the following estimates for the third
term of the equality above with r = ri,l

∫ Ri,l
C

ri,lR
sn−1G̃(ri,l, s)enūi,l(s)ds = ol(1)

1
ri,l

.

We have also using assumption d) of Step 1 and the fact that Ri,l

ri,l
−→ +∞ the following estimate

for the fourth still with r = ri,l,
∫ A

Ri,l
C

sn−1G̃(ri,l, s)enūi,l(s)ds = ol(1)
1

ri,l
.

Now let us estimate the second term. For this we will use the point 3) of Step 3. First we recall
that ri,l and R verify the assumption of the latter. Hence the following holds

||rn
i,le

nũl ||Cα(AR) = ol(1) (2.106)

for the definition of AR and ũl see statement of the point 3) of Step 3 where di,l is replaced by
ri,l. On the other hand performing a change of variable say ri,ly = s we obtain the following
equality

∫ ri,lR

ri,l
R

sn−1G̃(r, s)enūi,l(s)ds =
∫ R

1
R

yn−1Ĝi,l(y)rn
i,le

nûi,l(y)dy, (2.107)
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where
ûi,l(y) = ūi,l(ri,ly)

Ĝi,l(y) = G̃(ri,l, ri,ly)

From the asymptotics of G̃(·, ·) (see (2.105) ) we deduce the following one for Ĝi,l(·, ·),

Ĝi,l(y) = f̂i,l(y)
1

ri,l(1− y)
+ Ĥi,l(y); (2.108)

where Ĥi,l(·) is integrable and f̂i,l(·) of class C2.
Hence by using (2.107) and (2.108) we obtain the following inequality

∫ ri,lR

ri,l
R

sn−1G̃(ri,l, s)enūi,l(s)ds =
1

ri,l

∫ R

1
R

yn−1

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
rn
i,le

nûi,l(y)dy. (2.109)

Moreover using Harnack-type inequality for ul (see) and (2.106) we have that,

||rn
i,le

nûi,l ||Cα(] 1
R ,R[) = ol(1); (2.110)

so using techniques of the theory of singular integral operators as in Lemma 4.4 ( [46]) to have
Holder estimates, we obtain

∫ R

1
R

yn−1

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
rn
i,le

nûi,l(y)dy = ol(1); (2.111)

hence with (2.107) we deduce that
∫ ri,lR

ri,l
R

sn−1G̃(r, s)enūi,l(s)ds = ol(
1

ri,l
). (2.112)

So we obtain

ū
′

i,l(ri,l) ≤ −2C
1

ri,l
+ ol(1)

1
ri,l

− F
′

i,l(ri,l) + H
′

i,l(r). (2.113)

Now let compute ϕ
′

i,l(ri,l). From straightforward computations we have,

ϕ
′

i,l(ri,l) = (ri,l)nν−1exp(ūi,l(ri,l))
(
nν + ri,lū

′

i,l(ri,l)
)

.

Hence using (2.113) we arrive to the following inequality,

ϕ
′

i,l(ri,l) ≤ (ri,l)nν−1exp(ūi,l(ri,l)
(
nν − 2C + ol(1)− ri,lF

′

i,l(ri,l) + ri,lH
′

i,l(ri,l)
)

;

so ν < 2
n implies nν − 2C + ol(1) < 0 for l sufficiently large.

Hence since F
′

i,l and H
′

i,l are bounded in (0, injg(M)
4 ) uniformly in l and ri,l −→ 0 we have that

for l big enough,
ϕ
′

i,l(ri,l) < 0;

hence we reach the desired contradiction and we conclude the proof of the step.

Step 5 :Proof of Theorem 0.2.6

We show first the following estimate
∫

M\∪i=N
i=1 Bxi,l

(
Ri,l

C )
enul(y)dVg(y) = ol(1). (2.114)
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For this we first start by proving

ūl −→ −∞ as l −→ +∞. (2.115)

In fact, using the Green’s representation formula for ul we have that for every x ∈ M ,

ul(x) = ūl +
∫

M
G(x, y)

(
Q̄(y)enul(y) −Ql(y)

)
dVg(y) ≥ ūl − C +

∫

M
G(x, y)Q̄(y)enul(y)dVg(y).

By assumption c) of Step1 we have given any ε > 0, there exists Rε such that for l sufficiently
large ∫

Bx1,l
(Rεµ1,l)

Q̄l(y)enul(y)dVg(y) ≥ (n− 1)!ωn −
nε

16
(n− 1)!ωn.

Hence the last two formulas and the asymptotics of the Green’s function implie that

enul(x) ≥ C−1enūl
1

|x− x1,l|2n−ε
for |x− x1,l| ≥ 2Rεµ1,l for l large;

From this it follows that
∫

M
enul(y)dVg(y) ≥

∫

Bx1,l
(injg(M))\Bx1,l

(2Rεµ1,l)
enul(y)dVg(y) (2.116)

≥ C−1enūl

∫ injg(M)

2Rεµ1,l

sε−(n+1)ds ≥ C−1enūl (2Rεµ1,l)
ε−n .

So if ε is small enough we have from (2.1) that

ūl −→ −∞, (2.117)

hence we are done .
Now by assumption d) of Step 1 we can cover M \ ∪i=N

i=1 Bxi,l(
Ri,l

C ) with a finite number of
balls Byk(rk) such that for any k there holds ,

∫

Byk
(2rk)

Q̄le
nul(y)dVg(y) ≤ cn

2
.

Now set Bk = Byk(2rk) and B̃k = Byk(rk) so using again the Green representation formula for
ul we have ∀x ∈ B̃k

ul(x) = ūl +
∫

M
G(x, y)Q̄le

nul(y)dVg(y)−
∫

M
G(x, y)Ql(y)dVg(y).

hence

ul(x) ≤ ūl + C +
∫

M
G(x, y)Q̄le

nul(y)dVg(y) = ūl + C +
∫

Bk

G(x, y)Q̄le
nul(y)dVg(y)

+
∫

M\Bk

G(x, y)Q̄le
nul(y)dVg(y).

So since G is smooth out of the diagonal we have that

ul(x) ≤ ūl + C +
∫

Bk

G(x, y)Q̄l(y)enul(y)dVg(y).

Now using Jensen’s inequality we obtain ,

exp

(∫

Bk

G(x, y)Q̄le
nul(y)dVg(y)

)
≤

∫

M
exp

(
||Q̄enulχBk ||L1(M)|G(x, y)|

) Q̄l(y)enul(y)χBk(y)
||Q̄enulχBk ||L1(M)

dVg(y).
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Hence using Fubini theorem we have

∫

B̃k

enul(y)dvg(x) ≤ Cenūl sup
y∈M,k

∫

M

(
1

dg(x, y)

) n
cn

||Q̄enul χBk
||L1(M)

dVg(x).

So from
∫

Bk
Q̄l(y)enul(y)dVg(y) ≤ cn

2 and (2.115) we have that,

∫

B̃k

enul(y)dVg(y) = ol(1) ∀ k.

Hence ∫

M\∪i=N
i=1 Bxi,l

(
Ri,l

C )
enul(y)dVg(y) = ol(1).

So since Bxi,l(
Ri,l

C ) are disjoint then the Step 4 implies that,
∫

M
Q̄l(y)enul(y)dVg(y) = N(n− 1)!ωn + ol(1),

hence (2.1) implies that ∫

M
Q0(y)dVg(y) = N(n− 1)!ωn.

ending the proof of Theorem 0.2.6.

2.2 Proof of Theorem 0.2.8

In this Section, we give the proof of Theorem 0.2.8. For convenience we divide the proof into five
steps as in the previous Section.

Step 1

There exists N ∈ N∗, N converging points (xi,l) i = 1, ..., N , N sequences (µi,l) i =
1; ...;N ; of positive real numbers converging to 0 such that the following hold:

a)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., N and Q̄l(xi,l)µ4
i.le

4ul(xi,l) = 1;

b)

There exists C > 0 such that inf
i=1,...,N

dg(xi,l, x)4e4ul(x) ≤ C ∀x ∈ M, ∀l ∈ N.

c)
For every i = 1, · · · , N
either
ci
1)

xi,l → x̄i ∈ int(M);

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
4

log(3) −→ V0(x) := log(
324

1622 + |x|2 ) in C1
loc(R4);
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and

lim
R→+∞

lim
l→+∞

∫

Bxi,l
(Rµi,l)

Q̄l(y)e4ul(y)dVg(y) = 8π2;

or
ci
2)

xi,l → x̄i ∈ ∂M ;

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
4

log(3) −→ V0(x) := log(
324

1622 + |x|2 ) in C1
loc(R4

+);

and

lim
R→+∞

lim
l→+∞

∫

B+
xi,l

(Rµi,l)
Q̄l(y)e4ul(y)dVg(y) = 4π2;

Proof of Step 1

First of all let xl ∈ M be such that ul(xl) = maxx∈M ul(x), then using the fact that ul blows up
we infer ul(xl) −→ +∞.
Now let µl > 0 be such that Q̄l(xl)µ4

l e
4ul(xl) = 1. Since Q̄l −→ Q̄0 C1(M), Q̄0 > 0 and

ul(xl) −→ +∞, we have that µl −→ 0.
Now suppose xl → x̄ ∈ int(M) and let B0(δµ−1

l ) be the Euclidean ball of center 0 and radius
δµ−1

l , with δ > 0 small fixed . For x ∈ B0(δµ−1
l ), we set

vl(x) = ul(expxl(µlx))− ul(xl)−
1
4

log(3); (2.118)

Q̃l(x) = Ql(expxl(µlx)); (2.119)

˜̄Ql(x) = Q̄l(expxl(µlx)); (2.120)

gl(x) =
(
exp∗xl

g
)
(µlx). (2.121)

Now from the Green representation formula we have,

ul(x)− ūl =
∫

M
G(x, y)P 4

g ul(y)dVg(y) + 2
∫

∂M
G(x, y′)P 3

g ul(y′)dSg(y′); ∀x ∈ M, (2.122)

where G is the Green function of (P 4
g , P 3

g ) (see Proposition 0.3.3).
Now using equation (22) and differentiating (2.122) with respect to x we obtain that for k = 1, 2

|∇kul|g(x) ≤
∫

M
|∇kG(x, y)|gQ̄l(y)e4ul(y)dVg + O(1),

since Ql −→ Q0 in C1(M) and Tl → T0.
Now let yl ∈ Bxl(Rµl), R > 0 fixed, by using the same argument as in the proof of Theorem 0.2.6(
formula (2.8) ), we obtain

∫

M
|∇kG(yl, y)|ge4ul(y)dVg(y) = O(µ−k

l ) (2.123)

Hence we get
|∇kvl|g(x) ≤ C. (2.124)
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Furthermore from the definition of vl (see (2.118)), we get

vl(x) ≤ vl(0) = −1
4

log(3) ∀x ∈ R4 (2.125)

Thus we infer that (vl)l is uniformly bounded in C2(K) for all compact subsets K of R4. Hence
by Arzelà-Ascoli theorem we derive that

vl −→ V0 in C1
loc(R4), (2.126)

On the other hand (2.125) and (2.126) imply that

V0(x) ≤ V0(0) = −1
4

log(3) ∀x ∈ R4. (2.127)

Moreover from (2.124) and (2.126) we have that V0 is Lipschitz.
On the other hand using the Green’s representation formula for (P 4

g , P 3
g ) we obtain that for x ∈

R4 fixed and for R big enough such that x ∈ B0(R)

ul(expxl(µlx))−ūl =
∫

M
G(expxl(µlx), y)P 4

g ul(y)dVg(y)+2
∫

∂M
G(expxl(µlx), y′)P 3

g ul(y′)dSg(y′).

(2.128)
Now let us set

Il(x) = 2
∫

Bxl
(Rµl)

(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)e4ul(y)dVg(y);

IIl(x) = 2
∫

M\Bxl
(Rµl)

(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)e4ul(y)dVg(y);

IIIl(x) = 2
∫

M
(G(expxl(µlx), y)−G(expxl(0), y))Ql(y)dVg(y);

and
IIIIl(x) =

∫

∂M
(G(expxl(µlx), y′)−G(expxl(0), y′))Tl(y′)dSg(y′).

Using again the same argument as in the proof of Theorem 0.2.6 (see formula (2.10)- formula (2.16))
we get

vl(x) = Il(x) + IIl(x)− IIIl(x)− IIIIl(x)− 1
4

log(3). (2.129)

Moreover following the same methods as in the proof of Theorem 0.2.6( see formula (2.18)-
formula (2.28) ) we obtain

lim
l

Il(x) =
∫

B0(R)

3
4π2

log
(

|z|
|x− z|

)
e4V0(z)dz. (2.130)

lim sup
l

IIl(x) = oR(1). (2.131)

IIIl(x) = ol(1) (2.132)

and
IIIIl(x) = ol(1). (2.133)

Hence from (2.126), (2.129)-(2.133) by letting l tends to infinity and after R tends to infinity,
we obtain V0 satisfies the following conformally invariant integral equation

V0(x) =
∫

R4

3
4π2

log
(

|z|
|x− z|

)
e4V0(z)dz − 1

4
log(3). (2.134)
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Now since V0 is Lipschitz then the theory of singular integral operator gives that V0 ∈ C1(R4).
On the other hand by using the change of variable y = expxl(µlx), one can check that the following
holds

lim
l−→+∞

∫

Bxl
(Rµl)

Q̄le
4uldVg = 3

∫

B0(R)
e4V0dx; (2.135)

Hence (38) implies that eV0 ∈ L4(R4).
Furthermore by a classification result by X. Xu, see [89](Theorem 1.2) for the solutions of (2.134)
we derive that

V0(x) = log
(

2λ

λ2 + |x− x0|2

)
(2.136)

for some λ > 0 and x0 ∈ R4.
Moreover from V0(x) ≤ V0(0) = − 1

4 log(3) ∀x ∈ R4, we have that λ = 162 and x0 = 0 namely,

V0(x) = log
(

324
1622 + |x|2

)
.

On the other hand by letting R tends to infinity in (2.135) we obtain

lim
R→+∞

lim
l→+∞

∫

Bxl
(Rµl)

Q̄l(y)e4ul(y)dVg(y) = 3
∫

R4
e4V0dx. (2.137)

Moreover from a generalized Pohozaev type identity by X.Xu [89] (see Theorem 1.1) we get

3
4π2

∫

R4
e4V0(y)dy = 2,

hence using (2.137) we derive that

lim
R→+∞

lim
l→+∞

∫

Bxl
(Rµl)

Q̄l(y)e4ul(y)dVg(y) = 8π2

Next suppose xl → x̄ ∈ ∂M and let let B0
+(δµ−1

l ) be the upper half euclidean ball of center 0
and radius δµ−1

l , with δ > 0 small fixed . For x ∈ B0
+(δµ−1

l ), we consider vl(x), Q̃l(x), ˜̄Ql(x)
and gl(x) as in (2.118)- (2.121).
Repeating the same argument as above we get vl is uniformly bounded in C2(K) for every com-
pact set K of R4

+. Moreover we obtain

vl −→ V0 in C1
loc(R4

+), (2.138)

V0(x) ≤ V0(0) = −1
3

log(3) ∀x ∈ R4
+;

and V0 is Lipschitz.
Now let us define

Il(x) = 2
∫

B+
xl

(Rµl)
(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)e4ul(y)dVg(y);

IIl(x) = 2
∫

M\B+
xl

(Rµl)
(G(expxl(µlx), y)−G(expxl(0), y)) Q̄l(y)e4ul(y)dVg(y);

IIIl(x) = 2
∫

M
(G(expxl(µlx), y)−G(expxl(0), y))Ql(y)dVg(y);
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and
IIIIl(x) =

∫

∂M
(G(expxl(µlx), y′)−G(expxl(0), y′))Tl(y′)dSg(y′).

By still the same argument as above we obtain

vl(x) = Il(x) + IIl(x)− IIIl(x)− IIIIl(x)− 1
4

log(3).

Moreover we have that

lim
l

Il(x) =
∫

B0
+(R)

3
4π2

(
log

|z|
|x− z| + log

|z|
|x− z̄|

)
e4V0(z)dz.

lim sup
l

IIl(x) = oR(1).

IIIl(x) = ol(1)

and
IIIIl(x) = ol(1).

Hence letting l tends to infinity and after R tending to infinity, we derive that V0 satisfies the
following integral equation

V0(x) =
∫

R4
+

3
4π2

(
log

|z|
|x− z| + log

|z|
|x− z̄|

)
e4V0(z)dz − 1

4
log(3). (2.139)

On the other hand from (2.139), it is easily seen that

∂V0

∂t
= 0 on ∂R4

+.

Now using Alexandrov reflection principle and denoting Ṽ0 the even reflection of V0 through the
plane ∂R4

+, we obtain Ṽ0 solves the following conformally invariant integral equation

Ṽ0(x) =
∫

R4

3
4π2

log
(

|z|
|x− z|

)
e4Ṽ0(z)dz − 1

4
log(3). (2.140)

On the other hand since V0 was Lipschitz then Ṽ0 is also. Thus using the theory of singular
integral operator we infer that Ṽ0 is of class C1. Moreover using again the change of variable
y = expxl(µlx) we get

lim
R→+∞

lim
l→+∞

∫

B+
xl

(Rµl)
Q̄l(y)e4ul(y)dVg(y) = 3

∫

R4
+

e4V0(x)dx (2.141)

So from (38) we infer that
∫

R4
+

e4V0(x)dx < +∞. Thus e4Ṽ0 ∈ L1(R4). Now arguing as above we
obtain

Ṽ0(x) = log
(

324
1622 + |x|2

)
.

and
3

4π2

∫

R4
e4Ṽ0(y)dy = 2. (2.142)

Hence from the fact the Ṽ0 is the even reflection of V0 through ∂R4
+, (2.141) and (2.142) we get

lim
R→+∞

lim
l→+∞

∫

B+
xl

(Rµl)
Q̄l(y)e4ul(y)dVg(y) = 4π2.
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Now for k ≥ 1 we say that (Hk) holds if there exists k converging points (xi,l)l i = 1, ..., k,
k sequences (µi,l) i = 1, ..., k of positive real numbers converging to 0 such that the following
hold(
A1

k

)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., k and Q̄l(xi,l)µ4
i.le

4ul(xi,l) = 1;

(
A2

k

)

For every i = 1, ·, k
either(
A2,i

k,1

)

xi,l → x̄i ∈ int(M);

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
4

log(3) −→ V0(x) := log(
324

1622 + |x|2 ) in C1
loc(R4)

and
lim

R→+∞
lim

l→+∞

∫

Bxi,l
(Rµi,l)

Q̄l(y)e4ul(y) = 8π2

or
(
A2,i

k,2

)

xi,l → x̄i ∈ ∂M ;

vi,l(x) = ul(expxi,l(µi,lx))− ul(xi,l)−
1
4

log(3) −→ V0(x) := log(
324

1622 + |x|2 ) in C1
loc(R4

+)

and
lim

R→+∞
lim

l→+∞

∫

B+
xi,l

(Rµi,l)
Q̄l(y)e4ul(y) = 4π2

Clearly, by the above arguments (H1) holds. We let now k ≥ 1 and assume that (Hk) holds.
We also assume that

sup
M

Rk,l(x)4e4ul(x) −→ +∞ as l −→ +∞, (2.143)

Now using the same argument as in the proof of Theorem 0.2.6, one can see easily that (Hk+1).
Hence since

(
A1

k

)
and

(
A2

k

)
of Hk imply that

∫

M
Q̄(y)e4ul(y)dVg(y) ≥ (2k1 + k2)4π2 + ol(1),

with k1, k2 ∈ N and 2k1 + k2 = k. Thus we easily get thanks to (38) that there exists a maximal
k , 1 ≤ k ≤ 1

4π2

(∫
M Q0(y)dVg(y) +

∫
∂M T0(y′)dSg(y′)

)
, such that (Hk) holds. Arriving to this

maximal k, we get that (2.143) cannot hold. Hence setting N = k the proof of Step 1 is done.

Step 2
There exists a constant C > 0 such that

Rl(x)|∇ul|g(x) ≤ C ∀x ∈ M and ∀l ∈ N ; (2.144)

where
Rl(x) = min

i=1,..,N
dg(xi,l, x);
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and the xi,l’s are as in Step 1.

Proof of Step 2
First of all using the Green representation formula for (P 4

g , P 3
g ) see Proposition 0.3.3 we obtain

ul(x)− ūl =
∫

M
G(x, y)P 4

g ul(y)dVg(y) + 2
∫

∂M
G(x, y′)P 3

g ul(y′)dSg(y′).

Now using the BVP (20) we get

ul(x)− ūl = 2
∫

M
G(x, y)(Q̄l(y)e4ul(y) −Ql)dVg(y)− 2

∫

∂M
G(x, y′)Tl(y′)ul(y′)dSg(y′). (2.145)

Thus differentiating with respect to x (2.145) and using the fact that Ql → Q0, Q̄l → Q̄0 and
Tl → T0 in C1, we have that for xl ∈ M

|∇ul(xl)|g = O

(∫

M

1
dg(xl, y)

e4ul(y)dVg(y)
)

+ O(1).

Hence at this stage following the same argument as in the proof of Theorem 0.2.6, Step 2, we
obtain ∫

M

1
(dg(xl, y))

e4ul(y)dVg(y) = O

(
1

Rl(xl)

)
;

hence since xl is arbitrary, then the proof of Step 2 is complete.

Step 3
Set

Ri,l = min
i -=j

dg(xi,l, xj,l);

we have that
1) There exists a constant C > 0 such that ∀ r ∈ (0, Ri,l] ∀ s ∈ ( r

4 , r]
if x̄i ∈ int(M) then

|ul

(
expxi,l(rx)

)
− ul

(
expxi,l(sy)

)
| ≤ C for all x, y ∈ R4 such that |x|, |y| ≤ 3

2
. (2.146)

and if x̄i ∈ ∂M then

|ul

(
expxi,l(rx)

)
− ul

(
expxi,l(sy)

)
| ≤ C for all x, y ∈ R4

+ such that |x|, |y| ≤ 3
2
. (2.147)

2) If di,l is such that 0 < di,l ≤ Ri,l

2 and di,l

µi,l
−→ +∞ then we have that

if x̄i ∈ int(M) and
∫

Bxi,l
(di,l)

Q̄l(y)e4ul(y)dVg(y) = 8π2 + ol(1); (2.148)

then ∫

Bxi,l
(2di,l)

Q̄l(y)e4ul(y)dVg(y) = 8π2 + ol(1).

if x̄i ∈ ∂M and
∫

B+
xi,l

(di,l)
Q̄l(y)e4ul(y)dVg(y) = 4π2 + ol(1); (2.149)
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then ∫

B+
xi,l

(2di,l)
Q̄l(y)e4ul(y)dVg(y) = 4π2 + ol(1).

3) Let R be large and fixed. If di,l > 0 is such that di,l −→ 0, di,l

µi,l
−→ +∞, di,l < Ri,l

4R then
if x̄i ∈ int(M) and ∫

Bxi,l
(

di,l
2R )

Q̄l(y)e4ul(y)dVg(y) = 8π2 + ol(1);

then by setting
ũl(x) = ul(expxi,l(di,lx)); x ∈ A2R;

where A2R = B0(2R) \ B0( 1
2R ), we have that,

||d4
i,le

4ũl ||Cα(AR) −→ 0 as l −→ +∞;

for some α ∈ (0, 1) where AR = B0(R) \ B0( 1
R ).

and
if x̄i ∈ ∂M and ∫

B+
xi,l

(
di,l
2R )

Q̄l(y)e4ul(y)dVg(y) = 4π2 + ol(1);

then by setting
ũl(x) = ul(expxi,l(di,lx)); x ∈ A+

2R;

where A+
2R = B0

+(2R) \ B0
+( 1

2R ), we have that,

||d4
i,le

4ũl ||Cα(A+
R) −→ 0 as l −→ +∞;

for some α ∈ (0, 1) where A+
R = B0

+(R) \ B0
+( 1

R ).

Proof of Step 3
We have that property 1 follows immediately from Step 2 and the definition of Ri,l. In fact we
can join rx to sy by a curve whose length is bounded by a constant proportional to r.
Now let us show point 2. First suppose x̄i ∈ int(M). From di,l

µi,l
−→ +∞, point c) of Step 1 and

(2.148) we have that
∫

Bxi,l
(di,l)\Bxi,l

(
di,l
2 )

e4ul(y)dVg(y) = ol(1). (2.150)

Hence from (2.146),by taking s = r
2 and r = 2di,l we obtain that

∫

Bxi,l
(2di,l)\Bxi,l

(di,l)
e4ul(y)dVg(y) ≤ C

∫

Bxi,l
(di,l)\Bxi,l

(
di,l
2 )

e4ul(y)dVg(y);

Thus we get ∫

Bxi,l
(2di,l)\Bxi,l

(di,l)
e4ul(y)dVg(y) = ol(1).

Next assume x̄i ∈ ∂M .Thanks to di,l

µi,l
−→ +∞, point c) of Step 1 and (2.149) we have that

∫

B+
xi,l

(di,l)\B+
xi,l

(
di,l
2 )

e4ul(y)dVg(y) = ol(1). (2.151)

Thus using (2.147), with s = r
2 and r = 2di,l we get

∫

B+
xi,l

(2di,l)\B+
xi,l

(di,l)
e4ul(y)dVg(y) ≤ C

∫

B+
xi,l

(di,l)\B+
xi,l

(
di,l
2 )

e4ul(y)dVg(y);
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Hence we arrive ∫

B+
xi,l

(2di,l)\B+
xi,l

(di,l)
e4ul(y)dVg(y) = ol(1).

So the proof of point 2 is done. On the other hand by following in a straightforward way the
proof of point 3 in Step 3 of Theorem 0.2.6 one gets easily point 3. Hence the proof of Step 3 is
complete.

Step 4
There exists a positive constant C independent of l and i such that
if x̄i ∈ int(M) then ∫

Bxi,l
(

Ri,l
C )

Q̄l(y)e4ul(y)dVg(y) = 8π2 + ol(1).

and
if x̄i ∈ ∂M then ∫

B+
xi,l

(
Ri,l

C )
Q̄l(y)e4ul(y)dVg(y) = 4π2 + ol(1).

Proof of Step 4
The proof is an adaptation of the arguments in Step 4 of the one of Theorem 0.2.6, but for the
readers convenience we will make it.

First of all fix 1
4 < ν < 1

2 and for i = 1, ..., N
if x̄i ∈ int(M) then set

ūi,l(r) = V olg(∂Bxi,l(r)))
−1

∫

∂Bxi,l
(r)

ul(x)dσg(x) ∀0 ≤ r < injg(M);

ϕi,l(r) = r4νexp (ūi,l(r)) ∀0 ≤ r < injg(M).

if x̄i ∈ ∂M then set

ūi,l(r) = V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)
ul(x)dσg(x) ∀0 ≤ r < injg(M);

ϕi,l(r) = r4νexp (ūi,l(r)) ∀0 ≤ r < injg(M).

By assumption c) or d) of Step 1 we have that there exists Rν such that,

∀R ≥ Rν ϕ
′

i,l(Rµi,l) < 0 ∀l sufficiently large (depending on R). (2.152)

Now we define ri,l by

ri,l = sup{Rνµi,l ≤ r ≤ Ri,l

2
s.t ϕ

′

i,l(·) < 0 in [Rν , r)}. (2.153)

Hence (2.152) implies that

ri,l

µi,l
−→ +∞ as l −→ +∞. (2.154)

Now to prove the step it suffices to show that Ri,l

ri,l
1−→ +∞ as l −→ +∞.

Indeed if Ri,l

ri,l
1−→ +∞, we have that there exists a positive constant C such that

Ri,l

C
≤ ri,l. (2.155)
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On the other hand from the Harnack type inequality (2.146) or (2.147), point c) or d) of Step 1,
and (2.153) we have that for any η > 0, there exists Rη > 0 such that for any R > Rη, we
have that

dg(x, xi,l)4νe4ul ≤ ηµ4(ν−1)
i,l ∀x ∈ (B+

xi,l
(ri,l) \ B+

xi,l
(Rµi,l)). (2.156)

Since ri,l

µi,l
−→ +∞ see (2.154) and Ri,l

2 ≥ ri,l see (2.153), we have Ri,l

Cµi,l
−→ +∞, hence point c)

or d) of Step 1 (2.156) and (2.155) imply that if x̄i ∈ int(M) then
∫

Bxi,l
(

Ri,l
C )

Q̄le
4ul = 8π2 + ol(1);

and
if x̄i ∈ ∂M then ∫

B+
xi,l

(
Ri,l

C )
Q̄le

4ul = 4π2 + ol(1).

On the other hand, by continuity and by the definition of ri,l it follows that

ϕ
′

i,l(ri,l) = 0. (2.157)

equation Let us assume by contradiction that Ri,l

ri,l
−→ +∞ . We will show next that ϕ

′

i,l(ri,l) <

0 for l large contradicting the above equality (2.157). To do so we will study ūi,l(·).
First let us remark that since M is compact then Ri,l

ri,l
−→ +∞ implies that ri,l −→ 0.

From the Green’s representation formula for ul we have the following equation,

ul(x) =
∫

M
G(x, y)P 4

g ul(y)dVg(y) + ūl + 2
∫

M
G(x, y, )P 3

g ul(y′)dSg(y′) =
∫

M
G(x, y)Q̄l(y)e4ul(y)dVg(y)

+ūl −
∫

M
G(x, y)Ql(y)dVg(y)− 2

∫

∂M
G(x, y′)P 3

g ul(y′)dSg(y′).

Hence

ūi,l(r) = 2(V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

M
G(x, y)Q̄l(y)e4ul(y)dVg(y)dσg(x) + ūl

−2(V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

M
G(x, y)Ql(y)dVg(y)dσg(x)

−(V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

∂M
G(x, y)Tl(y)dSg(y)dσg(x).

Setting

Fi,l(r) = 2(V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

M
G(x, y)Ql(y)dVg(y)dσg(x)

+(V olg(∂B+
xi,l

(r))−1

∫

∂B+
xi,l

(r)

∫

∂M
G(x, y)Tl(y)dSg(y)dσg(x);

we obtain

ūi,l = 2(V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

M
G(x, y)Q̄l(y)e4ul(y)dVg(y)dσg(x) + ūl − Fi,l(r).

Since Ql −→ Q0 in C1(M) and Tl −→ T0 in C1(∂M) then we have that Fi,l is of class C1 for
all i, l and moreover,

|F
′

i,l(r)| ≤ C; ∀ r ∈ (0,
injg(M)

4
). (2.158)
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Now let injg(M)
4 < A < injg(M)

2 be fixed: we have that
∫

M
G(x, y)Q̄l(y)e4ul(y)dVg(y) =

∫

B+
xi,l

(A)
G(x, y)Q̄le

4ul(y)dVg(y)+
∫

M\Bxi,l
(A)

G(x, y)Q̄le
4ul(y)dVg(y).

So

ūi,l(r) = 2V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

B+
xi,l

(A)
(G(x, y)−K(x, y)) Q̄l(y)e4ul(y)dVg(y)dσg(x) + ūl

−Fi,l(r) + Hi,l(r);

with

Hi,l(r) = 2V olg(∂B+
xi,l

(r)))−1

∫

∂B+
xi,l

(r)

∫

M\Bxi,l
(A)

G(x, y)Q̄l(y)e4ul(y)dVg(y)dσg(x)

+2V olg(∂B+
xi,l

(r) ∩M))−1

∫

∂B+
xi,l

(r)

∫

B+
xi,l

(A)
K(x, y)Q̄l(y)e4ul(y)dVg(y)dσg(x)

.

Since G is smooth out of Diag(M), then for all i, l; Hi,l ∈ C1
(
0, injg(M)

4

)
and moreover,

|H
′

i,l(r)| ≤ C ∀ r ∈ (0,
injg(M)

4
). (2.159)

To continue the proof of the Step we divide it into two cases
Case 1 x̄i ∈ int(M)
First of all using the change of variable x = rθ and y = sθ̃ we obtain

ūi,l = (V ol(S3))−1

∫

S3

∫

S3

∫ A

0
f(r, θ)

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
Q̄(sθ̃)e4ul(sθ̃)s3f(s, θ̃)dsdθ̃dθ

+ūl − Fi,l(r) + Hi,l(r).

So differentiating with respect to r we have that

ū
′

i,l(r) = (V ol(S3))−1

∫

S3

∫

S3

∫ A

0

∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)
Q̄(sθ̃)e4ul(sθ̃)s3f(s, θ̃)dsdθ̃dθ

−F
′

i,l(r) + H
′

i,l(r).

From the asymptotics of G(·, ·) (see Proposition (0.3.3) ) and the fact that f is bounded in C2,
it follows that

(V ol(S3))−1

∫

S3

∫

S3

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
dθ̃dθ = f̂(r, s) log(

1
|r − s| ) + H(r, s);

with H(·, ·) of class Cα and f̂(·, ·) of class C2.
Hence setting

G̃(r, s) = (V ol(S3))−1

∫

S3

∫

S3

∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)
Q̄(sθ̃)f(s, θ̃)dθ̃dθ.

we obtain

G̃(r, s) = f̂(r, s)
1

r − s
+ H̃(r, s); (2.160)

where H̃(r, ·) is integrable for every r fixed.
On the other hand using the Harnack type inequality (see (2.146)) we have that,

ul(sθ̃) ≤ ūi,l(s) + C uniformly in θ̃,
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hence we obtain

ūi,l(r) ≤ C

∫ A

0
s3G̃(r, s)enūi,l(s)ds− F

′

i,l(r) + H
′

i,l(r).

Now le study
∫ A
0 s3G̃(r, s)e4ūi,l(s)ds. To do so let R so large such that ri,l ≤ Ri,l

4R (this is possible
because of the assumption of contradiction). Now let us split the integral in the following way,

∫ A

0
s3G̃(r, s)enūi,l(s)ds =

∫ ri,l
R

0
s3G̃(r, s)e4ūi,l(s)ds +

∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds

+
∫ Ri,l

C

ri,lR
s3G̃(r, s)e4ūi,l(s)ds +

∫ A

Ri,l
C

s3G̃(r, s)enūi,l(s)ds.

Using the fact that we are at the scale ri,l

R then c) of Step 1 implies that we have the following
estimates for the first term of the equality above with r = ri,l,

∫ ri,l
R

0
s3G̃(ri,l, s)e4ūi,l(s)ds = − 2

ri,l
+ ol(1)

1
ri,l

On the other hand using assumption b) of Step 1 we obtain the following estimate for the third
term of the equality above with r = ri,l

∫ Ri,l
C

ri,lR
s3G̃(ri,l, s)e4ūi,l(s)ds = ol(1)

1
ri,l

.

We have also using assumption b) of Step 1 and the fact that Ri,l

ri,l
−→ +∞ the following estimate

for the fourth still with r = ri,l,
∫ A

Ri,l
C

s3G̃(ri,l, s)e4ūi,l(s)ds = ol(1)
1

ri,l
.

Now let us estimate the second term. For this we will use the point 3) of Step 3. First we recall
that ri,l and R verify the assumption of the latter. Hence the following holds

||r4
i,le

4ũl ||Cα(AR) = ol(1) (2.161)

for the definition of AR and ũl see statement of the point 3) of Step 3 where di,l is replaced by
ri,l. On the other hand performing a change of variable say ri,ly = s we obtain the following
equality

∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds =
∫ R

1
R

y3Ĝi,l(y)r4
i,le

4ûi,l(y)dy, (2.162)

where
ûi,l(y) = ūi,l(ri,ly)

Ĝi,l(y) = G̃(ri,l, ri,ly)

From the asymptotics of G̃(·, ·) (see (2.160) ) we deduce the following one for Ĝi,l(·, ·),

Ĝi,l(y) = f̂i,l(y)
1

ri,l(1− y)
+ Ĥi,l(y); (2.163)

where Ĥi,l(·) is integrable and f̂i,l(·) of class C2.
Hence by using (2.162) and (2.170) we obtain the following inequality

∫ ri,lR

ri,l
R

s3G̃(ri,l, s)e4ūi,l(s)ds =
1

ri,l

∫ R

1
R

y3

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
r4
i,le

4ûi,l(y)dy. (2.164)
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Moreover using Harnack-type inequality for ul (see (2.146)) and (2.161) we have that,

||r4
i,le

4ûi,l ||Cα(] 1
R ,R[) = ol(1). (2.165)

So using techniques of the theory of singular integral operators as in Lemma 4.4 ( [46]) to have
Holder estimates, we obtain

∫ R

1
R

y3

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
r4
i,le

4ûi,l(y)dy = ol(1);

hence with (2.162) we deduce that

∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds = ol(
1

ri,l
).

So we obtain

ū
′

i,l(ri,l) ≤ −2C
1

ri,l
+ ol(1)

1
ri,l

− F
′

i,l(ri,l) + H
′

i,l(r). (2.166)

Case 2 x̄i ∈ ∂M
We will follow the same strategy up to some trivial adaptations. First using the change of vari-
able x = rθ and y = sθ̃ we obtain

ūi,l = (V ol(S3
+))−1

∫

S3
+

∫

S3
+

∫ A

0
f(r, θ)

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
Q̄(sθ̃)e4ul(sθ̃)s3f(s, θ̃)dsdθ̃dθ

+ūl − Fi,l(r) + Hi,l(r).

So differentiating with respect to r we have that

ū
′

i,l(r) = (V ol(S3
+))−1

∫

S3
+

∫

S3
+

∫ A

0

∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)
Q̄(sθ̃)e4ul(sθ̃)s3f(s, θ̃)dsdθ̃dθ

−F
′

i,l(r) + H
′

i,l(r).

From the asymptotics of G(·, ·) (see Proposition (0.3.3) ) and the fact that f is bounded in C2,
it follows that

(V ol(S3))−1

∫

S3
+

∫

S3
+

(
G(rθ, sθ̃)−K(rθ, sθ̃)

)
dθ̃dθ = f̂(r, s) log(

1
|r − s| ) + H(r, s);

with H(·, ·) of class Cα and f̂(·, ·) of class C2.
Hence setting

G̃(r, s) = (V ol(S3
+))−1

∫

S3
+

∫

S3
+

∂

∂r

(
f(r, θ)(G(rθ, sθ̃)−K(rθ, sθ̃))

)
Q̄(sθ̃)f(s, θ̃)dθ̃dθ.

we obtain

G̃(r, s) = f̂(r, s)
1

r − s
+ H̃(r, s); (2.167)

where H̃(r, ·) is integrable for every r fixed.
On the other hand using the Harnack type inequality (see (2.147)) we have that,

ul(sθ̃) ≤ ūi,l(s) + C uniformly in θ̃,
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hence we obtain

ūi,l(r) ≤ C

∫ A

0
s3G̃(r, s)enūi,l(s)ds− F

′

i,l(r) + H
′

i,l(r).

Now le study
∫ A
0 s3G̃(r, s)e4ūi,l(s)ds. To do so let R so large such that ri,l ≤ Ri,l

4R (this is possible
because of the assumption of contradiction). Now let us split the integral in the following way,

∫ A

0
s3G̃(r, s)e4ūi,l(s)ds =

∫ ri,l
R

0
s3G̃(r, s)e4ūi,l(s)ds +

∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds

+
∫ Ri,l

C

ri,lR
s3G̃(r, s)e4ūi,l(s)ds +

∫ A

Ri,l
C

s3G̃(r, s)enūi,l(s)ds.

Using the fact that we are at the scale ri,l

R then d) of Step 1 implies that we have the following
estimates for the first term of the equality above with r = ri,l,

∫ ri,l
R

0
s3G̃(ri,l, s)e4ūi,l(s)ds = − 2

ri,l
+ ol(1)

1
ri,l

On the other hand using assumption b) of Step 1 we obtain the following estimates for the third
term of the equality above with r = ri,l

∫ Ri,l
C

ri,lR
s3G̃(ri,l, s)e4ūi,l(s)ds = ol(1)

1
ri,l

.

We have also using assumption d) of Step 1 and the fact that Ri,l

ri,l
−→ +∞ the following estimate

for the fourth still with r = ri,l,
∫ A

Ri,l
C

s3G̃(ri,l, s)e4ūi,l(s)ds = ol(1)
1

ri,l
.

Now let us estimate the second term. For this we will use the point 3) of Step 3. First we recall
that ri,l and R verify the assumption of the latter. Hence the following holds

||r4
i,le

4ũl ||Cα(AR) = ol(1) (2.168)

for the definition of AR and ũl see statement of the point 3) of Step 3 where di,l is replaced by
ri,l. On the other hand performing a change of variable say ri,ly = s we obtain the following
equality

∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds =
∫ R

1
R

y3Ĝi,l(y)r4
i,le

4ûi,l(y)dy, (2.169)

where
ûi,l(y) = ūi,l(ri,ly)

Ĝi,l(y) = G̃(ri,l, ri,ly)

From the asymptotics of G̃(·, ·) (see (2.167) ) we deduce the following one for Ĝi,l(·, ·),

Ĝi,l(y) = f̂i,l(y)
1

ri,l(1− y)
+ Ĥi,l(y); (2.170)

where Ĥi,l(·) is integrable and f̂i,l(·) of class C2.
Hence by using (2.169) and (2.170) we obtain the following inequality

∫ ri,lR

ri,l
R

s3G̃(ri,l, s)e4ūi,l(s)ds =
1

ri,l

∫ R

1
R

y3

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
r4
i,le

4ûi,l(y)dy. (2.171)
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Moreover using Harnack-type inequality for ul (see (2.147)) and (2.168) we have that,

||r4
i,le

4ûi,l ||Cα(] 1
R ,R[) = ol(1); (2.172)

So using techniques of the theory of singular integral operators as in Lemma 4.4 ( [46]) to have
Holder estimates, we obtain

∫ R

1
R

y3

(
f̂i,l(y)
(1− y)

+ ri,lĤi,l(y)

)
r4
i,le

4ûi,l(y)dy = ol(1);

hence with (2.171) we deduce that
∫ ri,lR

ri,l
R

s3G̃(r, s)e4ūi,l(s)ds = ol(
1

ri,l
).

So we obtain

ū
′

i,l(ri,l) ≤ −2C
1

ri,l
+ ol(1)

1
ri,l

− F
′

i,l(ri,l) + H
′

i,l(r). (2.173)

Hence in both case we get

ū
′

i,l(ri,l) ≤ −2C
1

ri,l
+ ol(1)

1
ri,l

− F
′

i,l(ri,l) + H
′

i,l(r). (2.174)

Now let compute ϕ
′

i,l(ri,l). From straightforward computations we have,

ϕ
′

i,l(ri,l) = (ri,l)4ν−1exp(ūi,l(ri,l))
(
4ν + ri,lū

′

i,l(ri,l)
)

.

So using (2.173) we arrive to the following inequality,

ϕ
′

i,l(ri,l) ≤ (ri,l)4ν−1exp(ūi,l(ri,l)
(
4ν − 2C + ol(1)− ri,lF

′

i,l(ri,l) + ri,lH
′

i,l(ri,l)
)

;

so ν < 1
2 implies 4ν − 2C + ol(1) < 0 for l sufficiently large.

Thus since F
′

i,l and H
′

i,l are bounded in (0, injg(M)
4 ) uniformly in l and ri,l −→ 0 we have that

for l big enough,
ϕ
′

i,l(ri,l) < 0;

hence we reach the desired contradiction and we conclude the proof of the step.

Step 5 :Proof of Theorem 0.2.8

We show first the following estimate
∫

M\∪i=N
i=1 Bxi,l

(
Ri,l

C )
e4ul(y)dVg(y) = ol(1).

For this we first start by proving

ūl −→ −∞ as l −→ +∞. (2.175)

In fact, using the Green’s representation formula for ul (see Proposition 0.3.3) we have that for
every x ∈ M ,

ul(x) = ūl + 2
∫

M
G(x, y)

(
Q̄(y)e4ul(y) −Ql(y)

)
dVg(y) +−

∫

M
G(x, y′)Tl(y′)dSg(y′)

≥ ūl − C + 2
∫

M
G(x, y)Q̄(y)e4ul(y)dVg(y).
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By assumption c) or d) of Step1 we have given any ε > 0, there exists Rε such that for l
sufficiently large
if x̄i ∈ int(M) then ∫

Bx1,l
(Rεµ1,l)

Q̄l(y)e4ul(y)dVg(y) ≥ 8π2 − ε

32π2

and
if x̄i ∈ ∂M then ∫

B+
x1,l

(Rεµ1,l)
Q̄l(y)e4ul(y)dVg(y) ≥ 4π2 − ε

16π2

Hence the last three formulas and the asymptotics of the Green’s function of (P 4
g , P 3

g ) imply that
if x̄1 ∈ int(M) then

e4ul(x) ≥ C−1e4ūl
1

|x− x1,l|8−ε
for |x− x1,l| ≥ 2Rεµ1,l for l large;

and if x̄1 ∈ ∂M then

e4ul(x) ≥ C−1e4ūl
1

|x− x1,l|8−ε
for |x− x1,l| ≥ 2Rεµ1,l for l large;

From this it follows that
∫

M
e4ul(y)dVg(y) ≥

∫

(B+
x1,l

(injg(M))\B+
x1,l

(2Rεµ1,l))
e4ul(y)dVg(y)

≥ C−1e4ūl

∫ injg(M)

2Rεµ1,l

sε−(5)ds ≥ C−1e4ūl (2Rεµ1,l)
ε−4 .

So if ε is small enough we have from (38) that

ūl −→ −∞,

hence we are done .
Now by assumption b) of Step 1 we can cover M \ ∪i=N

i=1 Bxi,l(
Ri,l

C ) with a finite number of
balls Byk(rk) such that for any k there holds ,

∫

B+
yk

(2rk)
Q̄le

4ul(y)dVg(y) ≤ 4π2.

Now set Bk = Byk(2rk) and B̃k = Byk(rk) so using again the Green representation formula for
ul we have ∀x ∈ B̃k

ul(x) = ūl + 2
∫

M
G(x, y)Q̄le

4ul(y)dVg(y)−
∫

M
G(x, y)Ql(y)dVg(y)−

∫

∂M
G(x, y′)Tl(y′)dSg(y′).

hence

ul(x) ≤ ūl + C + 2
∫

M
G(x, y)Q̄le

4ul(y)dVg(y) = ūl + C + 2
∫

Bk

G(x, y)Q̄le
4ul(y)dVg(y)

+2
∫

M\Bk

G(x, y)Q̄le
4ul(y)dVg(y).

So since G is smooth out of the diagonal we have that

ul(x) ≤ ūl + C + 2
∫

Bk

G(x, y)Q̄l(y)enul(y)dVg(y).
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Now using Jensen’s inequality we obtain ,

exp

(∫

Bk

G(x, y)Q̄le
4ul(y)dVg(y)

)
≤

∫

M
exp

(
||Q̄e4ulχBk ||L1(M)|G(x, y)|

) Q̄l(y)e4ul(y)χBk(y)
||Q̄e4ulχBk ||L1(M)

dVg(y).

Hence using Fubini theorem we have

∫

B̃k

e4ul(y)dvg(x) ≤ Ce4ūl sup
y∈M,k

∫

M

(
1

dg(x, y)

) 1
2π2 ||Q̄e4ul χBk

||L1(M)

dVg(x).

So from
∫

Bk
Q̄l(y)e4ul(y)dVg(y) ≤ 4π2 and (2.175) we have that,

∫

B̃k

e4ul(y)dVg(y) = ol(1) ∀ k.

Hence ∫

M\∪i=N
i=1 Bxi,l

(
Ri,l

C )
e4ul(y)dVg(y) = ol(1).

So since Bxi,l(
Ri,l

C ) are disjoint then the Step 4 implies that,
∫

M
Q̄l(y)e4ul(y)dVg(y) = 4Nπ2 + ol(1),

hence (38) implies that
∫

M
Q0(y)dVg(y) +

∫

∂M
T0(y′)dSg(y′) = 4Nπ2.

ending the proof of Theorem 0.2.8.

2.3 Proof of Theorem 0.2.10

In this Section, we give the proof of Theorem 0.2.10. We will use the same strategy as in the proof
of Theorem 0.2.6 and Theorem 0.2.8, hence in many arguments we will be sketchy.
First of all, we recall the following particular case of the result of X. Xu (Theorem 1.2 in [89]).

Theorem 2.3.1. ([89]) There exists a dimensional constant σ3 > 0 such that, if u ∈ C1(R3) is
solution of the integral equation

u(x) =
∫

R3
σ3 log

(
|y|

|x− y|

)
e3u(y)dy + c0,

where c0 is a real number, then eu ∈ L3(R3) implies, there exists λ > 0 and x0 ∈ R3 such that

u(x) = log
(

2λ

λ2 + |x− x0|2

)
.

Now, if σ3 is as in Theorem 2.3.1, then we set k3 = 2π2σ3 and γ3 = 2(k3)3
We divide the proof in 5-steps as in [69].

Step 1

There exists N ∈ N∗, N converging points (xi,l) ⊂ ∂M i = 1, ..., N , with limit points
xi ∈ ∂M , N sequences (µi,l) i = 1; ...;N ; of positive real numbers converging to 0 such that
the following hold:
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a)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., N and T̄l(xi,l)µ3
i.le

3ul(xi,l) = 1;

b)For every i

vi,l(x) = ul(expxi,l(µi,lx))−ul(xi,l)−
1
3

log(k3) −→ V0(x) in C1
loc(R4

+), V0|∂R4
+
(x) := log(

4γ3

4γ2
3 + |x|2 );

and

lim
R→+∞

lim
l→+∞

∫

B+
xi,l

(Rµi,l)∩∂M
T̄l(y)e3ul(y)dsg(y) = 4π2;

c)

There exists C > 0 such that inf
i=1,...,N

dg(xi,l, x)3e3ul(x) ≤ C ∀x ∈ ∂M, ∀l ∈ N.

Proof of Step 1

First of all let xl ∈ ∂M be such that ul(xl) = maxx∈∂M ul(x), then using the fact that ul blows
up we infer ul(xl) −→ +∞.
Now since ∂M is compact, without loss of generality we can assume that xl → x̄ ∈ ∂M .
Next let µl > 0 be such that T̄l(xl)µ3

l e
3ul(xl) = 1. Since T̄l −→ T̄0 C1(∂M), T̄0 > 0 and

ul(xl) −→ +∞, we have that µl −→ 0.
Let B0

+(δµ−1
l ) be the half Euclidean ball of center 0 and radius δµ−1

l , with δ > 0 small fixed .
For x ∈ B0

+(δµ−1
l ), we set

vl(x) = ul(expxl(µlx))− ul(xl)−
1
3

log(k3); (2.175)

Q̃l(x) = Ql(expxl(µlx)); (2.176)

˜̄Ql(x) = Q̄l(expxl(µlx)); (2.177)

gl(x) =
(
exp∗xl

g
)
(µlx). (2.178)

Now from the Green representation formula we have,

ul(x)− ūl =
∫

M
G(x, y)P 4

g ul(y)dVg(y) + 2
∫

∂M
G(x, y′)P 3

g ul(y′)dSg(y′); ∀x ∈ M, (2.179)

where G is the Green function of (P 4
g , P 3

g ) (see Lemma 0.3.3).
Now using equation (15) and differentiating (2.179) with respect to x we obtain that for k = 1, 2

|∇kul|g(x) ≤
∫

∂M
|∇kG(x, y)|gT̄l(y)e3ul(y)dVg + O(1),

since Tl −→ T0 in C1(∂M) and Ql → Q0 in C1(M).
Now let yl ∈ B+

xl
(Rµl), R > 0 fixed, by using the same argument as in [69] (formula 43 page 11)

we obtain
∫

∂M
|∇kG(yl, y)|ge3ul(y)dVg(y) = O(µ−k

l ) (2.180)



2.3. PROOF OF THEOREM 0.2.10 117

Hence we get
|∇kvl|g(x) ≤ C. (2.181)

Furthermore from the definition of vl (see (2.175)), we get

vl(x) ≤ vl(0) = −1
3

log(k3) ∀x ∈ R4
+ (2.182)

Thus we infer that (vl)l is uniformly bounded in C2(K) for all compact subsets K of R4
+. Hence

by Arzelà-Ascoli theorem we derive that

vl −→ V0 in C1
loc(R4

+), (2.183)

On the other hand (2.182) and (2.183) imply that

V0(x) ≤ V0(0) = −1
3

log(k3) ∀x ∈ R4
+. (2.184)

Moreover from (2.181) and (2.183) we have that V0 is Lipschitz.
On the other hand using the Green’s representation formula for (P 4

g , P 3
g ) we obtain that for x ∈

R4
+ fixed and for R big enough such that x ∈ B0

+(R)

ul(expxl(µlx))−ūl =
∫

M
G(expxl(µlx), y)P 4

g ul(y)dVg(y)+2
∫

∂M
G(expxl(µlx), y′)P 3

g ul(y′)dSg(y′).

(2.185)
Now let us set

Il(x) = 2
∫

B+
xl

(Rµl)∩∂M
(G(expxl(µlx), y′)−G(expxl(0), y′)) T̄l(y)e3ul(y)dSg(y′);

IIl(x) = 2
∫

∂M\(B+
xl

(Rµl)
(G(expxl(µlx), y′)−G(expxl(0), y′)) T̄l(y′)e3ul(y)dSg(y′);

IIIl(x) = 2
∫

∂M
(G(expxl(µlx), y′)−G(expxl(0), y′))Tl(y)dSg(y′);

and
IIIIl(x) = 2

∫

M
(G(expxl(µlx), y)−G(expxl(0), y))Ql(y)dVg(y).

Using again the same argument as in [69] (see formula (45)- formula (51)) we get

vl(x) = Il(x) + IIl(x)− IIIl(x)− IIIIl(x)− 1
4

log(3). (2.186)

Moreover following the same methods as in [69]( see formula (53)-formula (62)) we obtain

lim
l

Il(x) =
∫

B0
+(R)∩∂R4

+

σ3 log
(

|z|
|x− z|

)
e3V0(z)dz. (2.187)

lim sup
l

IIl(x) = oR(1). (2.188)

IIIl(x) = ol(1) (2.189)

and
IIIIl(x) = ol(1). (2.190)

Hence from (2.183), (2.186)-(2.190) by letting l tends to infinity and after R tends to infinity,
we obtain V0|R3( that for simplicity we will always write by V0) satisfies the following conformally
invariant integral equation on R3

V0(x) =
∫

R3
σ3 log

(
|z|

|x− z|

)
e3V0(z)dz − 1

3
log(k3). (2.191)
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Now since V0 is Lipschitz then the theory of singular integral operator gives that V0 ∈ C1(R3).
On the other hand by using the change of variable y = expxl(µlx), one can check that the following
holds

lim
l−→+∞

∫

B+
xl

(Rµl)∩∂M
T̄le

3uldVg = k3

∫

B+
0 (R)∩∂R4

+

e3V0dx; (2.192)

Hence (40) implies that eV0 ∈ L3(R3).
Furthermore by a classification result by X. Xu, see Theorem 2.3.1 for the solutions of (2.191)
we derive that

V0(x) = log
(

2λ

λ2 + |x− x0|2

)
(2.193)

for some λ > 0 and x0 ∈ R3.
Moreover from V0(x) ≤ V0(0) = − 1

3 log(k3) ∀x ∈ R3, we have that λ = 2k3 and x0 = 0
namely,

V0(x) = log(
4γ3

4γ2
3 + |x|2 ).

On the other hand by letting R tends to infinity in (2.192) we obtain

lim
R→+∞

lim
l→+∞

∫

B+
xl

(Rµl)∩∂R4
+

T̄l(y)e3ul(y)dSg(y) = k3

∫

R3
e3V0dx. (2.194)

Moreover from a generalized Pohozaev type identity by X.Xu [89] (see Theorem 1.1) we get

σ3

∫

R3
e3V0(y)dy = 2,

hence using (2.194) we derive that

lim
R→+∞

lim
l→+∞

∫

B+
xl

(Rµl)∩∂M
T̄l(y)e3ul(y)dSg(y) = 4π2

Now for k ≥ 1 we say that (Hk) holds if there exists k converging points (xi,l)l ⊂ ∂M i =
1, ..., k, k
sequences (µi,l) i = 1, ..., k of positive real numbers converging to 0 such that the following hold(
A1

k

)

dg(xi,l, xj,l)
µi,l

−→ +∞ i 1= j i, j = 1, .., k and T̄l(xi,l)µ3
i.le

3ul(xi,l) = 1;

(
A2

k

)

For every i = 1, ·, k

xi,l → x̄i ∈ ∂M ;

vi,l(x) = ul(expxi,l(µi,lx))−ul(xi,l)−
1
3

log(k3) −→ V0(x) in C1
loc(R4

+), V0|∂R4
+

:= log(
4γ3

4γ2
3 + |x|2 )

and
lim

R→+∞
lim

l→+∞

∫

B+
xi,l

(Rµi,l)∩∂M
T̄l(y)e3ul(y) = 4π2
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Clearly, by the above arguments (H1) holds. We let now k ≥ 1 and assume that (Hk) holds.
We also assume that

sup
∂M

Rk,l(x)3e3ul(x) −→ +∞ as l −→ +∞, (2.195)

where
Rk,l(x) = min

i=1;..;k
dg(xi,l, x).

Now using the same argument as in [34],[69] and the arguments which have rule out the possibility
of interior blow up above that also apply for local maxima, one can see easily that (Hk+1). Hence
since

(
A1

k

)
and

(
A2

k

)
of Hk imply that

∫

∂M
T̄l(y)e3ul(y)dSg(y) ≥ k4π2 + ol(1).

Thus (40) imply that there exists a maximal k , 1 ≤ k ≤ 1
4π2

(∫
M Q0(y)dVg(y) +

∫
∂M T0(y′)dSg(y′)

)
,

such that (Hk) holds. Arriving to this maximal k, we get that (2.195) cannot hold. Hence set-
ting N = k the proof of Step 1 is done.

Step 2
There exists a constant C > 0 such that

Rl(x)|∇gul|g(x) ≤ C ∀x ∈ M and ∀l ∈ N ; ∀ x ∈ ∂M (2.196)

where
Rl(x) = min

i=1,..,N
dg(xi,l, x);

and the xi,l’s are as in Step 1.

Proof of Step 2
First of all using the Green representation formula for (P 4

g , P 3
g ) see Lemma 0.3.3 we obtain

ul(x)− ūl =
∫

M
G(x, y)P 4

g ul(y)dVg(y) + 2
∫

∂M
G(x, y′)P 3

g ul(y′)dSg(y′).

Now using the BVP (??) we get

ul(x)− ūl = −2
∫

M
G(x, y)QldVg(y)− 2

∫

∂M
G(x, y′)Tl(y′)ul(y′)dSg(y′)

+2
∫

∂M
G(x, y)T̄l(y′)e3ul(y

′)dSg(y′).
(2.197)

Thus differentiating with respect to x (2.197) and using the fact that Ql → Q0, Q̄l → Q̄0 and
Tl → T0 in C1, we have that for xl ∈ ∂M

|∇gul(xl)|g = O

(∫

∂M

1
dg(xl, y)

e3ul(y)dSg(y)
)

+ O(1).

Hence at this stage following the same argument as in the proof of Theorem 1.3, Step 2 in [69],
we obtain ∫

∂M

1
(dg(xl, y))

e3ul(y)dVg(y) = O

(
1

Rl(xl)

)
;

hence since xl is arbitrary, then the proof of Step 2 is complete.
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Step 3
Set

Ri,l = min
i -=j

dg(xi,l, xj,l);

we have that
1) There exists a constant C > 0 such that ∀ r ∈ (0, Ri,l] ∀ s ∈ ( r

4 , r]

|ul

(
expxi,l(rx)

)
− ul

(
expxi,l(sy)

)
| ≤ C for all x, y ∈ ∂R4

+ such that |x|, |y| ≤ 3
2
. (2.198)

2) If di,l is such that 0 < di,l ≤ Ri,l

2 and di,l

µi,l
−→ +∞ then we have that

if
∫

B+
xi,l

(di,l)∩∂M
T̄l(y)e3ul(y)dSg(y) = 4π2 + ol(1); (2.199)

then ∫

B+
xi,l

(2di,l)∩∂M
T̄l(y)e3ul(y)dsg(y) = 4π2 + ol(1).

3) Let R be large and fixed. If di,l > 0 is such that di,l −→ 0, di,l

µi,l
−→ +∞, and di,l < Ri,l

4R

then if ∫

B+
xi,l

(
di,l
2R )∩∂M

Q̄l(y)e3ul(y)dSg(y) = 4π2 + ol(1);

then by setting
ũl(x) = ul(expxi,l(di,lx)); x ∈ A+

2R;

where A+
2R = (B0

+(2R) \ B0
+( 1

2R )) ∩ ∂R4
+, we have that,

||d4
i,le

3ũl ||Cα(A+
R) → 0 as l → +∞;

for some α ∈ (0, 1) where A+
R = (B0

+(R) \ B0
+( 1

R )) ∩ ∂R4
+.

Proof of Step 3
We have that property 1 follows immediately from Step 2 and the definition of Ri,l. In fact we
can join rx to sy by a curve whose length is bounded by a constant proportional to r.
Now let us show point 2. Thanks to di,l

µi,l
−→ +∞, point c) of Step 1 and (2.199) we have that

∫

B+
xi,l

(di,l)∩∂M\B+
xi,l

(
di,l
2 )∩∂M

e3ul(y)dSg(y) = ol(1). (2.200)

Thus using (2.198), with s = r
2 and r = 2di,l we get

∫

B+
xi,l

(2di,l)∩∂M\B+
xi,l

(di,l)∩∂M
e3ul(y)dsg(y) ≤ C

∫

B+
xi,l

(di,l)∩∂M\B+
xi,l

(
di,l
2 )∩∂M

e3ul(y)dSg(y);

Hence we arrive ∫

B+
xi,l

(2di,l)∩∂M\B+
xi,l

(di,l)∩∂M
e3ul(y)dSg(y) = ol(1).

So the proof of point 2 is done. On the other hand by following in a straightforward way the proof
of point 3 in Step 3 of Theorem 1.3 in [69] one gets easily point 3. Hence the proof of Step 3 is
complete.
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Step 4
There exists a positive constant C independent of l and i such that

∫

B+
xi,l

(
Ri,l

C )∩∂M
T̄l(y)e3ul(y)dSg(y) = 4π2 + ol(1).

Proof of Step 4
The proof is an adaptation of the arguments in Step 4 ([69])

Step 5 :Proof of Theorem 0.2.10

Following the same argument as in Step 5([69]) we have
∫

∂M\(∪i=N
i=1 B+

xi,l
(

Ri,l
C )∩∂M)

e3ul(y)dSg(y) = ol(1).

So since B+
xi,l

(Ri,l

C ) ∩ ∂M are disjoint then the Step 4 implies that,
∫

∂M
T̄l(y)e3ul(y)dSg(y) = 4Nπ2 + ol(1),

hence (40) implies that
∫

M
Q0(y)dVg(y) +

∫

∂M
T0(y′)dSg(y′) = 4Nπ2.

ending the proof of Theorem 0.2.10.

2.4 Proof of Theorem 0.2.12

In this Section, we give the proof of Theorem 0.2.12. As already said in the previous Chapter, in
order to prove the latter theorem, we exploit a result of Jost-Lin-Wang[43] and an other one of
Li[52] that we recall

Theorem 2.4.1. ([43]) Let m1, m2 be two non-negative integers, and suppose Λ1,Λ2 are two
compact sets of the intervals (4πm1, 4π(m1 + 1)) and (4πm2, 4π(m2 + 1)) respectively. Then if
ρ1 ∈ Λ1 and ρ2 ∈ Λ2 and if we impose

∫
Σ uidVg = 0, i = 1, 2, the solutions of (11) stay uniformly

bounded in L∞(Σ) (actually in every Cl(Σ) with l ∈ N).

This theorem, as stated in [43], requires m1 and m2 to be positive. However it is clear from
the blow-up analysis there that one can allow also zero values of m1 or of m2.

Theorem 2.4.2. ([52]) Let (uk)k be a sequence of solutions of the equations

−∆uk = λk

(
Vkeuk

∫
Σ VkeukdVg

−Wk

)
,

where (Vk)k and (Wk)k satisfy
∫

Σ
WkdVg = 1; ‖Wk‖C1(Σ) ≤ C; | log Vk| ≤ C; ‖∇Vk‖L∞(Σ) ≤ C,

and where λk → λ0 > 0, λ0 1= 8kπ for k = 1, 2, . . . . Then, under the additional constraint∫
Σ ukdVg = 1, (uk)k stays uniformly bounded in L∞(Σ).
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Proof of Theorem 0.2.12
First of all we claim that the following property holds true: for any p > 1 there exists ρ > 0
(depending on p, K1, K2, h1 and h2) such that for ρ2,k ≤ ρ the solutions of (eu2,k)k stay uniformly
bounded in Lp(Σ).

The proof of this claim follows an argument in [15]: using the Green’s representation formula
and the fact that ρ1 > 0 we find (recall that

∫
Σ u2,kdVg = 0)

u2,k(x) ≤ C +
∫

Σ
G(x, y)

(
2ρ2,k

h2eu2,k

∫
Σ h2eu2,kdVg

)
dVg(y),

where G(x, y) is the Green’s function of −∆ on Σ. Using the Jensen’s inequality we then find

epu2,k(x) ≤ C

∫

Σ
exp(2pρ2,kG(x, y))

h2eu2,k

∫
Σ h2eu2,kdVg

dVg(y).

Recalling that G(x, y) , 1
2π log

(
1

d(x,y)

)
and using also the Fubini theorem we get

∫

Σ
epu2,kdVg ≤ C sup

x∈Σ

∫

Σ

1

d(x, y)
pρ2,k

π

dVg(y).

Now it is sufficient to take ρ = π
2p in order to obtain the claim.

For proving the proposition, in the case ρ2,k ≥ ρ we simply use Theorem 2.4.1, while for
ρ2,k ≤ ρ we employ the above claim. In fact, from uniform Lp bounds on eu2,k and from elliptic
regularity theory, we obtain uniform W 2,p bounds on the sequence (vk)k, where vk is defined as
the unique (we can assume that every vk has zero average) solution of

−∆vk = −ρ2,k

(
h2eu2,k

∫
Σ h2eu2,kdVg

− 1
)

.

Taking p sufficiently large, by the Sobolev embedding, we also obtain uniform C1,α bounds on
(vk)k (and hence on (evk)k). Now we write u1,k = w1,k + vk, so that w1,k satisfies

−∆w1,k = 2ρ1,k

(
h1evkew1,k

∫
Σ h1evkew1,kdVg

− 1
)

.

Moreover, since we are assuming
∫
Σ u1,kdVg = 0 and since

∫
Σ vkdVg = 0 as well, we have that

also
∫
Σ w1,kdVg = 0. Hence, applying Theorem 2.4.2 with uk = w1,k, λk = 2ρ1,k, Vk = h1evk and

Wk ≡ 1, we obtain uniform bounds on w1,k in L∞(Σ). Since (vk)k stays uniformly bounded in
L∞(Σ), we also get uniform bounds on u1,k in L∞(Σ). Then, from the second equation in (41)
we also achieve uniform bounds on u2,k in W 2,p(Σ) (and hence in L∞(Σ) taking p large enough).
This concludes the proof.



Chapter 3

Existence results

3.1 A general min-max scheme and Struwe’s monotonicity
argument

Great part of this thesis deals with variational problems with lack of compactness and unbounded
Euler-Lagrange functional . In order to get existence results, we use min-max method combined
with Struwe’s monotonicity argument. Since they turn out to be one of the main ingredients in
this Chapter, then we decide to recall their abstract formulation.

We first give a general min-max scheme.

Theorem 3.1.1. Let X be a Hilbert space and J ∈ C1(X, R) a functional on X. Let A0 be a
topological subspace of X and A ⊂ P(X) be a collection of topological subspaces of X such that
∂A , A0 for all A ∈ A. Suppose that there exists a positive constant β such that for all A ∈ A

I(u) > β + sup
v∈A0

J(v) ∀u ∈ A ∈ A, (3.1)

then setting
cJ = inf

A∈A
sup
u∈A

J(u)

we have that if (PS)cJ holds then cJ is a critical level of J

Remark 3.1.1. We remark that the condition (3.1) produces Palais-Smale sequence at level cJ .

In his study of surfaces of constant mean curvature with free boundary, M. Struwe has in-
troduced a monotonicity argument to overcome the failure of (PS) condition. Later Ding-Jost-
Li-Wang[30] have used the same strategy to study the mean field equation on compact closed
Riemannian surfaces. We recall the general strategy here, since such a argument will be always
used .

Theorem 3.1.2. Let X be a Hilbert space and Jµ, µ ∈ R be a family of C1 functional on X.
Let A0 be a topological subspace of X and A ⊂ P(X) be a collection of topological subspaces of
X such that ∂A , A0 for all A ∈ A. Suppose that Jµ have the following form

Jµ(u) =
1
2
||u|| − µF (u),

where F is such that ∇F is a compact operator.
Setting

cJµ = inf
A∈A

sup
u∈A

Jµ(u)

123
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we have that if the map µ → CJµ

µ is monotone in a neighborhood of ]µ0 − ε, µ0 + ε[ of µ0, then if
µ ∈]µ0− ε, µ0 + ε[ is a point of differentiability of the latter map, then any Palais-Smale sequence
of Jµ at level cJµ is bounded.

Remark 3.1.3. We point out that in some cases to apply Theorem 3.1.2 we will do it with some
modifications (see last Subsection).

3.2 Topology of large negative sublevels of IIA, IIQ, IIT , IIρ

In this Section, we discuss the topological structure of some large negatives sublevel of the Euler-
Lagrange functionals IIA, IIQ, IIT , and IIρ. The topological characterization of those sublevels
will be used to get existence of solutions for the corresponding problems via the application of the
abstract min-max Theorem 3.1.1 above and the monotonicity procedure given by Theorem 3.1.2.

3.2.1 Applications of the improved Moser-Trudinger type inequalities

In this Subsection, we give some applications of the improved Moser-Trudinger type inequalities
of Chapter 1.
We start by giving a Lemma which show a criterion which implies the situation described in the
first condition in (1.21). The result is proven in [33] Lemma 2.3.

Lemma 3.2.1. Let (M, g) be an n-dimensional compact closed Riemannian manifold, l be a pos-
itive integer, and suppose that ε and r are positive numbers. Suppose that for a non-negative
function f ∈ L1(M) with ‖f‖L1(M) = 1 there holds

∫

∪(
i=1Br(pi)

fdVg < 1− ε for every 3-tuples p1, . . . , p- ∈ M

Then there exist ε > 0 and r > 0, depending only on ε, r, 3 and M (but not on f), and 3+1 points
p1, . . . , p-+1 ∈ M (which depend on f) satisfying

∫

Br(p1)
fdVg > ε, . . . ,

∫

Br(p(+1)
fdVg > ε; B2r(pi) ∩B2r(pj) = ∅ for i 1= j.

In the next Lemma we show a criterion which implies the situation described in the conditions
in (1.28) and (1.29). The proof is a trivial adaptation of the arguments of Lemma 2.3 in [33].

Lemma 3.2.2. Let (M, g) be a four dimensional compact closed Riemannian manifold with
boundary, h and l be positive integer, and suppose that ε, r and δ are positive numbers. Assume
f ∈ L1(M) is a non-negative function such that ‖f‖L1(M) = 1, then we have the following
1) If

∫
M\M4δ

fdVg < ε then there holds
If

∫

M4δ∩(∪h
i=1Bpi (r))

fdVg <

∫

M4δ

fdVg − ε for every h-tuples p1, . . . , ph ∈ M4δ such that

Bpi(2r) ⊂ M2δ

then there exist ε > 0 and r > 0, depending only on ε, r, h̃, δ and M (but not on f), and points
p1, . . . , ph+1 ∈ M4δ, satisfying
∫

Bp1 (r)
fdVg > ε, . . . ,

∫

Bp
h̃
(r)

fdVg > ε; Bpi
(2r) ∩Bpj

(2r) = ∅ for i 1= j, Bpj
(2r̄) ⊂ M2δ.

(3.2)
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2) If
∫

M δ
4

fdVg < ε then there holds:

If
∫

∂M×[0, δ
4 [∩(∪h

i=1B+
qi

(r))
fdVg <

∫

∂M×[0, δ
4 ]

fdVg − ε for every l-tuples q1, . . . , ql ∈ ∂M,

B+
qj

(2r) ⊂ ∂M × [0,
δ

2
]

then there exist ε > 0,and r > 0, depending only on ε, r, l̃ and M (but not on f), and points
q1, . . . , ql+1 ∈ ∂M , B+

qj
(2r) ⊂ ∂M × [0, δ

2 ] satisfying

∫

B+
q1

(r)
fdVg > ε, . . . ,

∫

B+
q

l̃
(r)

fdVg > ε; B+
qi

(2r) ∩B+
qj

(2r) = ∅ for i 1= j. (3.3)

3) If
∫

M\M4δ
fdVg ≥ ε and

∫
M δ

4

fdVg ≥ ε then there holds

∫

M4δ∩(∪h
i=1Bpi (r))

fdVg <

∫

M4δ

fdVg − for every h-tuples p1, . . . , ph ∈ M4δ such that

Bpi(2r) ⊂ M2δ

and
∫

∂M×[0, δ
4 [∩(∪h

i=1B+
qi

(r))
fdVg <

∫

∂M×[0, δ
4 ]

fdVg − ε for every l-tuples q1, . . . , ql ∈ ∂M,

B+
qj

(2r) ⊂ ∂M × [0,
δ

2
]

then there exist ε > 0 and r > 0, depending only on ε, r, h̃, l, δ and M (but not on f), points
p1, . . . , ph+1 ∈ M4δ,and points q1, . . . , ql+1 ∈ ∂M ,
B+

qj
(2r) ⊂ ∂M × [0, δ

2 ] satisfying

∫

Bp1 (r)
fdVg > ε, . . . ,

∫

Bp
h̃
(r)

fdVg > ε; Bpi
(2r) ∩Bpj

(2r) = ∅ for i 1= j, Bpj
(2r̄) ⊂ M2δ.

(3.4)
and ∫

B+
q1

(r)
fdVg > ε, . . . ,

∫

B+
q

l̃
(r)

fdVg > ε; B+
qi

(2r) ∩B+
qj

(2r) = ∅ for i 1= j. (3.5)

In the next Lemma we show a criterion which implies the situation described in the first condition
in (1.40). The result is proven in [33] Lemma 2.3.

Lemma 3.2.3. Let (M, g) be a compact four dimensional Riemannian manifold with bound-
ary, l be a given positive integer, and suppose that ε and r are positive numbers. Suppose that for
a non-negative function f ∈ L1(∂M) with ‖f‖L1(∂M) = 1 there holds

∫

∪(
i=1B∂M

r (pi)
fdSg < 1− ε for every 3-tuples p1, . . . , p- ∈ ∂M

Then there exist ε > 0 and r > 0, depending only on ε, r, 3 and ∂M (but not on f), and 3 + 1
points p1, . . . , p-+1 ∈ ∂M (which depend on f) satisfying

∫

B∂M
r (p1)

fdSg > ε, . . . ,

∫

B∂M
r (p(+1)

fdSg > ε; B∂M
2r (pi) ∩B∂M

2r (pj) = ∅ for i 1= j.
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Next we use the improved versions of The Moser-Trudinger type inequalities in Chapter
1 combined with the above Lemmas to characterize large negative sublevels of the functional
IIA, IIQ, IIT , and IIρ.
We start with IIA.

Lemma 3.2.4. Let (M, g) be a compact closed Riemannian manifold of arbitrary dimension n.
Under the assumptions of Theorem 0.2.13, and for k ≥ 1 given by (42), and for k̄ = 0, the follow-
ing property holds. For any ε > 0 and any r > 0 there exists large positive L = L(ε, r) such that
for any u ∈ H

n
2 (M) with IIA(u) ≤ −L,

∫
M enudVg = 1 there exists k points p1,u, . . . , pk,u ∈

M such that ∫

M\∪k
i=1Bpi,u (r)

enudVg < ε (3.6)

Proof. Suppose by contradiction that the statement is not true. Then we can apply Lemma 3.2.1
with l = k, f = enu, and in turn Lemma 1.4.1 with δ0 = 2r̄, S1 = Bp̄1(r̄), . . . , Sk+1 = Bp̄k+1(r̄).
This implies

IIA(u) ≥ n

2
〈
Pn

g u, u
〉

+ n

∫

M
QnudVg − CκP n − κP nn

4cn(k + 1)− ε̄

〈
Pn

g u, u
〉
− nκP n ū.

Since κP n < 2cn(k + 1), we can choose ε̄ > 0 so small that n
2 −

κP n n
4cn(k+1)−ε̄ > δ > 0. Hence using

also the Poincaré inequality we deduce

IIA(u) ≥ δ
〈
Pn

g u, u
〉

+ n

∫

M
Qn(u− ū)dVg − CκP n

≥ δ
〈
Pn

g u, u
〉
− nC

〈
Pn

g u, u
〉 1

2 − CκP n ≥ −C. (3.7)

This concludes the proof.

Next we consider the functional IIQ.

Lemma 3.2.5. Let (M, g) be a compact four dimensional Riemannian manifold with boundary.
Under the assumptions of Theorem 0.2.16, and for k ≥ 1 given by (45), and for k̄ = 0, the
following property holds. For any ε > 0, and r > 0 (all small) there exists large positive L =
L(ε, r) such that for any u ∈ H ∂

∂n
with IIQ(u) ≤ −L,

∫
M e4udVg = 1 the following holds,

∀δ > 0 (small)
1) If

∫
M\M4δ

e4udVg < ε then we have there exists k̃ points p1,u, . . . , pk̃,u ∈ M4δ Bpi,u(2r) ⊂
M2δ such that ∫

M4δ\∪h
i=1Bpi,u (r)

e4udVg < ε; (3.8)

2) If
∫

M δ
4

e4udV g < ε then there exists k points q1,u, . . . , qk,u ∈ ∂M , B+
qi,u

(2r) ⊂ ∂M×[0, δ
2 ] such

that ∫

∂M×[0, δ
4 ]\∪l

i=1B+
qi,u

(r)
e4udVg < ε.

If If
∫

M\M4δ
e4udVg ≥ ε and

∫
M δ

4

e4udV g ≥ ε then there exists (h, l) ∈ N∗ × N∗, 2h + l ≤
k, h points
p1,u, . . . , ph,u ∈ M4δ Bpi,u(2r) ⊂ M2δ and l points q1,u, . . . , ql,u ∈ ∂M , B+

qi,u
(2r) ⊂ ∂M×[0, δ

2 ] such
that

∫

M4δ\∪h
i=1Bpi,u (r)

e4udVg < ε; (3.9)
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and ∫

∂M×[0, δ
4 ]\∪l

i=1B+
qi,u

(r)
e4udVg < ε.

Proof. Suppose that by contradiction the statement is not true. Then there exists ε > 0, r >
0, δ > 0 and a sequence (un) ∈ H∂n such that

∫
M e4undVg = 1, IIQ(un) → −∞ as n → +∞

and such that
Either 1)∫

M\M4δ
e4undVg < ε and k̃ tuples of points p1, . . . , pk ∈ M4δ and Bpi(2r) ⊂ M2δ,we have

∫

M4δ∩(∪h
i=1Bpi,u (r))

e4udVg <

∫

M4δ

fdVg − ε; (3.10)

Or
2)∫

M δ
4

e4undVg < ε and ∀k tuples of points q1, . . . , qk ∈ ∂M we have

∫

∂M×[0, δ
4∩(∪l

i=1B+
qi,u

(r))
e4udVg <

∫

∂M×[0, δ
4 ]

fdVg − ε.

Or
3)∫

M\M4δ
e4undVg ≥ ε,

∫
M δ

4

e4undVg ≥ ε and ∀(h, l) ∈ N∗ × N∗, 2h + l ≤ k, for every h tuples of

points p1, . . . , ph ∈ M4δ and Bpi(2r) ⊂ M2δ and for every l tuples of points q1, . . . , ql ∈ ∂M we
have ∫

M4δ∩(∪h
i=1Bpi,u (r))

e4udVg <

∫

M4δ

fdVg − ε; (3.11)

and ∫

∂M×[0, δ
4∩(∪l

i=1B+
qi,u

(r))
e4udVg <

∫

∂M×[0, δ
4 ]

fdVg − ε.

Now since the arguments we will carried out work for all the three cases, then we will focus only
on the case 3. We assume that this is the case and we apply Lemma 3.2.2 with f = e4un , and in
turn Lemma 1.4.2 with δ0 = 2r̄, Si = Bp̄i(r̄), Ωj = B+

q̄j
(r̄) and γ0 = ε̄ where ε̄ , r̄, p̄i and q̄i are

given as in Lemma 3.2.2. Thus we have for every ε̃ > 0 there exists C depending on ε, r, δ and
ε̃ such that

IIQ(un) ≥
〈
P 4,3

g un, un

〉
+ 4

∫

M
QgundVg + 4

∫

∂M
TgundSg −

κP 4,P 3

4π2(2h̃ + l̃ − ε̃)

〈
P 4,3

g un, un

〉

−CκP 4,P 3 − 4κP 4,P 3un

where h̃ and l̃ are given as in Lemma 3.2.2 and C is independent of n. On the other hand, using
the fact that 2h̃ + l̃ ≥ k + 1 we have that

IIQ(un) ≥
〈
P 4,3

g un, un

〉
+ 4

∫

M
QgundVg + 4

∫

∂M
TgundSg −

κP 4,P 3

4π2(k + 1− ε̃)
〈
P 4,3

g un, un

〉

−CκP 4,P 3 − 4κP 4,P 3un.

So, since κP 4,P 3 < (k + 1)4π2, by choosing ε̃ small we get

IIQ(un) ≥ β
〈
P 4,3

g un, un

〉
− 4C

〈
P 4,3

g un, un

〉 1
2 − CκP 4,P 3 ;

thanks to Hölder inequality, Sobolev embedding, trace Sobolev embedding and to the fact that
KerP 4,3

g0
, R (where β = 1− κP4,P3

4π2(k+1−ε̃) > 0). Thus we arrive to

IIQ(un) ≥ −C.
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So we reach a contradiction. Hence the Lemma is proved.

Now we consider the functional IIT .

Lemma 3.2.6. Let (M, g) be a compact four dimensional Riemannian manifold with boundary.
Under the assumptions of Theorem 0.2.16, and for k ≥ 1 given by (47), and for k̄ = 0, the follow-
ing property holds. For any ε > 0 and any r > 0 there exists large positive L = L(ε, r) such that
for any u ∈ H ∂

∂n
with IIT (u) ≤ −L,

∫
∂M e3udSg = 1 there exists k points p1,u, . . . , pk,u ∈

∂M such that ∫

∂M\∪k
i=1B∂M

pi,u
(r)

e3udSg < ε (3.12)

Proof. The proof is same as the one of Lemma in [33]. For the reader convenience we repeat it.
Suppose that by contradiction the statement is not true. Then there exists ε > 0, r > 0, and a
sequence (un) ∈ H∂n such that

∫
∂M e3undSg = 1, IIT (un) → −∞ as n → +∞ and such that

for any k tuples of points p1, . . . , pk ∈ ∂M ,we have
∫

(∪k
i=1B∂M

pi,u
(r))

e3udSg < 1− ε; (3.13)

Now applying Lemma 3.2.3 with f = e3un , and after Lemma 1.4.3 with δ0 = 2r̄, Si = B∂M
p̄i

(r̄),
and γ0 = ε̄ where ε̄ , r̄, p̄i are given as in Lemma 3.2.3, we have for every ε̃ > 0 there ex-
ists C depending on ε, r, and ε̃ such that

IIT (un) ≥
〈
P 4,3

g un, un

〉
+ 4

∫

M
QgundVg + 4

∫

∂M
TgundSg −

4
3
κ(P 4,P 3)

3
16π2(k + 1− ε̃)

〈
P 4,3

g un, un

〉

−Cκ(P 4,P 3) − 4κ(P 4,P 3)un∂M

where C is independent of n. Using elementary simplifications, the above inequality becomes

IIT (un) ≥
〈
P 4,3

g un, un

〉
+ 4

∫

M
QgundVg + 4

∫

∂M
TgundSg −

κP 4,P 3

4π2(k + 1− ε̃)
〈
P 4,3

g un, un

〉

−CκP 4,P 3 − 4κP 4,P 3un∂M .

So, since κP 4,P 3 < (k + 1)4π2, by choosing ε̃ small we get

IIT (un) ≥ β
〈
P 4,3

g un, un

〉
− 4C

〈
P 4,3

g un, un

〉 1
2 − CκP 4,P 3 ;

thanks to Hölder inequality, Sobolev embedding, trace Sobolev embedding and to the fact that
KerP 4,3

g0
, R (where β = 1− κP4,P3

4π2(k+1−ε̃) > 0). Thus we arrive to

IIT (un) ≥ −C.

So we reach a contradiction. Hence the Lemma is proved.

Finally we consider the functional IIρ.

Lemma 3.2.7. let (Σ, g) be a compact closed Riemannian surface and suppose ρ2 < 4π and
that ρ1 ∈ (4πm, 4π(m + 1)) . Then for any ε > 0 and any r > 0 there exists a large positive L =
L(ε, r) such that for every (u1, u2) ∈ H1(Σ) ×H1(Σ) with IIρ(u) ≤ −L and with

∫
Σ euidVg = 1,

i = 1, 2, there exists m points p1,u1 , . . . , pm,u1 ∈ Σ such that
∫

Σ\∪m
i=1Br(pi,u1 )

eu1dVg < ε. (3.14)
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Proof. Suppose by contradiction that the statement is not true. Then we can apply Lemma
3.2.1 with 3 = m + 1 and f = eu1 to obtain δ̂0, γ̂0 and sets Ŝ1, . . . Ŝm+1 such that

d(Ŝi, Ŝj) ≥ δ̂0, i 1= j;
∫

Ŝi

eu1dVg > γ̂0

∫

Σ
eu1dVg, i = 1, . . . ,m + 1.

Now we notice that, by the Jensen’s inequality, there holds
∫
Σ uidVg ≤ 0 for i = 1, 2, and that two

cases may occur

(a) ρ2 ≤ 0;

(b) ρ2 > 0.

In case (a) we have that ρ2

∫
Σ u2dVg ≥ 0. Using also inequality (1.47) to find

IIρ(u1, u2) ≥
1
4

∫

Σ
|∇u1|2dVg + ρ1

∫

Σ
u1dVg − C.

Now it is sufficient to use Proposition 1.4.6 with 3 = m + 1, δ0 = δ̂0, γ0 = γ̂0, Sj = Ŝj , j =
1, . . . ,m + 1 and ε̃ ∈ (0, 16π(m + 1)− 4ρ1), to get

IIρ(u1, u2) ≥ 1
4

∫

Σ
|∇u1|2dVg −

ρ1

16π(m + 1)− ε̃

∫

Σ
|∇u1|2dVg − C

≥ 16π(m + 1)− 4ρ1 − ε̃

4 [16π(m + 1)− ε̃]

∫

Σ
|∇u1|2dVg − C̃,

where C̃ is independent of (u1, u2).

In case (b) we use Proposition 1.4.4 with δ0 = δ̂0, γ0 = γ̂0, 3 = m + 1, Sj = Ŝj and ε̃ such that
(4π− ε̃)(m + 1) > ρ1 and such that 4π− ε̃ >ρ 2 (recall that ρ1 is strictly less than 4π(m + 1) and
that µ2 < 4π), to deduce that

IIρ(u1, u2) ≥ (4π − ε̃) [−(m + 1)u1 − u2] + ρ1u1 + ρ2u2

= (ρ1 − (m + 1)(4π − ε̃))u1 + (ρ2 − 4π + ε̃) u2 − C ≥ −C,

by the Jensen inequality, where, again, C̃ is independent of (u1, u2). This concludes the proof.

Next we give some corollaries which are direct consequences of Lemma 3.2.4-Lemma 3.2.7 . Loosely
speaking it gives the distance of some (suitably) normalized functions belonging to large negative
sublevels of IIA, IIQ, IIT ,and IIρ to some barycentric sets.

We start with IIA. We state a result which gives the distance of the functions enu from Mk

for u belonging to low energy levels of IIA such that
∫

M enudVg = 1 and IIA(u) < −L with
L large. Its proof is similar to the one of the next corollary, hence we ommit it.

Corollary 3.2.8. Let (M, g) be a compact n-dimensional closed Riemannian manifold with Pn
g non-

negative and KerPn
g , R. Let ε be a (small) arbitrary positive number and k be given as

in (42). Then there exists L > 0 such that, if IIA(u) ≤ −L and
∫

M enudVg = 1, then we
have that d(enu, Mk) ≤ ε.

Next we consider the functional IIQ. We give a corollary which provides the distance of the
functions e4u (suitably normalized) from (M∂)k.

Corollary 3.2.9. Let (M, g) be a compact four dimensional Riemannian manifold with boundary
such that P 4,3

g non-negative and KerP 4,3
g , R. Let ε be a (small) arbitrary positive number and

k be given as in (45). Then there exists L > 0 such that, if IIQ(u) ≤ −L and
∫

M e4udVg = 1,
then we have that dM (e4u, (M∂)k) ≤ ε.
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Proof. Let ε > 0, r > 0 (to be fixed later) and let L be the corresponding constant given by
Lemma 3.2.5. Now let δ > 0, then by Lemma 3.2.5 we have that the following 3 situations:
a)
The conclusion 1 in Lemma 3.2.5 holds
Or
b)
The conclusion 2 in Lemma3.2.5 holds
Or
c)
The conclusion in Lemma 3.2.5 hold.

Suppose that a) holds. Since the same arguments can be carried out for the other cases,
then we will only consider this case . We have that by Lemma (3.2.5), there exists k̃ points
p1, · · · , pk̃ verifying (3.8). Next we define σ ∈ (M∂)k as follows

σ =
k̃∑

i=1

tiδpi where ti =
∫

Ar,i

e4udVj , Ar,i := Bpi(r)\∪i−1
s=1Bps(r), i = 1, · · · , k̃−1, tk̃ = 1−

k̃−1∑

i=1

ti.

By construction we have Ar,i are disjoint and ∪k̃−1
i=1 Ar,i = ∪k̃−1

i=1 Bpi(r). Now let ϕ ∈ C1(M) be
such that ||ϕ||C1(M) ≤ 1. By triangle inequality, the mean value theorem and the integral estimate
in Lemma 3.2.5 we have that the following estimate holds

∣∣∣∣
∫

M
e4uϕ− < σ, ϕ >

∣∣∣∣ ≤ CM

(
r + ε +

∫

M2δ\M4δ

e4udVg

)

where CM is a constant depending only on M . So, letting δ tend to zero and choosing ε and
r so small that CM (r + ε) < ε̄

2 , we obtain

dM (e4u, (M∂)k) < ε̄;

as desired.

Next we turn to the functional IIT . We give a corollary which provides the distance of the
functions e3u from ∂Mk for u belonging to low energy levels of IIT such that

∫
∂M e3udSg = 1.

Its proof is the same as the one above.

Corollary 3.2.10. Let (M, g) be a compact four dimensional Riemannian manifold with boundary
such that KerP 4,3

g , R and P 4,3
g non-negative. Let ε be a (small) arbitrary positive number and

k be given as in (47). Then there exists L > 0 such that, if IIT (u) ≤ −L and
∫

∂M e3udSg = 1,
then we have that d∂M (e3u, ∂Mk) ≤ ε.

Now we consider the remaining functional, namely IIρ. Using the same argument as in the above
corollaries, we get following result regarding the distance of the functions eu1 (suitably normalized)
from Σm.

Corollary 3.2.11. Let ε be a (small) arbitrary positive number, and let ρ1 ∈ (4πm, 4π(m + 1)),
ρ2 < 4π. Then there exists L > 0 such that, if IIρ(u1, u2) ≤ −L and if

∫
Σ eu1dVg = 1, we have

d(eu1 ,Σm) < ε.

3.2.2 Projections of large negative sublevels of IIA, IIQ, IIT ,and IIρ onto
barycentric sets

In this Subsection we show how to map nontrivialy large negative sublevels of the functionals
IIA, IIQ, IIT and IIρ onto appropriate barycentric sets.
We first discuss the topology of some sets which will be used to do that. We start by a Proposition
whose proof can be found in [33].
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Proposition 3.2.12. For every closed compact n-dimensional Riemannian manifold M and for
every positive integer k, the set of formal barycenters Mk is non-contractible. Indeed we have
H(n+1)k−1(Mk; Z2) 1= 0.

Next we give a proposition which asserts the non-contractibility of the barycentric set (M∂)k.

Proposition 3.2.13. For every compact four dimensional Riemannian manifold (M, g) with
smooth boundary, and for every positive integer k, the barycentric set (M∂)k is non-contractible.

To prove the Proposition we need an auxiliary Lemma. It is a trivial consequence of normal
geodesics at the boundary.

Lemma 3.2.14. Let (M, g) be a compact four dimensional Riemannian manifold with boundary.
Then there exists a small ε0 > 0 such that a continuous projection

P∂M : (∂M)ε0 −→ ∂M

exists.

Proof of Proposition 3.2.13
Suppose that the following claim is true, (∂M)k is a deformation retract of some of its open
neighborhood U in (M∂)k such that setting V = (M∂)k\(∂M)k, we have that X = U∪int(V ) ,
(M∂)k. Now assuming that the claim holds we have that

H4k−1(X; Z2) , H4k−1((M∂)k; Z2); (3.15)

and
H4k−1(U ; Z2) , H4k−1((∂M)k; Z2). (3.16)

Next let us denote

i : U ∩ V → U, j : U ∩ V → V, m : U → X, t : V → X

the canonical injections and by i∗, j∗, m∗, t∗ the corresponding homomorphism on homology
groups.
We have that by Mayers-Vietoris Theorem there exists an homomorphism ∆ : Hp((M∂)k)) →
Hp−1((M∂)k)
(where p is a generic positive integer number) such that the following sequence is exact

· · · ∆→ H4k−1(U ∩ V ; Z2)
(i∗,j∗)→ H4k−1(U ; Z2)⊕H4k−1(V ; Z2)

m∗−t∗→ H4k−1(X; Z2)
∆→ H4k−2(U ∩ V ; Z2)

(i∗,j∗)→ · · ·
(3.17)

Now for h ∈ N, l ∈ N such that h ≤ k̃, l ≤ k and 2h + l ≤ k we recall that Mh,l (for the
definition see section 2) is a stratified set, namely a union of sets of different dimension. The
maximal dimension is 5h + 4l− 1, when all the points are distinct and the coefficients belongs to
(0, 1). Hence the following holds

dim(Mh,l ∩ V ) ≤ 5h + 4l − 1;

and if h = 0 then
M0,l ∩ V = ∅.

Hence from the trivial identity 5h + 4l − 1 < 4k − 2 for such a (h, l) with h 1= 0, we infer that

H4k−1(U ∩ V ; Z2) = H4k−1(V ; Z2) = H4k−2(U ∩ V ; Z2) = 0

Thus from (3.17) we deduce that

H4k−1(U ; Z2) , H4k−1(X; Z2)



132 CHAPTER 3. EXISTENCE RESULTS

So using Proposition 3.2.12, and the formulas (3.15) and (3.16) we get

H4k−1((M∂)k; Z2) 1= 0

Hence to complete the proof of the Lemma it is sufficient to prove the claim. Now let us make its
proof.
First of all it is easy to see that there exists ε > 0 ( 4ε <ε 0 ) small enough and a continuous map

X∂ : [0, 1]× (∂M)2ε −→ (∂M)2ε

such that
X∂(0, ·) = Id(∂M)2ε(·); X∂(1, ·) = P∂M (·).

where P∂ is given by Lemma 3.2.14.
Next, we define a homotopy F : [0, 1] × B2ε,k −→ B2ε,k ( for the definition of B2ε,k see section
2) whose construction is based on the following idea. Given σ = σint + σbdry ∈ B2ε,k σint =∑h

i=1 tiδxi , σbdry =
∑l

i=1 siδyi h ≤ k̃, l ≤ k, 2h + l ≤ k, we fixed the boundary part, namely
σbdry ∈ B2ε,k. And for the interior part σint, we argue as follows if xi is closed to the boundary
at distance less than ε we send tiδxi , to tiδP∂M (xi), if it is far from the boundary, say at distance
bigger than 2ε we squeeze and in the intermediate regime we use an homotopy argument reflecting
the possibility between squeezing and projection to boundary via P∂M since the distance is less
or equal than 2ε. More precisely w e define the homotopy F : [0, 1]×B2ε,k −→ B2ε,k as follows
For every σ = σint + σbdry ∈ B2ε,k with σint =

∑h
i=1 tiδxi , σbdry =

∑l
i=1 siδyi and s ∈ [0, 1] we

set
F (σ, s) = σ(s) + σbdry

where σ(s) is defined as
σ(s) =

∑

i=1

ti(s)δxi(s)

and

ti(s)δxi(s) =






(1− s

2
)γ(s)tiδX∂(s,xi) if dist(xi, ∂M) ≤ ε;

(1− s
dist(xi, ∂M)

2ε
)γ(s)tiδX∂(2− dist(xi,∂M)

ε ,xi)
if ε ≤ dist(xi, ∂M) ≤ 2ε;

(1− s)γ(s)tiδxi if dist(xi, ∂M) ≥ 2ε;

where γ(s) is such that we have the normalization
∑h

i=1 ti(s) +
∑l

i=1 si = 1. Thus by trivial
calculations we obtain

γ(s) =
∑l

i−=1 ti
∑

d(xi,∂M)<ε((1−
s
2 )ti) +

∑
ε≤d(xi,∂M)<2ε((1− sdist(xi,∂M)

2ε )ti)) +
∑

d(xi,∂M)≥2ε((1− s)ti)
.

So by setting U = B2ε,k we have that the claim is proved. Hence the proof of the proposition is
complete.

Using the barycentric sets, we give a first step in describing the topology of large negative
sublevels of the functionals IIA, IIQ, IIT and IIρ. We start with the functional IIA.

Proposition 3.2.15. Let (M, g) be a compact closed n-dimensional Riemannian manifold with
Pn

g nonegative and KerPn
g , R. For k ≥ 1 given as in (42), there exists a large L > 0 and a

continuous map Ψ from the sublevel {u ∈ H
n
2 (M) : IIA(u) < −L, and

∫
M enudVg = 1} into

Mk which is topologically non-trivial.

Remark 3.2.16. a) By topologically non-trivial, we means that the map carry some homology.
b) The non triviality of the map will come from the non-contractibility of Mk and the Proposi-
tion 3.2.25 below.
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To prove the Proposition, we need the following Lemma, whose proof comes from the arguments
of Proposition 3.1 in [33].

Lemma 3.2.17. Let (M, g) be a compact closed n-dimensional smooth Riemannian manifold and
l be a positive integer. Then there exists εl such that for all ε ≤ εl, there exists a continuous
nontrivial map Πε,l : Dε,l → Ml.

Proof of Proposition 3.2.15
We fix εk so small that Proposition 3.2.17 applies with l = k. Then we apply Corollary 3.2.10
with ε = εk. We let L be the corresponding large number, so that if u ∈ {v ∈ H

n
2 (M) : IIA(v) <

−L, and
∫

M envdVg = 1}, then d(enu, Mk) < εk. Hence for these ranges of u, since the map
u -→ enu is continuous from H

n
2 (M) into L1(M), the projections Πεk,k from H

n
2 (M) onto Mk is

well defined and continuous.

Now we consider the functional IIQ.

Proposition 3.2.18. Let (M, g) be a compact four dimensional smooth Riemannian manifold
with smooth boundary such that P 4,3

g non-negative and KerP 4,3
g , R. For k ≥ 1 given as

in (45), there exists a large L > 0 and a continuous map Ψ from the sublevel {IIQ(u) <
−L,

∫
M e4udVg = 1} onto (M∂)k which is topologically non-trivial.

Remark 3.2.19. As in Proposition 3.2.15, here also topologically non-trivial means the same
thing. In this case the non triviality of the map will come from the non-contractibility of (M∂)k and
Proposition 3.2.18 below.

To prove Proposition 3.2.18, we need two auxiliary Lemmas. We start with the one which
states (roughly) that M can be embedded smoothly in Euclidean space (with large dimension)
such that its interior lies in the interior of the positive half space and its boundary at the one
(boundary) of that half space. Since the proof works for all dimensions, we will give the Lemma
for a general finite-dimensional compact smooth Riemannian manifold with smooth boundary.
Precisely, we have

Lemma 3.2.20. Suppose N is a smooth n-dimensional compact manifold with smooth boundary.
Then there exists m ∈ N∗ (large enough) and T : N → Rm+1 an embedding such that, T (∂N) ⊂
∂Rm+1

+ , T (int(N)) ⊂ int(Rm+1
+ ) and T : int(N) → int(Rm+1

+ ) is smooth. Furthermore, there
holds for all x ∈ ∂N , the vector νx with origin T (x) and parallel to the xm+1-axis is the normal
vector of T (∂N) at T (x).

Proof. First of all, by Whitney’s embedding theorem we have that there exists m ∈ N∗ such
that N is smoothly embedded in Rm, namely there exists T̂ : N → Rm a smooth embedding.
Now, we extend N by adding a nice tubular neighborhood such that the resulting object is a
compact smooth manifold that we denote by N̂ . Using the compactness of N̂ , we can find a finite
open covering {Θi}k

1=1 of N and a finite number of smooth functions ϕi : Θi → Rn such that
{(Θi, ϕi)}k

1 are local coordinates for N and Θi ⊂ N̂ . Moreover, we can take Θi such that if
Θi ∩ ∂N 1= ∅ then the associated ϕi verifies the following properties:

ϕi : Θi → [−1, 1]n;

ϕi : Θi ∩N → [−1, 1]n ∩ {xn > 0};

ϕi : Θi ∩ ∂N → [−1, 1]n ∩ {xn = 0};

and furthermore ϕi maps the outward normal vectors on ∂N to the outward normal vectors at
∂Rn

+ of [−1, 1]n ∩ {xn = 0}.
Now to the covering {Θi}k

i=1 , we associate a finite number of functions {hi}k
1=1 hi : Θi → R as

follows

hi(x) =

{
1 x ∈ Θi ⊂ int(N);
h ◦ ϕi(x) x ∈ Θi ∩ ∂N.
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where h : [−1, 1]n → R is defined as follows

h(x) =

{
0 if x ∈ [−1, 1]n ∩ {xn < 0};
√

1− (xn − 1)2 if x ∈ [−1, 1]n ∩ {xn ≥ 0}.

Next we choose a partition of unity {gi}k
1 subordinated to the covering {Θi}k

1 . Therefore the
gi’s satisfy 





gi ∈ C∞c (Θi) 1 ≤ i ≤ k;
0 ≤ gi ≤ 1 on N ∀i;

k∑

i=1

gi = 1 on N.

With this partition of unity and the functions hi, we set

u(x) =
k∑

i=1

gi(x)hi(x).

Using the definition of hi one can check easily that u verifies the following properties

u(x) > 0 ∀x ∈ int(N) and u ∈ C∞(int(N));

u(x) = 0 ∀x ∈ ∂N and
∂u

∂n
= +∞ on ∂N ;

where ∂
∂n stands for the inward normal derivative at ∂N .

Now for x ∈ N we define T : N → Rm+1 as follows

T (x) = (T̂ (x), u(x)).

where T̂ is given by the Whitney embedding theorem.
It is obvious that T is an embedding, smooth in int(N) and satisfies the properties of the Lemma.
Hence the proof is completed.

Next we will used the previous Lemma to define a special doubling of M such that it is C1.
First of all applying Lemma 3.2.20 to M we get the existence of an embedding T : M → Rm+1 (
given by Lemma 3.2.20).
Now we define the reflection T̃ of T as follows

T̃ (x) = (T 1(x), · · · , Tm(x),−Tm+1(x));

where T (x) = (T 1(x), · · · , Tm(x), Tm+1(x)). From the properties of T , it is easily seen that T̃ is
also an embedding of M .
With the embeddings T and T̃ , we can define the desired doubling of M . To do so, we start by
making some notations. We set

DM+ = T (M) and DM− = T̃ (M).

By the properties of T and T̃ (see Lemma 3.2.20) we have that DM+ and DM− have a commun
boundary which is ∂M . Moreover they have the same normal vectors at their commun boundary.
Now we are ready to define the doubling of M and denote it by DM as follows

DM = ˜DM+ ∪DM−.

where the notation ˜ means we identify T (x) and T̃ (x) for x ∈ ∂M .
Using the fact that DM+ and DM− have the same normal at ∂M and by considering the
reflection ḡ of g through ∂M , we derive that (DM, ḡ) is a C1 closed 4-dimensional Riemannian
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manifold with lipschitz metric.
Next we introduce some further definitions.
Given a point x = (x1, · · · , xm+1) ∈ DM , we define the even reflection of x accross ∂M and
denote it by x̂ as follows

x̂ = (x1, · · · , xm,−xm+1). (3.18)
For a function u ∈ H2(M) and identifying DM+ to M , we define the even reflection of u accross
∂M as follows

uDM (x) =

{
u(x) if x ∈ DM+;

u(x̂) if x ∈ DM−;

We say that a function u ∈ L1(DM) is even with respect to the boundary ∂M if

u(x) = u(x̂) for a.e x ∈ DM. (3.19)

We denote by DMk the k barycenters relative to DM of order k, namely

DMk = {
k∑

i=1

tiδxi , xi ∈ DM,
k∑

i=1

ti = 1}.

We have that DMk is a stratified set, namely a union of sets of different dimension with maximal
dimension being 5k − 1 (for more details see [33]). It will be endowed with the weak topology
of distributions. To prove the Proposition 3.2.15 we will need at one stage to (roughly speaking)
evaluate the distance of some suitable functions to DMk (see formula (3.21) below). To do this,
we will adopt the metric distance given by C1(DM)∗ and inducing the same topology as the weak
topology of distributions and will be denoted by dDM (·, ·).
For ε > 0, we set

Dε,k,DM = {f ∈ L1(DM), f ≥ 0,

∫

DM
fdVḡ = 1 and dDM (f, DMk) ≤ ε}.

The next discussion concern the way of defining convex combination of points of DM belonging
to a small metric ball. To do so we use the embedding of DM in Rm+1 discussed above in the
following way. Given points xi ∈ DM , i = 1, · · · , l, which belongs to a small metric ball and
αi ≥ 0, i = 1, · · · , l,

∑l
i=1 αi = 1, we define their convex combination denoted by

∑l
i=1 αixi by

considering the convex combination of their image under the embedding and after project the
result on the image of DM (which is also identified to DM ). Hence in this way we have that
for such a type of points, the convex combination is well defined and if d(xi, xj) ≤ β then we
obtain d(xi,

∑l
j=1 αjxj) ≤ 2β.

We recall that the arguments which has lead to Proposition 3.1 in [33] are based on the
construction of some partial projections on some suitable subsets Mj(εj) (obtained by removing
singularities) of Mk and gluing method based on the construction of a suitable homotopy. The
construction of the latter homotopy which is not trivial is based on some weighted convex combi-
nations and the fact that the underlying manifold does not have corners.
Using the notion of convex combinations discussed above and the fact that DM is a C1 closed Rie-
mannian manifold with lipschitz metric which rule out the presence of corners, and an adaptation
of the arguments of Proposition 3.1 in [33], we have the following Lemma:

Lemma 3.2.21. Let k ≥ 1 be as in (45) and DM be as above. Then there exists εk,DM such
that for every ε ≤ εk,DM , we have the existence of a non-trivial continuous projection

Pε,k,DM : Dε,k,DM → DMk;

with the following property:
For every u ∈ Dε,k,DM even (in the sens of (3.19) ) if Pε,k,DM (u) =

∑k
i=1 tiδxi then

∀xi /∈ ∂M there exists j 1= i such that xj = x̂i and tj = ti.
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Now we are ready to make the proof of the Proposition 3.2.18.

Proof of Proposition 3.2.18
To begin, we let εk be so small that Lemma 3.2.21 holds with ε = εk. Next applying corollary
3.2.10 with ε̄ = εk

4 , we obtain the existence of L ( large enough ) such that

∀u ∈ H ∂
∂n

,

∫

M
e4udVg = 1, and IIQ(u) ≤ −L

there holds
4d(e4u, (M∂)k) ≤ εk.

Now since for u ∈ H ∂
∂η

, we have by definition of H ∂
∂η

that

∂u

∂ng
= 0;

then we infer that the even reflection uDM of u belongs to H2(DM). Moreover we have also
that the map

u ∈ H2(M) → uDM ∈ H2(DM) is continuous. (3.20)

On the other hand, one can easily check (using the eveness of ḡ) that the following distance
estimate holds

dDM (
e4uDM

∫
DM e4uDM dVḡ

, DMk) < εk. (3.21)

Therefore, by Lemma 3.2.21, we have that Pεk,k,DM ( e4uDMR
DM e4uDM dVḡ

) is well defined and belongs to
DMk. Moreover, still from Lemma 3.2.21 we have that if

Pεk,k,DM (
e4uDM

∫
DM e4uDM dVḡ

) =
k∑

i=1

tiδxi ;

then the following holds

∀xi /∈ ∂M there exists j 1= i such that xj = x̂i and tj = ti.

Thus setting

Ψ(u) =
1∑

xa∈ int(DM+) ta +
∑

xb∈∂M tb




∑

xi∈ int(DM+)

tiδxi +
∑

xj∈∂M

tjδxj



 .

we get Ψ(u) ∈ (M∂)k. On the other hand, since the map v ∈ H2(DM) → e4v ∈ L1(DM) is
continuous, then from (3.20) we derive that the map u ∈ H ∂

∂η
→ e4uDM ∈ L1(DM) is continuous,

too. Thus from the continuity of Pεk,k,DM we infer that, Ψ is also continuous. Hence the proof
of the proposition is complete.

Next we consider the functional IIT , and we have the following Proposition whose proof is
the same as the proof of Proposition 3.2.15.

Proposition 3.2.22. Let (M, g) be a compact four dimensional smooth Riemannian manifold
with smooth boundary such that P 4,3

g is non-negative and KerP 4,3
g , R. For k ≥ 1 given as

in (47), there exists a large L > 0 and a continuous map Ψ from the sublevel {u : IIT (u) <
−L,

∫
∂M e3udSg = 1} into ∂Mk which is topologically non-trivial.

Remark 3.2.23. Here also by topologically non-trivial we mean the same thing as in the pre-
vious cases. The non-triviality of the map will come from the non-contractibility of ∂Mk and
Proposition 3.2.33.
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Finally we arrive to the functional IIρ, and we have the following Proposition.

Proposition 3.2.24. Suppose m is a positive integer, and suppose that ρ1 ∈ (4πm, 4π(m + 1)),
and that ρ2 < 4π. Then there exists a large L > 0 and a continuous projection Ψ from {IIρ ≤
−L}∩

{∫
Σ eu1dVg = 1

}
(with the natural topology of H1(Σ)×H1(Σ)) onto Σm which is topologically

non-trivial.

Remark 3.2.1. As for the other functionals, here aslo topologically non-trivial means the same
thing, and will come from non-contractibility of Σm and Proposition 3.2.37 below.

Its proof is similar to the one of Proposition 3.2.15. For the seek of completeness we give the
details.
Proof of Proposition 3.2.24
We fix εm so small that Proposition 3.2.17 applies with l = m. Then we apply Corollary 3.2.11 with
ε = εm. We let L be the corresponding large number, so that if IIρ(u) ≤ −L, then d(eu1 ,Σm) <
εm. Hence for these ranges of u1 and u2, since the map u -→ eu is continuous from H1(Σ) into
L1(Σ), the projections Πεm,m from H1(Σ) onto Σm is well defined and continuous.

3.2.3 Projections of barycentric sets onto large negative sublevels of the
functionals IIA, IIQ, IIT and IIρ

In this Subsection, we prove that some suitable barycentric sets can be map in a nontrivial way
to some large negative sublevels of the Euler-Lagrange functionals IIA, IIQ, IIT , and IIρ. From
this results and the one of the previous Subsection, we have as a corollary that those negative
sublevels have the same homology as the corresponding barycentric sets. Hence the knowledge of
the homology of the barycentric set implies the one of the sublevels. For the purpose of clarity of
the exposition, we divide this Subsection into four Subsubsections devoted each to the treatment
of an Euler-Lagrange functional.

The case of IIA

Proposition 3.2.25. Let (M, g) be a compact closed n-dimensional smooth Riemannian man-
ifold with Pn

g non-negative and KerPn
g , R. Let Ψ be the map defined in Proposition 3.2.15 .

Then assuming k ≥ 1 (given as in (42)), for every L > 0 sufficiently large (such that Proposi-
tion 3.2.15 applies), there exists a map

Φλ̄ : Mk −→ H
n
2 (M) (3.22)

with the following properties
a)

IIA(Φλ̄(z)) ≤ −L for any z ∈ Mk; (3.23)
b)
Ψ ◦ Φλ̄ is homotopic to the identity on Mk.

We are going to make the proof of Proposition 3.2.25. For doing this, we start with some
technical estimates.

Technical estimates for Mapping Mk into large negative sublevels of IIA

In this Subparagraph we will define some test functions depending on a parameter λ and give
estimate of the quadratic part of the functional IIA on those functions as λ tends to infinity.
And as a corollary we define a continuous map from Mk into large negative sublevels of IIA.

For δ > 0 small, consider a smooth non-decreasing cut-off function χδ : R+ → R satisfying the
following properties (see [33]):






χδ(t) = t, for t ∈ [0, δ];
χδ(t) = 2δ, for t ≥ 2δ;
χδ(t) ∈ [δ, 2δ], for t ∈ [δ, 2δ].

(3.24)
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Then, given σ ∈ Mk, σ =
∑k

i=1 tiδxi and λ > 0, we define the function ϕλ,σ : M → R by

ϕλ,σ(y) =
1
n

log
k∑

i=1

ti

(
2λ

1 + λ2χ2
δ(di(y))

)n

(3.25)

where we have set
di(y) = dg(y, xi), xi, y ∈ M,

with dg(·, ·) denoting the distance function on M . We define also

dmin(y) = min
i

di(y). (3.26)

When n = 4m we set
Tnϕλ,σ = (−∆)mϕλ,σ, (3.27)

when n = 4m + 2 we set
Tnϕλ,σ = ∇((−∆)mϕλ,σ) (3.28)

when m = 4m + 1 we set
Tnϕλ,σ = (−∆)

1
4 (−∆)mϕλ,σ, (3.29)

and when n = 4m + 3 we set
Tnϕλ,σ = (−∆)

3
4 (−∆)mϕλ,σ, (3.30)

Now we state a Lemma giving an estimate (uniform in σ ∈ Mk) of
〈
Pn

g ϕλ,σ, ϕλ,σ

〉
as λ → +∞.

Lemma 3.2.26. Under the assumptions of Proposition 3.2.25, and for ϕλ,σ as in (3.25), let
ε > 0 small enough. Then as λ → +∞ one has

〈
Pn

g ϕλ,σ, ϕλ,σ

〉
≤ (4kcn + ε + oδ(1)) log λ + Cε,δ (3.31)

Proof. We divide the proof into two cases.
Case n even
We first give an estimate of

∫
M (Tnϕλ,σ)2 dVg and after use interpolation inequalities to conclude.

Let Θ be large and fixed, then by induction in the degree of differentiation we have that the
following pointwise estimates holds in ∪k

i=1Bxi(
Θ
λ ):

|Tnϕλ,σ| ≤ Cλ
n
2 , (3.32)

hence we obtain ∫

∪k
i=1Bxi (

Θ
λ )

(Tnϕλ,σ)2 dVg ≤ CΘn (3.33)

Now to have a further simplification of the expression of ϕσ,λ, it is convenient to get rid of the
cutoff functions χδ. In order to do this, we divide the set of points {x1, . . . , xk} in a suitable
way. Since the number k is fixed, there exists δ̂ and sets B1, . . . , Bj , j ≤ k with the following
properties 





C−1
k δ ≤ δ̂ ≤ δ

16 ;
B1 ∪ · · · ∪Bj = {x1, . . . , xk};
dist(xi, xs) ≤ δ̂ if xi, xs ∈ Ba;
dist(xi, xs) ≥ 4δ̂ if xi ∈ Ba, xs ∈ Bb, a 1= b,

(3.34)

where Ck is a positive constant depending only on k. Now we define

B̂a = {y ∈ M : dist(y, Ba) ≤ 2δ̂}. (3.35)

By definition of δ̂ it follows that

χδ(di(y)) = di(y), for xi ∈ Ba, y ∈ B̂a, (3.36)
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and
χδ(di(y)) ≥ 2δ̂, for xi ∈ Ba, y /∈ B̂a. (3.37)

Furthermore one has
B̂a ∩ B̂b = ∅ for a 1= b (3.38)

On the other hand it is also easy to see that the following holds,

|Tnϕλ,σ| ≤ Cδ̂ in M \ ∪j
a=1B̂a. (3.39)

Now set MΘ,σ,λ.δ̂ =
(
M \ ∪k

i=1Bxi(
Θ
λ )

)
∪

(
∪j

a=1Ba

)
. Since we are taking Θ large, then in the set

MΘ,σ,λδ̂ the following estimates hold:

(1 + λ2d2
i ) = (1 + oδ,Θ(1))λ2d2

i , ∂β(1 + λ2d2
i ) = (1 + oδ,Θ(1))λ2∂βd2

i ; for all muti-indices

β : |β| ≤ n

2
(3.40)

First let suppose k = 1 and after we treat the case k > 1. In the case k = 1 we have ϕσ,λ takes
the simple form

ϕσ,λ(x) = log
2λ

1 + λ2d2
1(x)

in MΘ,σ,λδ̂. (3.41)

Hence from (3.40) we obtain

∂βϕσ,λ = 2∂β log
1
d1

+ oδ,Θ(1)
1

d|β|1

for all multi-indices β : |β| ≤ n

2
(3.42)

So we have that
(Tnϕσ,λ)2 = 4(Tn log

1
d1

)2 + oδ,Θ(1)(
1
dn
1

). (3.43)

On the other hand we have that in geodesic coordinates around x1

(Tn log
1
d1

)2 ≤ cn

ωn−1rn
(1 + or(1)); (3.44)

Hence working now in geodesic polar coordinates we obtain
∫

MΘ,σ,λ.δ̂

(Tnϕσ,λ)2 ≤ 4cn log λ(1 + oδ,Θ(1)) + Cδ,Θ. (3.45)

So with what is said above we have that by fixing Θ large we arrive to
∫

M
(Tnϕσ,λ)2 ≤ 4cn log λ(1 + oδ(1)) + Cδ. (3.46)

Now let treat the case k > 1. For this let C large and let aj,σ,Θ,λ(x) = tj
(

2λ
1+λ2χ2

δ(di(x))

)n
. Next

for i ∈ {1, . . . , k} define the set Aλ,σ,i,C by the following formula.

Aλ,σ,i,Θ,C = {x ∈ MΘ,σ,λ,hatδ / ai,σ,λ(x) > Caj,σ,λ(x) for all j 1= i}. (3.47)

By definition of ϕσ,λ(x) and aj,σ,λ(x) we have that,

ϕλ,σ(x) =
1
n

log(
k∑

j=1

aj,σ,λ(x)) =
1
n

log(ai,σ,λ(x)) +
1
n

log



1 +
∑

j -=i

aj,σ,λ(x)
ai,σ,λ(x)



 in Aλ,σ,i,Θ,C .

(3.48)
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Moreover the following holds :

∑

j -=i

aj,σ,λ(x)
ai,σ,λ(x)

=
∑

j -=i

tj
ti

(
1 + λ2χδ(di)2

1 + λ2χδ(dj)2
)n. (3.49)

So By the above arguments we have that the following holds in Aλ,σ,i,Θ,C

∑

j -=i

aj,σ,λ(x)
ai,σ,λ(x)

=
∑

j -=i

tj
ti

(
1 + λ2d2

i

1 + λ2d2
j

)n = oΘ,C(1), (3.50)

hence from (3.40) we deduce that

∑

j -=i

tj
ti

d2n
j

d2n
i

= oδ,Θ,C(1). (3.51)

By differentiation and reasoning as in (3.40) we obtain

∂βϕλ,σ(x) = 2∂β log(
1
di

) + ∂β
∑

j -=i=k

tj
ti

(
1 + λ2d2

i

1 + λ2d2
j

)n + oΘ,C(1)(
1

d|β|i

) for all multi-indices

β : |β| ≤ n

2
;

where oΘ,C(1) → 0 as Θ, C → +∞. Hence using again (3.40) we obtain

∂βϕλ,σ(x) = 2∂β log(
1
di

) + (1 + oδ,Θ(1))
∑

j -=i

tj
ti

∂β(
d2

i

d2
j

)n + oΘ,C(1)(
1

d|β|i

) for all multi-indices

β : |β| ≤ n

2
(3.52)

Moreover by easy calculations we have that the folowing holds,

∂β(
d2

i

d2
j

)n = O((
d2

i

d2
j

)n 1

d|β|min

) for all multi-index β such that |β| ≤ n

2
. (3.53)

Hence we infer that
∑

j -=i

tj
ti

∂β(
d2

i

d2
j

)n =
∑

j -=i

tj
ti

d2n
j

d2n
i

O(
1

d|β|min

), (3.54)

so from (3.2.3) we obtain
∑

j -=i

tj
ti

∂β(
d2

i

d2
j

)n = oδ,Θ,C(1)(
1

d|β|min

). (3.55)

Hence we have that,

∂βϕλ,σ(x) = 2∂β log(
1
di

) + oδ,Θ,C(1)(
1

d|β|min

) for all multi-index β such that |β| ≤ n

2
. (3.56)

Now define the set M̃Θ,σ,λ,δ̂ = ∪k
i=1Ai,σ,λ,Θ,C . Since (Ai,σ,λ,Θ,C)i=1,...,k are disjoint, then we have

that
∫

fMΘ,σ,λ,δ̂

(Tnϕλ,σ)2 dVg =
k∑

i=1

∫

Aλ,σ,i,Θ,C

(Tnϕλ,σ)2 dVg =
k∑

i=1

∫

Aλ,σ,i,Θ,C∩({di≥Θ
λ })

(Tnϕλ,σ)2 dVg.

(3.57)
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From (3.56) we have that,

∫

fMΘ,σ,λ,δ̂

(Tnϕλ,σ)2 dVg =
k∑

i=1

∫

Aλ,σ,i,Θ,C∩({di≥Θ
λ })

(
4(Tn log(

1
di

))2 + oδ,Θ,C(1)(
1

dn
min

)
)

dVg.

(3.58)
On the other hand working in polar coordinates we have that

(Tn log(
1
di

))2 ≤ cn

ωn−1rn
(1 + or(1)); (3.59)

hence we obtain
∫

Aλ,σ,i,θ,C∩({di≥Θ
λ })

[
4(Tn log(

1
di

))2 + oδ,Θ,C(1)(
1

dn
min

)
]

dVg ≤ (4cn + oδ,Θ,C(1)) log λ + Cδ,δ̂,Θ,C ,

(3.60)
hence we have that

∫

fMΘ,σ,λ,δ̂

(Tnϕλ,σ)2 dVg ≤ (4kcn + oδ,Θ,C(1)) log λ + Cδ,Θ,C . (3.61)

Now let us estimate
∫

MΘ,σ,λ,δ̂\fMΘ,σ,λ,δ̂
(Tnϕλ,σ)2 dVg

First of all we give a characterization of the set MΘ,σ,λ \M̃Θ,σ,λ. We have that the following holds

MΘ,σ,λ,δ̂\M̃Θ,σ,λ,δ̂ = {x ∈ MΘ,σ,λ : ∀i there exists an index j 1= i such that ai,σ,λ(x) ≤ Caj,σ,λ(x)}.

Hence we have that x ∈ MΘ,σ,λ,δ̂ \ M̃Θ,σ,λ,δ̂ is equivalent also to the fact that

∀i there exists an index j 1= i such that d2
i (x) ≥ t

1
n
i

C
1
n t

1
n
j

(1 + oδ,Θ(1))d2
j (x).

So from this fact an using an iterative argument we have that if x ∈ MΘ,σ,λ,δ̂ \ M̃Θ,σ,λ,δ̂ then

∃j 1= i such that C−1
t

1
n
j

t
1
n
i

d2
i (x)(1 + oΘ,C(1)) ≤ d2

j (x) ≤ C
t

1
n
j

t
1
n
i

d2
i (x)(1 + oΘ,C(1)). (3.62)

Hence the following holds :

there exists l = l(k) ∈ N such that MΘ,σ,λ,δ̂ \ M̃Θ,σ,λ,δ̂ ⊂ ∪
k
i=1Ai,

where Ai is the annulus
Ai = Byi(bi) \ Byi(ai),

with yi ∈ {x1, . . . , xk} and bi
ai
≤ CΘ,C,k.

On the other hand reasoning as in (3.53) we have that

|Tnϕλ,σ| = O(
1

d
n
2
min

) in MΘ,σ,λ \ M̃Θ,σ,λ. (3.63)

Hence working again on polar coordinates as for (3.64) we find that
∫

MΘ,σ,λ\fMΘ,σ,λ

(Tnϕλ,σ)2 dVg ≤ CC,Θ. (3.64)

So from (3.33), (3.61) and (3.64), by fixing C and Θ large enough we obtain we obtain
∫

M
(Tnϕλ,σ)2 dVg ≤ (4kcn + oδ(1)) log λ + Cδ. (3.65)
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Hence we obtain for every k ≥ 1
∫

M
(Tnϕλ,σ)2 dVg ≤ (4kcn + oδ(1)) log λ + Cδ. (3.66)

Now let us estimate
〈
Pn

g ϕλ,σ, ϕλ,σ

〉
. We have from the self-adjointness of Pn

g and the fact that
it annihilates constants that the following holds,

〈
Pn

g ϕλ,σ, ϕλ,σ

〉
=

〈
Pn

g (ϕλ,σ − ϕλ,σ), ϕλ,σ − ϕλ,σ

〉
.

Hence using interpolation inequalities (see [55]) we have that

〈
Pn

g ϕλ,σ, ϕλ,σ

〉
≤ (1 + ε)

∫

M
(Tnϕλ,σ)2 dVg + Cε

∫

M
|ϕλ,σ − ϕλ,σ|2dVg. (3.67)

We notice first that the following fact holds true as one can check easily,

ϕλ,σ(x) = log
2λ

1 + 4λ2δ2
, for y ∈ M \ ∪k

i=1Bxi(2δ); (3.68)

log
2λ

1 + 4λ2δ2
≤ ϕλ,σ(x) ≤ log 2λ in ∪k

i=1 Bxi(2δ); (3.69)

and
log

2λ

1 + 4λ2δ2
≤ ϕλ,σ(x) ≤ log

2λ

1 + χ2
δ(dmin(x))

. (3.70)

Next let us estimate
∫

M |ϕλ,σ − ϕλ,σ|2dVg. By remarking the trivial identity

ϕσ,λ − log
2λ

1 + 4λ2δ2
=

1
V olg(M)

∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)dVg (3.71)

we have, by the bilinearity of the inner product that the following holds
∫

M
(ϕσ,λ − ϕσ,λ)2dVg =

∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)2dVg −

2
V olg(M)

(∫

M
ϕσ,λ − log

2λ

1 + 4λ2δ2
dVg

)2

+V olg(M)| log
2λ

1 + 4λ2δ2
− ϕσ,λ|2,

hence we find
∫

M
(ϕσ,λ−ϕσ,λ)2dVg ≤

∫

M
(ϕσ,λ− log

2λ

1 + 4λ2δ2
)2dVg + V olg(M)| log

2λ

1 + 4λ2δ2
−ϕσ,λ|2. (3.72)

So in order to estimate
∫

M (ϕσ,λ − ϕσ,λ)2 dVg it suffices to do it for
∫

M (ϕσ,λ−log 2λ
1+4λ2δ2 )2dVg and

for
∫

M (ϕσ,λ − log 2λ
1+4λ2δ2 )dVg.

Let us first estimate
∫

M (ϕσ,λ − log 2λ
1+4λ2δ2 )dVg. From (3.68) the following holds

∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)dVg =

∫

∪k
i=1Bxi (2δ)

(ϕσ,λ − log
2λ

1 + 4λ2δ2
)dVg. (3.73)

Using (3.70) we have that the following holds
∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)dVg ≤

k∑

i=1

∫

Bxi (2δ)
(log

2λ

1 + 4λ2χ2
δ(di)

− log
2λ

1 + 4λ2δ2
)dVg. (3.74)

Now working in geodesic normal coordinates around the points xi we find
∫

Bxi (2δ)
(log

2λ

1 + 4λ2χ2
δ(di)

− log
2λ

1 + 4λ2δ2
)dVg ≤C

∫ δ

0
sn−1

(
log

1 + 4λ2δ2

1 + λ2s2

)
ds

+C

∫ 2δ

δ

(
log

1 + 4λ2δ2

1 + λ2χ2
δ(s)

)
ds.

(3.75)
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Now recalling that χδ is non-decreasing we have that

∫

Bxi (2δ)
(log

2λ

1 + 4λ2χ2
δ(di)

− log
2λ

1 + 4λ2δ2
)dVg ≤ C

∫ δ

0
sn−1

(
log

1 + 4λ2δ2

1 + λ2s2

)
ds+O(δn). (3.76)

On the other hand by performing the change of variables λs = z we obtain

∫ δ

0
sn−1

(
log

1 + 4λ2δ2

1 + λ2s2
ds

)
≤ 1

λn

∫ δ
√

λ

0
zn−1 log

1 + 4λ2δ2

1 + z2
dz +

1
λn

∫ δλ

δ
√

λ
zn−1 log

1 + 4λ2δ2

1 + z2
dz

(3.77)
It is easy to see that the following holds

1
λn

∫ δ
√

λ

0
zn−1 log

1 + 4λ2δ2

1 + z2
dz = O(δnλ−

n
2 log λ), (3.78)

and
1
λn

∫ δλ

δ
√

λ
zn−1 log

1 + 4λ2δ2

1 + z2
dz = O(δn). (3.79)

Therefore we obtain
∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)dVg ≤ O(δnλ−

n
2 log λ) + O(δn). (3.80)

Furthermore using the same procedure one finds
∫

M
(ϕσ,λ − log

2λ

1 + 4λ2δ2
)2dVg ≤ O(δnλ−

n
2 (log λ)2) + O(δn). (3.81)

Hence using (3.80), (3.81) and (3.71) we obtain
∫

M
(ϕσ,λ − ϕσ,λ)2dVg ≤ oδ(1) log λ + Cδ. (3.82)

From (3.82), (3.67) and (3.65), the Lemma is proved.
Case n odd
We first remark that as soon we have the formula (3.66) in the even case the same proof holds.
Now following the proof of the even case, we have that everything remain true up formula (3.42),
that is

∂βϕσ,λ = 2∂β log
1
d1

+ oδ,Θ(1)
1

d|β|1

for all multi-indices β : |β| ≤ n

2
. (3.83)

Hence we obtain
(Tnϕσ,λ)2 = 4(Tn log

1
d1

)2 + oδ,Θ(1)(Tn
1
d1

)2. (3.84)

On the other hand working in geodesic polar coordinates and reasoning as in the proof of the
asymptotics of the Green function Pn

g in the odd case, we obtain

(Tn log
1
d1

)2 ≤ cn

ωn−1rn
(1 + or(1)). (3.85)

Now by using the definition of (−∆) 1
4 or (−∆) 3

4 and still by reasoning as in the odd case for the
asymptotics for the Green function for Pn

g , we find by easy calculations

Tn
1
d1

= o(
1

r
n
2

). (3.86)
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Hence at this step we can continue the proof of the even case to get the estimate for the case
k = 1. Now let show the adaptations to do to get the case k > 1. Focusing on two steps, we
follow the proof in the even case up to formula 3.56 that we recall

∂βϕλ,σ(x) = 2∂β log(
1
di

) + oδ,Θ,C(1)(
1

d|β|min

) for all multi-index β such that |β| ≤ n

2
. (3.87)

Hence from this we obtain

(Tnϕλ,σ)2 = 4(Tn log(
1
di

))2 + oδ,Θ,C(1)((Tn
1

dmin
)2). (3.88)

So reasoning as in the case k = 1 we can continue the proof in the even case up to arriving to the
formula (3.61). Moreover to continue the proof of the even case we need only one more adaptation
to obtain our result which is the formula (3.63). To do this we still argue as in the case k = 1.
Hence continuing to adapt the proof for the even case we get our Lemma.

Next we state a lemma giving estimates of the remainder part of the functional IIA along ϕσ,λ.
The proof is the same as formula 40 and formula 41 in the proof of Lemma 4.3 in [33].

Lemma 3.2.27. Suppose ϕσ,λ as in (3.25). Then as λ → +∞ one has
∫

M
Qn

g ϕσ,λ = −κP n log λ + O(δn log λ) + O(log δ) + O(1); (3.89)

log
∫

M
enϕσ,λ = O(1). (3.90)

Now for λ > 0 we define the map Φλ : Mk → H
n
2 (M) by the following formula

∀ σ ∈ Mk Φλ(σ) = ϕσ,λ. (3.91)

We have the following Lemma which is a trivial application of Lemmas 3.2.26 and 3.2.27.

Lemma 3.2.28. Under the assumptions of Proposition 3.2.25, and for k ≥ 1 (given as in (42) ),
given any L > 0 , there exists a small δ and a large λ̄ such that II(Φλ̄(σ)) ≤ −L for every
σ ∈ Mk.

Now we are ready to make the proof of Proposition
Proof. The statement (a) follows from Lemma 3.2.28. To prove (b) it is sufficient to consider
the family of maps Tλ : Mk → Mk defined by

Tλ(σ) = Ψ(Φ(σ)), σ ∈ Mk

We recall that when λ is sufficiently large this composition is well defined. Therefore , since
enϕσ,λR

M enϕσ,λ dVg
⇀ σ in the weak sens of distributions, letting λ → +∞ we obtain an homotopy

between Ψ ◦ Φ and IdMk . This conclude the proof.

The case of IIQ

Proposition 3.2.29. Let (M, g) be a compact four dimensional smooth Riemannian manifold
with smooth boundary such that P 4,3

g is non-negative and KerP 4,3
g , R. Let Ψ be the map defined

in Proposition 3.2.18 . Then assuming k ≥ 1 (given as in (45)), for every L > 0 sufficiently large
(such that Proposition 3.2.18 applies), there exists a map

Φλ̄ : (M∂)k −→ H ∂
∂n

with the following properties
a)

II(Φλ̄(z)) ≤ −L for any z ∈ (M∂)k;
b)
Ψ ◦ Φλ̄ is homotopic to the identity on (M∂)k.
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To prove Proposition 3.2.29, we start as in the previous Proposition by giving some technical
estimates.

Some technical estimates
As in the case of IIA, we are going to define some test functions depending on a real parame-
ter λ and give estimate of the quadratic part of the functional IIQ on those functions as λ tends
to infinity. And as a corollary we define a continuous map from (M∂)k into large negative sub-
levels of IIQ.
For δ > 0 small, consider a smooth non-decreasing cut-off function χδ : R+ → R defined as above
see ( case IIA). Then, given σ = σint + σbdry ∈ (M∂)k, σint =

∑h
i=1 tiδxi , σbdry =

∑l
i=1 siδqi

and λ > 0, we define the function ϕλ,σ,int : M → R, ϕλ,σ,bdry : M → R and ϕλ,σ : M → R as
follows

ϕλ,σ,int(y) =
1
4

log

[
h∑

i=1

ti

(
2λ

1 + λ2χ2
δ(d1,i(y))

)4
]

;

ϕλ,σ,bdry(y) =
1
4

log

[
l∑

i=1

si

(
2λ

1 + λ2χ2
δ(d2,i(y))

)4
]

and
ϕλ,σ = ϕλ,σ,int + ϕλ,σ,bdry (3.92)

where we have set
d1,i(y) = dg(y, xi), xi ∈ int(M), y ∈ M, ;

d2,i(y) = dg(y, qi), qi ∈ ∂M, y ∈ M, ;

with dg(·, ·) denoting the Riemannian distance on M .
Now we state a Lemma giving an estimate (uniform in σ ∈ (M∂)k) of the quadratic part〈
P 4,3

g ϕλ,σ, ϕλ,σ

〉
of the Euler functional II as λ → +∞. Its proof is a straightforward adap-

tation of the arguments in the case of IIA with the dimension beeing 4.

Lemma 3.2.30. Under the assumptions of Proposition 3.2.29 and for ϕλ,σ as in (3.92), let ε >
0 small enough. Then as λ → +∞ one has

〈
P 4,3

g ϕλ,σ, ϕλ,σ

〉
≤ (16π2k + ε + oδ(1)) log λ + Cε,δ (3.93)

Next we state a lemma giving estimates of the remainder part of the functional IIQ along ϕσ,λ.
The proof is the same as the one of formulas (40) and (41) in the proof of Lemma 4.3 in [33].

Lemma 3.2.31. Suppose ϕσ,λ as in (3.92). Then as λ → +∞ one has
∫

M
Qgϕσ,λdVg = −κP 4

g
log λ + O(δ4 log λ) + O(log δ) + O(1);

∫

∂M
Tgϕσ,λdVg = −κP 3

g
log λ + O(δ3 log λ) + O(log δ) + O(1);

and
log

∫

M
e4ϕσ,λ = O(1).

Now for λ > 0 we define the map Φλ : (M∂)k → H ∂
∂n

by the following formula

∀ σ ∈ Mk Φλ(σ) = ϕσ,λ.

We have the following Lemma which is a trivial application of Lemmas 3.2.30 and 3.2.31.
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Lemma 3.2.32. Under the assumptions of Proposition 3.2.29 and for k ≥ 1 (given as in (45) ),
given any L > 0 large enought, there exists a small δ and a large λ̄ such that II(Φλ̄(σ)) ≤ −L for
every σ ∈ (M∂)k.

Now we are ready to give the proof of Proposition.
Proof. The statement (a) follows from Lemma 3.2.32. To prove (b) it is sufficient to consider
the family of maps Tλ : (M∂)k → (M∂)k defined by

Tλ(σ) = Ψ(Φλ(σ)), σ ∈ Mk

We recall that when λ is sufficiently large, then this composition is well defined. Therefore ,
since e4ϕσ,λ

R
M e4ϕσ,λdVg

⇀ σ in the weak sens of distributions, letting λ → +∞ we obtain an homotopy
between Ψ ◦ Φ and Id(M∂)k

. This concludes the proof.

The case of IIT

Proposition 3.2.33. Let (M, g) be a compact four dimensional smooth Riemannian manifold
with smooth boundary such that P 4,3

g is non-negative and KerP 4,3
g , R. Let Ψ be the map defined

in Proposition 3.2.15 . Then assuming k ≥ 1 (given as in (47)), for every L > 0 sufficiently large
(such that Proposition 3.2.15 applies), there exists a map

Φλ̄ : ∂Mk −→ H ∂
∂n

with the following properties
a)

II(Φλ̄(z)) ≤ −L for any z ∈ ∂Mk;

b)
Ψ ◦ Φλ̄ is homotopic to the identity on ∂Mk.

Some technical estimates
As above, we are going to define some test functions depending on a real parameter λ and give
estimate of the quadratic part of the functional IIT on those functions as λ tends to infinity.
And as a corollary we define a continuous map from ∂Mk into large negative sublevels of IIT .
For δ > 0 small, let χδ : R+ → R be as in the case of IIA.
Then, given σ =∈ ∂Mk, σ =

∑k
i=1 tiδxi and λ > 0, we define the function ;ϕλ,σ : M → R as

follows

ϕλ,σ(y) =
1
3

log

[
k∑

i=1

ti

(
2λ

1 + λ2χ2
δ(di(y))

)3
]

; (3.94)

where we have set
di(y) = dg(y, xi), xi ∈ ∂M, y ∈ M, ;

with dg(·, ·) denoting the Riemannian distance on M .
Now we state a Lemma giving an estimate (uniform in σ ∈ ∂Mk) of the quadratic part

〈
P 4,3

g ϕλ,σ, ϕλ,σ

〉
of

the Euler functional II as λ → +∞. Its proof is a straightforward adaptation of the arguments
in Lemma 4.5 in [69].

Lemma 3.2.34. Under the assumptions of Proposition 3.2.33 and for ϕλ,σ as in (3.94), let ε >
0 small enough. Then as λ → +∞ one has

〈
P 4,3

g ϕλ,σ, ϕλ,σ

〉
≤ (16π2k + ε + oδ(1)) log λ + Cε,δ (3.95)

Next we state a lemma giving estimates of the remainder part of the functional IIT along ϕσ,λ.
The proof is the same as the one of formulas (40) and (41) in the proof of Lemma 4.3 in [33].
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Lemma 3.2.35. Suppose ϕσ,λ as in (3.94). Then as λ → +∞ one has
∫

M
Qgϕσ,λdVg = −κP 4

g
log λ + O(δ4 log λ) + O(log δ) + O(1);

∫

∂M
Tgϕσ,λdVg = −κP 3

g
log λ + O(δ3 log λ) + O(log δ) + O(1);

and
log

∫

∂M
e3ϕσ,λ = O(1).

Now for λ > 0 we define the map Φλ : ∂Mk → H ∂
∂n

by the following formula

∀ σ ∈ ∂Mk Φλ(σ) = ϕσ,λ.

We have the following Lemma which is a trivial application of Lemmas 3.2.34 and 3.2.35.

Lemma 3.2.36. Under the assumptions of Proposition 3.2.33 and for k ≥ 1 (given as in (47) ),
given any L > 0 large enough there exists a small δ and a large λ̄ such that II(Φλ̄(σ)) ≤ −L for
every σ ∈ ∂Mk.

Now we are ready to make the proof fo Proposition.
Proof. The statement (a) follows from Lemma 3.2.36. To prove (b) it is sufficient to consider
the family of maps Tλ : ∂Mk → ∂Mk defined by

Tλ(σ) = Ψ(Φλ(σ)), σ ∈ ∂Mk

We recall that when λ is sufficiently large, then this composition is well defined. Therefore , since
e3ϕσ,λ

R
∂M e3ϕσ,λ dSg

⇀ σ in the weak sens of distributions, letting λ → +∞ we obtain an homotopy
between Ψ ◦ Φ and Id∂Mk . This concludes the proof.

The case of IIρ

As in the other cases, here also our goal is to map non trivially Σm into arbitrarily negative
sublevels of IIρ. In order to do this, we need some preliminary notation. Given σ ∈ Σm, σ =∑m

i=1 tiδxi and λ > 0, we define the function ϕλ,σ : Σ → R by

ϕλ,σ(y) = log
m∑

i=1

ti

(
λ

1 + λ2d2
i (y)

)2

, (3.96)

where we have set
di(y) = dg(y, xi), xi, y ∈ Σ.

We point out that, since the distance from a fixed point of Σ is a Lipschitz function, ϕλ,σ(y) is
also Lipschitz in y, and hence it belongs to H1(Σ).

Proposition 3.2.37. Suppose m is a positive integer, and suppose that ρ1 ∈ (4πm, 4π(m + 1)),
and that ρ2 < 4π. For λ > 0 and for σ ∈ Σm, we define Φ :Σ m → H1(Σ)×H1(Σ) as

(Φ(σ))(·) = (Φ(σ)1(·),Φ(σ)2(·)) :=
(

ϕλ,σ(·),−1
2
ϕλ,σ(·)

)
, (3.97)

where ϕλ,σ is given in (3.96). Then for L sufficiently large there exists λ > 0 such that

(i) IIρ(Φ(σ)) ≤ −L uniformly in σ ∈ Σm;
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(ii) Ψ ◦ Φ is homotopic to the identity on Σm,

where Ψ is defined in Proposition 3.2.24, and where we assume L to be so large that Ψ is well
defined on {IIρ ≤ −L}.

Proof. The main ideas follow the strategy in the case IIA, and in [33], but for the reader’s
convenience we present here a simplified argument (for the H2 setting in [33] and H

n
2 as above,

it was necessary to introduce a cutoff function on the distances di which made the computations
more involved).

The proof of (i) relies on showing the following two pointwise estimates on the gradient of ϕλ,σ

|∇ϕλ,σ(y)| ≤ Cλ; for every y ∈ Σ, (3.98)

where C is a constant independent of σ and λ, and

|∇ϕλ,σ(y)| ≤ 4
dmin(y)

where dmin(y) = min
i=1,...,m

d(y, xi). (3.99)

For proving (3.98) we notice that the following inequality holds

λ2d(y, xi)
1 + λ2d2(y, xi)

≤ Cλ, i = 1, . . . ,m, (3.100)

where C is a fixed constant (independent of λ and xi). Moreover we have

∇ϕλ,σ(y) = −2λ2

∑
i ti(1 + λ2d2

i (y))−3∇y(d2
i (y))∑

j tj(1 + λ2d2
j (y))−2

. (3.101)

Using the fact that |∇y(d2
i (y))| ≤ 2di(y) and inserting (3.100) into (3.101) we obtain immediately

(3.98). Similarly we find

|∇ϕλ,σ(y)| ≤ 4λ2

∑
i ti(1 + λ2d2

i (y))−3di(y)∑
j tj(1 + λ2d2

j (y))−2
≤ 4λ2

∑
i ti(1 + λ2d2

i (y))−2 di(y)
λ2d2

i (y)∑
j tj(1 + λ2d2

j (y))−2

≤ 4

∑
i ti(1 + λ2d2

i (y))−2 1
dmin(y)∑

j tj(1 + λ2d2
j (y))−2

≤ 4
dmin(y)

,

which is (3.99).
Now, using (3.98), (3.99) and the fact that ∇Φ(σ)2 = − 1

2∇Φ(σ)1, one easily finds that

1
2

2∑

i,j=1

∫

Σ
aij(∇Φ(σ)i) · (∇Φ(σ)j)dVg ≤ C + 4

∫

Σ\∪iB 1
λ

(xi)

1
d2

min(y)
dVg(y).

Reasoning as in [33] one can show that
∫

Σ\∪iB 1
λ

(xi)

1
d2

min(y)
dVg(y) ≤ 8πm(1 + oλ(1)) log λ, (oλ(1) → 0 as λ → +∞),

and that
∫

Σ
ϕλ,σdVg = −2(1+oλ(1)) log λ; log

∫

Σ
eϕλ,σdVg = O(1); log

∫

Σ
e−

1
2 ϕλ,σdVg = (1+oλ(1)) log λ.

Using the last four inequalities one then obtains

IIρ(Φ(σ)) ≤ (8mπ − 2ρ1 + oλ(1)) log λ + C,
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where C is independent of λ and σ. Since we are assuming that ρ1 is bigger than 4mπ, we achieve
(i).

To prove (ii) it is sufficient to consider the family of maps Tλ : Σm → Σm defined by

Tλ(σ) = Ψ(Φλ(σ)), σ ∈ Σm.

We recall that when λ is sufficiently large this composition is well defined. Therefore, since
eϕλ,σR

Σ eϕλ,σ dVg
⇀ σ in the weak sense of distributions, letting λ →∞ we obtain an homotopy between

Ψ ◦ Φ and IdΣm . This concludes the proof.

Remark 3.2.38. We point out that, fixing ξ1 ∈ R2, the choice of ξ2 which minimizes the quadratic
form

∑
i,j aijξ1 · ξj is ξ2 = − 1

2ξ1. This motivates the coefficient − 1
2 in the second component of

Φ.

3.3 Min-max schemes for existence of solutions

In this Section, we perform the min-max schemes in order to get the existence results corresponding
to the problems of prescribing Q-curvature in arbitrary dimensions, Q-curvature and boundary
T -curvature of four manifolds with boundary and the generalized 2 × 2 Toda system. For the
purpose of clarity, we will divide it into four Subsections. The first one is concerned about the
prescribed Q-curvature problem in arbitrary dimensions. The second one deals with the probem
of finding constant Q-curvature conformal metrics on four dimensional manifolds with boundary.
In the third one, we threat the problem of existence of constant T -curvature conformal metrics
on four dimensional Riemannian manifolds with boundary. And finally in the last one, we deal
with the generalized 2× 2 Toda system.

As said above, we start with the prescribed Q-curvature problem in arbitrary dimensions.

3.3.1 Min-max for the existence of constant Q-curvature metrics in ar-
bitrary dimensions

In this Subsection we provide the proof of Theorem 0.2.13. As said in the Introduction we will
suppose that Pn

g is non-negative and (42) holds.

First of all, we introduce the min-max scheme which provides existence of solutions . Let
M̂k denote the (contractible) cone over Mk, which can be represented as M̂k = (Mk×[0, 1]) with Mk×
0 collapsed to a single point. Next let L be so large that Proposition 3.2.15 applies with L

4 , and
then let λ̄ be so large ( that Proposition 3.2.25 applies for this value of L). Fixing λ̄, we define
the following class.

IIA,λ̄ = {π : M̂k → H
n
2 (M) : π is continuous and π(· × 1) = Φλ̄(·)}. (3.102)

Then we have the following properties.

Lemma 3.3.1. The set IIA,λ̄ is non-empty and moreover, letting

IIA,λ̄ = inf
π∈IIA,λ̄

sup
m∈dMk,

IIA(π(m)), there holds IIA,λ̄ > −L

2
.

Proof. The proof is the same as the one of Lemma 5.1 in [33]. But we will repeat it for the
reader’s convenience.
To prove that IIA,λ̄ is non-empty, we just notice that the following map

π̄(·, t) = tΦλ̄(·) (3.102)
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belongs to IIA,λ̄. Now to prove that IIA,λ̄ > −L
2 , let us argue by contradiction. Suppose that

IIA,λ̄ ≤ −L
2 : then there exists a map π ∈ IIA,λ̄ such that supm∈dMk

II(π(m)) ≤ − 3
8L. Hence

since Proposition 3.2.15 applies with L
4 , writing m = (z, t) with z ∈ Mk we have that the map

t → Ψ ◦ π(·, t)

is an homotopy in Mk between Ψ ◦ Φλ̄ and a constant map. But this is impossible since Mk is
non-contractible and Ψ ◦ Φλ̄ is homotopic to the identity by Proposition 3.2.25.

Next we introduce a variant of the above minimax scheme, following [33] and [80]. For µ in a
small neighborhood of 1, [1−µ0, 1 + µ0], we define the modified functional IIA,µ : H

n
2 (M) → R

IIA,µ(u) = n
〈
Pn

g u, u
〉

+ 2nµ

∫

M
Qn

g udVg − 2µκP n log
∫

M
enudVg; u ∈ H

n
2 (M). (3.103)

Following the estimates of the previous section, one easily checks that the above minimax scheme
applies uniformly for µ ∈ [1 − µ0, 1 + µ0] and for λ̄ sufficiently large. More precisely, given any
large number L > 0, there exist λ̄ sufficiently large and µ0 sufficiently small such that

sup
π∈IIA,λ̄

sup
m∈∂dMk

IIA,µ(π(m)) < −2L; IIA,µ,λ̄ = inf
π∈IIA,λ̄

sup
m∈dMk

IIA,µ(π(m)) > −L

2
;

µ ∈ [1− µ0, 1 + µ0],
(3.104)

where IIA,λ̄ is defined as in (3.102). Moreover, using for example the test map, one shows that
for µ0 sufficiently small there exists a large constant L̄ such that

IIA,µ,λ̄ ≤ L̄, for every µ ∈ [1− µ0, 1 + µ0]. (3.105)

We have the following result regarding the dependence in µ of the minimax value IIA,µ,λ̄.

Lemma 3.3.2. Let λ̄ and µ0 such that (3.104) holds. Then the function

µ →
IIA,µ,λ̄

µ
is non-increasing in [1− µ0, 1 + 1− µ0]

Proof. For µ ≥ µ
′
, there holds

IIA,µ,λ̄(u)
µ

−
IIA,µ′ ,λ̄(u)

µ′
=

n

2

(
1
µ
− 1

µ′

) 〈
Pn

g u, u
〉

(3.106)

Therefore it follows easily that also

IIA,µ,λ̄

µ
−

IIA,µ′ ,λ̄

µ′
≤ 0, (3.107)

hence the Lemma is proved.

From this Lemma it follows that the function µ → IIA,µ,λ̄

µ is a.e. differentiable in [1−µ0, 1+µ0],
and we obtain the following corollary.

Corollary 3.3.3. Let λ̄ and µ0 be as in Lemma 3.3.2, and let Λ ⊂ [1−µ0, 1+µ0] be the (dense) set
of µ for which the function IIA,µ,λ̄

µ is differentiable. Then for µ ∈ Λ the functional IIA,µ possesses
a bounded Palais-Smale sequence (ul)l at level IIA,µ,λ̄.
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Proof. The existence of Palais-Smale sequence (ul)l at level IIA,µ,λ̄ follows from the esti-
mates (3.104) and the Remark 3.1.1. Now applying Theorem 3.1.2, we get the boundedness.

Next we state a Proposition saying that bounded Palais-Smale sequence of IIA,µ converges weakly
(up to a subsequence) to a solution of the perturbed problem. The proof is the same as the one
of Proposition 5.5 in [33].

Proposition 3.3.4. Suppose (ul)l ⊂ H
n
2 (M) is a sequence for which

IIA,µ(ul) → c ∈ R; II
′

A,µ[ul] → 0;
∫

M
enuldVg = 1 ‖ul‖H

n
2 (M)

≤ C.

Then (ul) has a weak limit u0 (up to a subsequence) which satisfies the following equation:

Pn
g u + µQn

g = µκP nenu in M.

Now we are ready to make the proof of Theorem 0.2.13.

Proofof Theorem 0.2.13

By Lemma 3.3.2, Corollary 3.3.3 and Proposition 3.3.4, we have that there exists a sequence µl →
1 and ul such that the following holds :

Pn
g u + µlQ

n
g = µlκP nenul in M.

Now since κP n =
∫

M Qn
g dVg then applying corollary 0.2.7 with Ql = µlQn

g and Q̄l = µlκP n we
have that ul is bounded in Cα for every α ∈ (0, 1). Hence up to a subsequence it converges
uniformly to a solution of (12). Hence Theorem 0.2.13 is proved.

Next, we discuss the min-max scheme for the prescribed Q-curvature problem on four manifolds
with boundary.

3.3.2 Min-max for the existence of constant Q-curvature metrics on
four manifolds with boundary

In this Subsection we give the proof of Theorem 0.2.16. As already said in the Introduction, we
suppose that P 4,3

g is non-negative and (45) holds.
We start by definning the min-max scheme. To do so, we let (̂M∂)k denote the (contractible) cone
over (M∂)k, which can be represented as (̂M∂)k = ((M∂)k × [0, 1]) with (M∂)k × 0 collapsed to a
single point. Next, we choose L be so large that Proposition 3.2.18 applies with L

4 , and then let
λ̄ be so large that Proposition 3.2.29 applies for this value of L). Fixing λ̄, we define the following
class.

IIQ,λ̄ = {π : (̂M∂)k → H ∂
∂n

: π is continuous and π(· × 1) = Φλ̄(·)}. (3.108)

We then have the following properties.

Lemma 3.3.5. The set IIQ,λ̄ is non-empty and moreover, letting

IIQ,λ̄ = inf
π∈IIQ,λ̄

sup
m∈ ̂(M∂)k,

IIQ(π(m)), there holds IIQ,λ̄ > −L

2
.

Proof. The proof is the same as the one of Lemma 5.1 in [33]. But we will repeat it for the
reader’s convenience.
To prove that IIQ,λ̄ is non-empty, we just notice that the following map

π̄(·, t) = tΦλ̄(·)
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belongs to IIQ,λ̄. Now to prove that IIQ,λ̄ > −L
2 , let us argue by contradiction. Suppose that

IIQ,λ̄ ≤ −L
2 : then there exists a map π ∈ IIQ,λ̄ such that sup

m∈(̂M∂)k
IIQ(π(m)) ≤ − 3

8L.
Hence since Proposition 3.2.15 applies with L

4 , writing m = (z, t) with z ∈ (M∂)k we have that
the map

t → Ψ ◦ π(·, t)

is an homotopy in (M∂)k between Ψ ◦ Φλ̄ and a constant map. But this is impossible since
(M∂)k is non-contractible and Ψ ◦ Φλ̄ is homotopic to the identity by Proposition 3.2.29.

Next we introduce a variant of the above minimax scheme as in the previous subsection. For µ in
a small neighborhood of 1, [1− µ0, 1 + µ0], we define the modified functional IIQ,µ : H ∂

∂n
→ R

IIQ,µ(u) =
〈
P 4,3

g u, u
〉

+ 4µ

∫

M
QgudVg + 4µ

∫

∂M
TgudSg − 4µκ(P 4,P 3) log

∫

M
e4udVg; u ∈ H ∂

∂n
.

(3.108)
Following the estimates of the previous section, one easily checks that the above minimax scheme
applies uniformly for µ ∈ [1 − µ0, 1 + µ0] and for λ̄ sufficiently large. More precisely, given any
large number L > 0, there exist λ̄ sufficiently large and µ0 sufficiently small such that

sup
π∈IIQ,λ̄

sup
m∈∂(̂M∂)k

IIQ,µ(π(m)) < −2L; IIQ,µ,λ̄ = inf
π∈IIQ,λ̄

sup
m∈(̂M∂)k

IIQ,µ(π(m)) > −L

2
;

µ ∈ [1− µ0, 1 + µ0],
(3.109)

where IIQ,λ̄ is defined as in (3.108). Moreover, using for example the test map, one shows that
for µ0 sufficiently small there exists a large constant L̄ such that

IIQ,µ,λ̄ ≤ L̄, for every µ ∈ [1− µ0, 1 + µ0]. (3.110)

We have the following result regarding the dependence in µ of the minimax value IIQ,µ,λ̄.

Lemma 3.3.6. Let λ̄ and µ0 such that (3.109) holds. Then the function

µ →
IIQ,µ,λ̄

µ
is non-increasing in [1− µ0, 1 + 1− µ0]

Proof. For µ ≥ µ
′
, there holds

IIQ,µ,λ̄(u)
µ

−
IIQ,µ′ ,λ̄(u)

µ′
=

(
1
µ
− 1

µ′

) 〈
P 4,3

g u, u
〉

Therefore it follows easily that also

IIQ,µ,λ̄

µ
−

IIQ,µ′ ,λ̄

µ′
≤ 0,

hence the Lemma is proved.

From this Lemma it follows that the function µ → IIQ,µ,λ̄

µ is a.e. differentiable in [1−µ0, 1+µ0],
and we obtain the following corollary.

Corollary 3.3.7. Let λ̄ and µ0 be as in Lemma 3.3.6, and let Λ ⊂ [1−µ0, 1+µ0] be the (dense) set
of µ for which the function IIQ,µ,λ̄

µ is differentiable. Then for µ ∈ Λ the functional IIQ,µ possesses
a bounded Palais-Smale sequence (ul)l at level IIQ,µ,λ̄.
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Proof. As for the case of IIA, we have aso here the existence of Palais-Smale sequence (ul)l

at level IIA,µ,λ̄ follows from the estimates (3.109) and the Remark 3.1.1. Now applying Theo-
rem 3.1.2, we get the boundedness.

Next we state a Proposition saying that bounded Palais-Smale sequence of IIQ,µ converges weakly
(up to a subsequence) to a solution of the perturbed problem. The proof is the same as the one
of Proposition 5.5 in [33].

Proposition 3.3.8. Suppose (ul)l ⊂ H ∂
∂n

is a sequence for which

IIQ,µ(ul) → c ∈ R; II
′

Q,µ[ul] → 0;
∫

M
e4uldVg = 1 ‖ul‖H2(M) ≤ C.

Then (ul) has a weak limit u (up to a subsequence) which satisfies the following equation:





P 4
g u + 2µQg = 2µκ(P4,P 3)e

4u in M ;

P 3
g u + µTg = 0 on ∂M ;

∂u

∂ng
= 0 on ∂M.

Now we are ready to make the proof of Theorem 0.2.16.

Proofof Theorem 0.2.16

By Lemma 3.3.6, Corollary 3.3.7 and Proposition 3.3.8, we have that there exists a sequence µl →
1 and ul such that the following holds :






P 4
g ul + 2µlQg = 2µκ(P4,P 3)e

4ul in M ;

P 3
g ul + µlTg = 0 on ∂M ;

∂ul

∂ng
= 0 on ∂M.

Now since κ(P 4,P 3) =
∫

M QgdVg +
∫

∂M dSg then applying corollary 0.2.9 with Ql = µlQg, Tl =
µlTg and Q̄l = µlκ(P 4,P 3) we have that ul is bounded in C1+α for every α ∈ (0, 1). Hence up to
a subsequence it converges in C1(M) to a solution of (20). Hence Theorem 0.2.16 is proved

Next we discuss the problem of finding conformal metrics with constant T -curvature on four
manifolds with boundary.

3.3.3 Min-max for the existence of constant T -curvature metrics on
four manifolds with boundary

In this Subsection we give the proof of Theorem 0.2.19. As already said in the Introduction, here
also we assume P 4,3

g is non-negative and (47) holds.
As done in the other Subsections, we start by defining the min-max scheme. For doing this, we
denot by ∂̂Mk the (contractible) cone over ∂Mk, which can be represented as ∂̂Mk = (∂Mk ×
[0, 1]) with ∂Mk × 0 collapsed to a single point. Next let L be so large that Proposition 3.2.22
applies with L

4 , and then let λ̄ be so large that Proposition 3.2.33 applies for this value of L.
Fixing λ̄, we define the following class.

IIT,λ̄ = {π : ∂̂Mk → H ∂
∂n

: π is continuous and π(· × 1) = Φλ̄(·)}. (3.111)

We then have the following properties.
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Lemma 3.3.9. The set IIT,λ̄ is non-empty and moreover, letting

IIT,λ̄ = inf
π∈IIλ̄

sup
m∈∂̂Mk,

IIT (π(m)), there holds IIT,λ̄ > −L

2
.

Proof. The proof is the same as the one of Lemma 5.1 in [33]. But we will repeat it for the
reader’s convenience.
To prove that IIT,λ̄ is non-empty, we just notice that the following map

π̄(·, t) = tΦλ̄(·)

belongs to IIT,λ̄. Now to prove that IIT,λ̄ > −L
2 , let us argue by contradiction. Suppose that

IIT,λ̄ ≤ −L
2 : then there exists a map π ∈ IIT,λ̄ such that sup

m∈∂̂Mk
II(π(m)) ≤ − 3

8L. Hence
since Proposition 3.2.15 applies with L

4 , writing m = (z, t) with z ∈ ∂Mk we have that the map

t → Ψ ◦ π(·, t)

is an homotopy in ∂Mk between Ψ◦Φλ̄ and a constant map. But this is impossible since ∂Mk is
non-contractible and Ψ ◦ Φλ̄ is homotopic to the identity by Proposition 3.2.33.

Next we introduce a variant of the above minimax scheme, following [33] [80] and[69]. For µ in a
small neighborhood of 1, [1− µ0, 1 + µ0], we define the modified functional IIT,µ : H ∂

∂n
→ R

IIT,µ(u) =
〈
P 4,3

g u, u
〉
+ 4µ

∫

M
QgudVg + 4µ

∫

∂M
TgudSg −

4
3
µκ(P 4,P 3) log

∫

∂M
e3udSg; u ∈ H ∂

∂n
.

(3.111)
Following the estimates of the previous section, one easily checks that the above minimax scheme
applies uniformly for µ ∈ [1 − µ0, 1 + µ0] and for λ̄ sufficiently large. More precisely, given any
large number L > 0, there exist λ̄ sufficiently large and µ0 sufficiently small such that

sup
π∈IIT,λ̄

sup
m∈∂∂̂Mk

IIT,µ(π(m)) < −2L; IIT,µ,λ̄ = inf
π∈IIT,λ̄

sup
m∈∂̂Mk

IIT,µ(π(m)) > −L

2
;

µ ∈ [1− µ0, 1 + µ0],
(3.112)

where IIλ̄ is defined as in (3.111). Moreover, using for example the test map, one shows that for
µ0 sufficiently small there exists a large constant L̄ such that

IIT,µ,λ̄ ≤ L̄, for every µ ∈ [1− µ0, 1 + µ0]. (3.113)

We have the following result regarding the dependence in µ of the minimax value IIT,µ,λ̄.

Lemma 3.3.10. Let λ̄ and µ0 such that (3.112) holds. Then the function

µ →
IIT,µ,λ̄

µ
is non-increasing in [1− µ0, 1 + 1− µ0]

Proof. For µ ≥ µ
′
, there holds

IIT,µ,λ̄(u)
µ

−
IIT,µ′ ,λ̄(u)

µ′
=

(
1
µ
− 1

µ′

) 〈
P 4,3

g u, u
〉

Therefore it follows easily that also

IIT,µ,λ̄

µ
−

IIT,µ′ ,λ̄

µ′
≤ 0,
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hence the Lemma is proved.

From this Lemma it follows that the function µ → IIT,µ,λ̄

µ is a.e. differentiable in [1− ρ0, 1 + µ0],
and we obtain the following corollary.

Corollary 3.3.11. Let λ̄ and µ0 be as in Lemma 3.3.10, and let Λ ⊂ [1 − µ0, 1 + µ0] be the
(dense) set of µ for which the function IIT,µ,λ̄

µ is differentiable. Then for µ ∈ Λ the functional
IIT,µ possesses a bounded Palais-Smale sequence (ul)l at level IIT,µ,λ̄.

Proof. As for the case of IIA and IIQ, we have also here the existence of Palais-Smale
sequence (ul)l at level IIA,µ,λ̄ follows from the estimates (3.112) and the Remark 3.1.1. Now
applying Theorem 3.1.2, we get the boundedness.

Next we state a Proposition saying that bounded Palais-Smale sequence of IIT,µ converges weakly
(up to a subsequence) to a solution of the perturbed problem. The proof is the same as the one
of Proposition 5.5 in [33].

Proposition 3.3.12. Suppose (ul)l ⊂ H ∂
∂n

is a sequence for which

IIT,µ(ul) → c ∈ R; II
′

T,µ[ul] → 0;
∫

∂M
e3uldSg = 1 ‖ul‖H2(M) ≤ C.

Then (ul) has a weak limit u (up to a subsequence) which satisfies the following equation:





P 4
g u + 2µQg = 0 in M ;

P 3
g u + µTg = µκ(P4,P 3)e

3u on ∂M ;
∂u

∂ng
= 0 on ∂M.

Now we are ready to make the proof of Theorem 0.2.16.

Proofof Theorem 0.2.16

By Lemma 3.3.10, Corollary 3.3.11 and Proposition 3.3.12, we have that there exists a sequence
µl → 1 and ul such that the following holds :






P 4
g ul + 2µlQg = 0 in M ;

P 3
g ul + µlTg = µκ(P4,P 3)e

3ul ; on ∂M ;
∂ul

∂ng
= 0 on ∂M.

Now since κ(P 4,P 3) =
∫

M QgdVg+
∫

∂M TgdSg then applying corollary 0.2.11 with Ql = µlQg, Tl =
µlTg and T̄l = µlκ(P 4,P 3) we have that ul is bounded in C4+α for every α ∈ (0, 1). Hence up to
a subsequence it converges in C1(M) to a solution of (21). Hence Theorem 0.2.16 is proved.

The next and last discussion concerns some existence results for the 2× 2 Toda system.

3.3.4 Min-max for the existence results for the generalized 2 × 2 Toda
system on compact closed surfaces

In this Subsection, we give the proof of Theorem 0.2.22. As done above, we start by definding
the scheme. To do this, we denote by Km the topological cone over Σm defined as in the other
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Subsections. Next let L be so large that Proposition 3.2.24 applies with L
4 , and choose then Φ

such that Proposition 3.2.37 applies for L. Fixing L and Φ, we define the class of maps

ΠΦ =
{
π : Km → H1(Σ)×H1(Σ) : π is continuous and π|Σm(=∂Km) = Φ

}
. (3.114)

Then we have the following properties.

Lemma 3.3.13. The set ΠΦ is non-empty and moreover, letting

αρ = inf
π∈ΠΦ

sup
m∈Km

IIρ1,ρ2(π(m)), there holds αρ > −L

2
.

Proof. To prove that ΠΦ 1= ∅, we just notice that the following map

π(σ, t) = tΦ(σ); σ ∈ Σm, t ∈ [0, 1] ((σ, t) ∈ Km) (3.115)

belongs to ΠΦ. Assuming by contradiction that αρ ≤ −L
2 , there would exist a map π ∈ ΠΦ with

supσ̃∈Km
IIρ(π(σ̃)) ≤ −3

8L. Then, since Proposition 3.2.24 applies with L
4 , writing σ̃ = (σ, t),

with σ ∈ Σm, the map
t -→ Ψ ◦ π(·, t)

would be an homotopy in Σm between Ψ ◦Φ and a constant map. But this is impossible since Σm

is non-contractible and since Ψ ◦Φ is homotopic to the identity, by Proposition 3.2.37. Therefore
we deduce ΠΦ > −L

2 .

As in the case of IIA, IIQ, and IIT , we introduce a variant of the above minimax scheme.
For t close to 1, we consider the functional

Jtρ1,tρ2(u) =
1
2

∑

i,j

∫

Σ
aij∇ui · ∇ujdVg + tρ1

∫

Σ
u1dVg + tρ2

∫

Σ
u2dVg

− tρ1 log
∫

Σ
h1e

u1dVg − tρ2 log
∫

Σ
h2e

u2dVg.

Repeating the estimates of the previous sections, one easily checks that the above minimax scheme
applies uniformly for t ∈ [1− t0, 1 + t0] with t0 sufficiently small. More precisely, given L > 0 as
before, for t0 sufficiently small we have

sup
π∈ΠΦ

sup
m∈∂Km

Jtρ1,tρ2(π(m)) < −2L; αtρ := inf
π∈ΠΦ

sup
m∈Km

Jtρ1,tρ2(π(m)) > −L

2
;

for every t ∈ [1− t0, 1 + t0], (3.116)

where ΠΦ is defined in (3.114).
Next we notice that for t′ ≥ t there holds

Jtρ1,tρ2(u)
t

− Jt′ρ1,t′ρ2(u)
t′

=
1
2

(
1
t
− 1

t′

) ∫

Σ
aij∇ui · ∇ujdVg ≥ 0, u ∈ H1(Σ)×H1(Σ).

Therefore it follows easily that also
αtρ

t
− αt′ρ

t′
≥ 0,

namely the function t -→ αtµ

t is non-increasing, and hence is almost everywhere differentiable.
Using (3.116), Remark 3.1.1 and Theorem 3.1.2, one can see that at the points where αtρ

t is
differentiable Jtρ1,tρ2 admits a bounded Palais-Smale sequence at level αtρ, which converges to a
critical point of Jtρ1,tρ2 . Therefore, since the points with differentiability fill densely the interval
[1− t0, 1 + t0], there exists tk → 1 such that the following system has a solution (u1,k, u2,k)

−∆ui,k =
N∑

j=1

tkρjaij

(
hjeuj,k

∫
Σ hjeuj,kdVg

− 1
)

, i = 1, 2. (3.117)

Now it is sufficient to apply Proposition 0.2.12 to obtain a limit (u1, u2) which is a solution of
(11). This concludes the proof.
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3.3.5 Adaptations for the generic cases

As said in the Introduction, the condition Pn
g (resp P 4,3

g ) non-negative in the proofs of Theo-
rem 0.2.13, Theorem 0.2.16 and Theorem 0.2.19 is only required to make the exposition clear. In
this small Subsection we show how to deal with the general case. Since the same considerations
hold for all the three Theorems, then we will make the discussion only for Theorem 0.2.13. As-
suming we are dealing with the later Theorem, we divide the discussion into the three differents
remaining cases.

Case k̄ = 0 and κP n < (n− 1)!ωn

This case was proven by Brendle[13](in the even dimensional case) using geometric flows. However
using Direct Methods in the Calculus of variations it can be obtained (both in the even and odd
dimensional cases) thanks to the Moser-Trudinger type inequality (see Proposition 1.3.1).

Case k̄ 1= 0 and κP n < (n− 1)!ωn

In this case, we have that Pn
g has some negative eigenvalues. We change the arguments as follows.

To obtain Moser-Trudinger type inequality we impose the additional condition ‖û‖ ≤ C where û is
the component of u in the direct sum of the negative eigenspaces. Thus we have that the only
way that the functional go to negative infinity is that ||û|| tends to infinity. Hence to run the min-
max scheme we substitute Mk with Sk̄−1, the boundary of the unit ball in the k̄-dimensional
Euclidean space. Moreover an other modification for the min-max scheme is the monotonicity
formula which becomes

ρ →
IIAµ

µ
− Cµ is non-increasing in [1− µ0, 1 + µ0];

for a fixed constant C > 0

Case k̄ 1= 0 and κP n ∈ ((n− 1)!kωn, (n− 1)!(k + 1)ωn), k ≥ 1

In this case we mix the ideas of the case k̄ = 0 and κP n ∈ ((n− 1)!kωn, (n− 1)!(k + 1)ωn), and
the Case k̄ 1= 0 and κP n < (n − 1)!ωn. Precisely to obtain the Moser-Trudinger inequality and
its improvement, we impose the additional condition ‖û‖ ≤ C where û is the component of u in
the direct sum of the negative eigenspaces. Furthermore another aspect has to be considered that
is not only enu can concentrate but also ‖û‖ can also tend to infinity. And to deal with this we
have to substitute the set Mk with an other one, Ak,k̄ which is defined in terms of the integer
k (given in (42)) and the number k̄ of negative eigenvalues of Pn

g , as done in [33]. This also
requires suitable adaptation of the min-max scheme and of the monotonicity formula , which in
general becomes

ρ →
IIAµ

µ
− Cµ is non-increasing in [1− µ0, 1 + µ0];

for a fixed constant C > 0
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