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Introduction

In this thesis, we will use some techniques developed in the frame of Optimal Control The-
ory and some tools of Hyperbolic Dynamics to investigate problems of Hamiltonian dynamics
and infinite horizon optimal control.

The intimate relation between Optimal Control Theory and Hamiltonian Dynamics be-
came clear after the publication of Pontryagin Maximum Principle (PMP) in the 50s ([24]):
this result in fact shows that the extremals of an optimal control problem have to be seeked
among the solutions of a certain Hamiltonian system associated to the problem.

More precisely, consider the control system on a smooth manifold M

q(t) = fulq(t)), qeM, ueUCR™,

where f is smooth with respect to ¢ and continuous with respect to the pair (g, u).
Let o : M x U — R be a function with the same regularity as f, and consider the optimal
control problem with fixed terminal time 7" and fixed endpoints qg, gr

. T
0) =qo
L1 min, [ ¢(a(t),u(0) i af M ucu
-y { q = fulg) o) =qr 1

For any u € U, associate to the problem a Hamiltonian function kY : T*"M — R, v € R,
defined as

hu(X) = (X, ful(@)) + veo(g, w);
PMP states that a trajectory ¢(t) : [0, 7] — M and a control a € L*°([0,T], U) are respectively

an optimal trajectory and an optimal control of the problem (I.1) only if there exists a
nontrivial pair (v, A(t)) # 0 such that A(t) € T5yM, v <0, and

At = Fiy(A®)
haw(A@) = IlrLleaéihZ()\(t)) for a.e.t €[0,T]

(recall that fzg (1) denotes the Hamiltonian vector field associated to hf ) by dxhi ) = ol fig ( t))).

When we adopt this approach, we switch our description from the base manifold M, where
the extremals of the variational problem are described by a second order system of ODE’s
(the Euler-Lagrange equations), to the phase space T* M, where we describe our problem in
terms of a first order system of ODE’s (Hamilton equations), defined on a space with double
dimension with respect to M. The analogy with the Hamiltonian formulation of Classical
Mechanics is absolutely not occasional: PMP is actually a generalization of Least Action
Principle of Classical Mechanics.

A special case of an optimal control problem is the classical length minimization problem
on a Riemannian manifold (M, g): given two points qg, g1, one wants to determine the curve
from ¢¢ to g1 which has the minimal length. It is well known that the geodesics are locally
minimizing curves, which means that they provide a local solution to the minimization length
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4 INTRODUCTION

problem, but that any geodesic is no more minimizing after a conjugate point (see for instance
[20]). The sectional curvature is a metric invariant of the manifold that gives a great advice
in solving this optimization problem: the Conjugate Point Comparison Theorem states in
fact that if all the sectional curvatures of the manifold are negative, than no point of the
manifold has conjugate points along the geodesics.

The idea of associating a curvature-type invariant to the extremals of a generic optimal
control problem is due to Agrachev and Gamkrelidze, who introduced the notion in [6].

The theory has been further developed by Agrachev, Zelenko and Chtcherbakova in [1],
(8], [9], [10], and is completely explained in the Lecture Notes [2]. In its final formulation,
the generalized curvature is actually an invariant associated to a pair (splitting of the tangent
bundle, vector field) on a smooth manifold M, not necessarily related to a particular optimal
control problem.

In this thesis we will focus on the Hamiltonian case, thus regarding the curvature as a
symplectic invariant of a pair (Lagrangian splitting of the tangent bundle, Hamiltonian vector
field) on a symplectic manifold M.

Let us now briefly recall the definition of the curvature. Let (M,o) be a symplectic
manifold, and let A, II be two Lagrangian distributions that define a splitting of the tangent
bundle, TM = A®1Il. Let h : M — R be a smooth Hamiltonian function, and h is its
associated Hamiltonian vector field. The pairs (A, ﬁ) and (II, E) define, for any fixed z € M,
two curves in the Lagrange Grassmannian of T, M, as in the following:

AL(t) = e*tﬁ*Azt, I, (t) :== e*tﬁ*HZt, z = etﬁ(z);

for any t, A (t) (IL,(t)) is a Lagrangian subspace of T, M then, the pair (A, 1) ((IL, 1)) actually
defines a one-parametric family of Lagrangian distributions on M.

For any z € M and any t, the curvature associated to the pair (A @ II, E) is a linear
operator RQ’H(t) : AL (t) — A;(t); it is defined as

RMI(t) = —TLL(t) o A (1),

where A,(t) : A,(t) — TL.(t) is a linear operator intrinsically associated to the curve A,(t),
and actually depends only on the derivative of the curve at the time ¢ %Az(T) |r—¢. The same,
with the proper substitutions, about IL,(¢).

Thus defined, the curvature measures the “relative velocity” of the two curves with respect
to each other.

Since the definition is intrinsic, it allows the following identity:

RMI(t) = e RAT(0)eth, |y o).

The relation above is of great importance: in fact, the knowledge of the curvature R?O’H(t)
at a fixed initial point zg at any time is equivalent to the knowledge of RQ{H(O) along the

Hamiltonian trajectory z; = e!’(zq) for fixed time. This means that the curvature is a local
invariant that carries information about the global extremal.

The definition is justified by optimal control theory; in [6], the authors associated to
any extremal of the optimal control problem a Lagrangian curve J,(t) = e ", T,(T ;(Z)M ),

which is called Jacobi curve (in analogy with Jacobi field of Riemannian geometry). We say
that the parameter 7 is conjugate to t if J,(¢) N J.(7) # 0: the authors showed that an
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extremal cannot be a minimizer after the first conjugate parameter of its associated curve in
the Lagrange Grassmannian (in complete analogy with the Riemannian case).

Moreover, given a Lagrangian distribution A, there is an intrinsically defined distribution
A° such that A @ A° is a Lagrangian splitting (called canonical splitting) and the curvature
R?’AO satisfies an analogous result to Conjugate Point Comparison Theorem of Riemannian
Geometry. In fact, there exists a scalar product that makes the curvature operator self-
adjoint; hence its eigenvalues are real, and it is possible to talk about positive or negative
curvature. In particular, the generalized Conjugate Point Comparison Theorem states that
if the generalized curvature is negative, then there are no conjugate parameters along the
Hamiltonian extremals, while, if the curvature is positive and bounded from below, there are
estimates for the location of conjugate parameters along the extremals.

As mentioned before, it is possible to associate this curvature-type invariant to a generic
pair (Lagrangian splitting, Hamiltonian vector field), not necessarily arising from an Optimal
Control Problem. Actually, the curvature gives a lot of information about the behaviour of
the dynamical system: in [2] and [5] it is proved that the negativity of the curvature is a
symptom of a hyperbolic behaviour of the Hamiltonian dynamical system.

In this thesis we will also use some classical results of Hyperbolic theory. Hyperbolic
dynamical systems constitute a wide and important class of dynamical systems (or DS).
They possess many important properties; the most characterizing is the existence, for any
point of the state space, of a contraction and an expansion direction in the tangent space;
more precisely, if f: M — M is a diffeomorphism on a smooth manifold M, it is said to be
hyperbolic if there are two distributions E* = {EF},cps and two numbers 0 < A < 1 < p
such that for any z and n > 0

1D f"X||
1D-f"X|

Such systems are characterized by sensitive dependence on initial conditions, which means
that nearly arising trajectories may diverge exponentially with time one from each other.
This behaviour is the typical behaviour of chaotic systems, and in fact hyperbolic systems
constitute a paradigmatic example of chaos.

To measure “chaoticity” of a dynamical system we have at our disposal many quantities; in
this thesis, we will use the Lyapunov exponents and the measure-theoretic (Kolmogorov-Sinai)
dynamical entropy.

We saw that a hyperbolic DS is characterized by the existence of directions of expansion
and contraction under the linearization of the flow; moreover, the growth of norms of the
vectors is controlled by coefficients which are uniform on the base space. Lyapunov exponents
are introduced to take account of cases in which these expansion and contraction directions
exist at almost any point of the base space (with respect to some measure), and the norms
are controlled by coefficients that possibly depend on the point.

The Lyapunov exponents are in fact the coefficients that control the asymptotic evolution
of the norm of the vectors, under the action of the linearization of the evolution f. Actually,
where defined they determine a splitting of the tangent space into three subspaces, that are a
kind of generalization of the stable, the unstable space and the central space of a hyperbolic
DS (along the central space there is no expansion neither contraction, and in fact the value
of the Lyapunov exponent is zero); for z € M, these subspaces are denoted as E;, Ef and
EY.

A"X| X ek,

<
< p X XeE”



6 INTRODUCTION

The Kolmogorov-Sinai dynamical entropy measures the statistical behaviour of the orbits.

Let f be a diffeomorphism on a smooth manifold M, and p an f-invariant probability
measure on M. For any measurable set U C M, u(U) has the meaning of the probability
of the state of the system of belonging to U. Let & = {P;}; be a (finite or countable)
measurable partition of M (which means that each P; is measurable, pu(P; N Pj) =0 if ¢ # j,
and ,u(M \ UiPi) = 0); the dynamical entropy associated to the partition & measures how
precisely the evolution of the system can be predicted, when the initial condition is known
only by means of the partition . In other words, it is the average amount of information
about the system provided by the knowledge of the present state and an asymptotic future.
In particular, the entropy of well-predictable systems (such as periodic ones) is zero, while a
positive value of the dynamical entropy is a symptom of chaotic behaviour.

To get a partition-independent object, that shall depend only on the measure i and the
dynamics f, the Kolmogorov-Sinai dynamical entropy of the system (M, u, f) is defined as the
supremum of the KS dynamical entropies of the system associated to a particular partition.

In general, the existence of positive and negative Lyapunov exponents almost everywhere
on M is a stronger requirement than the positivity of the dynamical entropy; however, Pesin’s
Theorem states that under some regularity conditions the two facts are equivalent, and the
two quantities provide the same information. In fact, under these conditions we have that

half) = /demz),

where h,(f) is the dynamical entropy associated to (M, u, f) and x(z) (where defined) is the
sum of the positive Lyapunov exponents, taken with multiplicity.

In this thesis we will apply the techniques exposed above in two different frames; the
first result gives an estimate for the entropy of Hamiltonian flows, and constitute one more
proof of the fact that the curvature operator proposed by Agrachev and Gamkrelidze is a
true generalization of the sectional curvature; in the second problem, we used the generalized
curvature and some facts of Hyperbolic Dynamics to state the existence of an optimal synthesis
for infinite horizon variational problems. Actually, this is the first result of a wide field of
research that brings a lot of interesting open questions.

The first result we will expone in this thesis is a generalization to Hamiltonian flows of
the Ballmann-Wojtkowski estimate for the dynamical entropy of the geodesic flow. In [15],
the authors proved the following relation

bz [ /=K du),

where h, is the KS dynamical entropy of the geodesic flow on a compact Riemannian manifold
(M,g), SM is the spherical tangent bundle on M (i.e. the subbundle SM = {v € TM :
g(v,v) = 1}, K(v) is defined as K (v) = R(-,v)v, where R denotes the Riemannian curvature,
and dy is the Liouville measure on M. The result allows under the hypothesis of nonpositivity
of the curvature R.

In the case we consider, we deal with a smooth Hamiltonian function h : M — R, where
M is a smooth 2n-dimensional symplectic manifold. It is well known that the Hamiltonian
flow preserves the sublevels of the Hamiltonian functions: then, we have to restrict ourselves
to a regular level set of the function h.
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The pair (A @ A°, E) possesses another symplectic invariant, the reduced curvature EZ”L,
that takes account of the reduction of the system to a sublevel of the Hamiltonian; this
operator was introduced by Agrachev, Zelenko and Chtcherbakova in [10].

Due to reduction on a sublevel of h, in this problem we deal with the reduced curvature.
We obtain the following result:

THEOREM 1.1. Let N be a compact reqular level set of a smooth Hamiltonian function
h: M — R, where M is a 2n-dimensional symplectic manifold. Let A be a Lagrangian
distribution on TN/span{H}, and assume that the Hamiltonian vector field h is monotone
with respect to A. Consider the Jacobi curve A, (t) = e‘tﬁ*Azt and assume that the restricted
curvature E}Zl’h 18 monpositive.

Then the dynamical entropy hy, of the Hamiltonian flow on N with respect to the normal-
ized Liouville measure u on N satisfies the following inequality:

(1.2) hy > / tr\/ —RE™ dp.
N

The main argument we use in the proof is the Pesin Theorem, which permits us to estimate
the value of the dynamical entropy computing the Lyapunov exponents. In this way, we avoid
to deal with flow-invariant measures and partitions, and just have to compute the asymptotic
growth of the vectors under the action of the (linearized) flow. Actually, it can be shown that
the sum x(z) of the positive Lyapunov exponents at z, if defined, is given by the formula

1 —
(I3) x(z) = lim - log| det(De™)|.|,

where E, is any subspace such that Ef C E, C Ef @ EY.

The first part of the proof is then devoted to the definition of a good candidate for such
a F,, and to check that it satisfies the requirements. We will define the space E, in terms of
the canonical splitting as the graph of a linear operator U, : A — A.; this operator (to be
precise, its representation in coordinates) is related to the generalized curvature by means of
a Riccati equation.

In the second part, we do the computations of the term (I.3), and then, using some basic
facts of ergodic theory, we arrive to the estimate for the dynamical entropy. In this part it is
crucial the nonpositivity of the reduced curvature. In fact, we obtain an expression for y(z)
in terms of the representation in coordinates of U,, which means in terms of the generalized
curvature. Its negativity permits us to do some computations to get a term that depends
only on R2". This leads us to the estimate (L.2).

These results have been published in [16].

The second topic we study deals with the existence of the optimal synthesis of infinite
horizon variational problems. Infinite horizon optimal control problems have nice applications
in mathematical economy, because they provide a good model for the dynamical economic
system. Of great importance is the optimal economic growth problem:

{ max,(q) 0+°° e o(q(t), u(t),t) dt 0>0
q(t) = f(q(t), u(t)) o

The functional to be maximized models the capital accumulation; there is also a formulation
of the same problem involving the minimization of the functional, which in this case represents
some cost to be minimized during a production process.
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The problem is very general and can be studied in very different settings; in this thesis,
we concentrated to the smooth case with continuous time. This means that, given a smooth
manifold M and a smooth Lagrangian ¢ : TM — R, we focus on the functional

(14) J(() = /0 (). 4(1)) dt

defined on the Lipschitzian curves « : [0, +00) — M along which the integral (I1.4) converges.

More precisely, we assume the existence of an equilibrium point ¢~ such that ¢(geo,0) = 0
and g—“;(qoo, 0) = 0, and, fixed some gy € M, we want to find the minimum of the functional
J in the class

I'(qo) = {fy : [0,400) — M : ~ is Lipschitzian and v(0) = qo,tligl ~(t) = qoo}.

Our aim is to determine the class of Lagrangians ¢ such that the minimization problem
admits a smooth optimal synthesis, according to the following definition:

DEFINITION. A smooth optimal synthesis is a smooth complete vector field X on M such
that the point g s a stable equilibrium of the ordinary differential equation ¢ = X (q) and
for any qo € M:

J = min J(v),
(7x) in ()

where yx (t) = X (yx(t)) and vx(0) = qo.

In order to do that, first we formulate the variational problem as an optimal control
problem:

(15) min /OOO pla(t) u(t) dt:  G=nu, { 4(0) = o ;

q(t) = goo as t — 00

then we associate to the problem a Hamiltonian function H on the cotangent bundle, defined
as H(\) = max, (A, u) — o(q,u).
The main result we obtain is the following:

THEOREM 1.2. Let M be a complete Riemannian smooth manifold, and assume that it is
simply connected; let o : TM — R be a smooth function such that

(H1) ¢ is bounded from below and is strongly conver with respect to the second variable;
moreover, we assume that ¢ grows superlinearly in the second variable with respect
to the given Riemannian metric, i.e. o(q,u)+ ¢ > 0 for some constant ¢ and

|u|
e(q,u) +c
(H2) there is a unique point g, such that

— 0 as|u] — 4o0;

(o0, 0) =0 and g“§<qm,o>:o;

(H3) there exist constants a, b > 0 such that for any (g, )

where 0, is the covariant derivative.
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Let {A,}, = {TZ(T:(Z)M)}Z and {I1.},, z € T*M, be two Lagrangian distributions that

provide a splitting of T(T*M); assume that the generalized curvature ofﬁ with respect to the
splitting is negative definite for any z. Then the problem (1.5) with final point qoo admits a
smooth optimal synthesis on M.

To prove the statement, we use a classical result of Optimal Control Theory, that provides
a sufficient condition for the existence of a solution to an optimal control problem. This
Theorem is stated in Section 3 of Chapter 1; its application to the case under consideration
states that a sufficient condition for the existence of an optimal synthesis is the existence of a
Lagrangian stable invariant (with respect to the Hamiltonian flow) submanifold of T*M that
projects diffeomorphically on the base space M.

The aim of the proof becomes then to find such a submanifold. The proof splits into
two main parts: in the first one, we look for those Lagrangians such that their associated
Hamiltonian possesses a hyperbolic fixed point zo, € T*M (this hyperbolic fixed point in fact
is a lift of the equilibrium ¢ ); this, for classical results in Hyperbolic Theory, guarantees the
existence of two smooth invariant submanifolds of T* M, called the stable and the unstable
manifolds. The former, denoted with W#(24), is a good candidate for the submanifold we
are looking for, and it can be defined by the characterization:

W (200) = {2 € T*M : d(e(2), 250) — 0 as t — +o00}.

Then, in the last part of the proof we have to verify that in fact W#(z4,) has the required
properties, i.e. it is Lagrangian and projects diffeomorphically to M.

In the whole proof the hypothesis of negativity of the generalized curvature is crucial. In
particular we use this fact to establish the hyperbolicity of the equilibrium point of the Hamil-
tonian z..; the negativity of the curvature implies also that any bounded (i.e. with compact
closure) Hamiltonian semitrajectory shall converge to the equilibrium with exponential rate;
in other words, the system has a saddle-like behaviour.

Moreover, we formulate the same problem (I.5) on the Euclidean space, and we see that the
hypotheses that ¢ shall satisfy are very natural: instead of the hypotheses on the curvature,
to guarantee the existence of the optimal synthesis we need assumptions (H1)—(H3) and the
hypotheses that ¢ is strictly convex (where with “strict convexity” we mean that the second
derivative is always positive definite).

The next natural question is to examine what happens in the case of positive general-
ized curvature. The generalized Conjugate Points Comparison Theorem (Theorem 2.1) says
that there cannot be optimal syntheses for the infinite horizon problem, due to presence of
conjugate points. Then, we introduce a discount or forgetting factor o > 0 and study the
minimization problem associated to the functional

(L6) J2(()) = /0 ety (), 4(1)) dt.

The following example helps us to formulate correctly and then solve the problem: we
consider the 1-dimensional case and the quadratic Lagrangian ¢(q,q) = %(QQ — rq?), where
r is a constant (and is also the generalized curvature). If » < 0, then the problem admits
an optimal synthesis for any value of «, also for & = 0 (in fact, we are in the hypotheses of
Theorem 1.2).

If » > 0, it can be shown that the value of « is crucial for the existence of the optimal

synthesis; in particular, for « < 24/r, any the integral in (1.6) diverges along any Hamiltonian
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trajectory of the system, then there are no minimizing trajectories. Otherwise, if a@ > 24/r,
there are Hamiltonian trajectories that grow as e(279)t for some ¢ € (0,5). Along these
trajectories the integral converges, and it can be shown that actually they are minimizing
trajectories.

These example suggest us to look for minimizers belonging to the following class:
{fy : [0,400) — M : ~ is locally Lipschitzian and v(0) = qo, . li+m ey = O},
——+00

for some fixed initial point ¢q.
In this thesis it is contained the following result in this direction:

THEOREM [.3. Let ¢ : R® x R™ — R be smooth, and strictly convex with respect to the
second variable; assume that there is a compact set K € R?" such that the function ¢ is
quadratic in the pair (¢,v) for any (q,u) € R?"\ K.

If the curvature RO of the Hamiltonian vector field HO (i.e. associated to the system with
a = 0) with respect to the canonical splitting satisfies the inequalities 0 < R < C' for some
constant C for any z € R?™, then the infinite horizon variational problem without discount does
not admat optimal trajectories, while the problem with discount admits an optimal synthesis

of class C' if a > 2/C.

The generalization of this Theorem to a wider class of Hamiltonians is work in progress.

This dissertation is thus organized: Chapter 1 contains an introduction to the language
and the main results about Dynamical Systems Theory and Optimal Control Theory we will
use.

Chapter 2 is devoted to the definition of the generalized curvature and to its properties.
In particular, we will state the (generalized) Conjugate Point Comparison Theorem.

In Chapter 3 we will prove our results on the entropy of Hamiltonian flows.

In Chapter 4 we will introduce the infinite horizon variational problem we are studying,
and prove Theorem 1.2. Then, in Section 4 we will restrict the problem to the Euclidean
case, and prove that the results allow also under the hypothesis of strict convezity of the
Lagrangian ¢, without any assumptions on the generalized curvature. In Section 5 we will
analyze the 1-dimensional case.

Finally, Chapter 5 contains the results on the minimization problem in the presence of
discount.



CHAPTER 1

Preliminaries

In this chapter, we will introduce the classical mathematical results about optimal control
theory and dynamical systems used in this thesis.

In the first section there is just a brief recall of the basic tools of symplectic geometry.

In the second section, we will present some general aspects about smooth dynamical
systems, with a special attention given to those which present hyperbolic behaviour.

The third section is devoted to the definition of optimal control problem and to the state-
ment of the Pontryagin Maximum Principle, which gives a necessary condition for optimality.
Then, it will stated also a sufficient condition.

1. Elements of Geometry

In this section we will just give an essential review of the basic facts on symplectic geometry
we are using in this thesis; the argument is widely treated in many textbooks: we will remand
to [12] and [13].

Let ¥ be a 2n-dimensional linear space endowed with a symplectic structure o; we re-
call that a subspace V C X is called isotropic if the symplectic form vanishes on it, i.e.
o(X,Y) = 0 for any X,Y € V. An isotropic subspace is always contained in its skew-
orthogonal complement, that we will denote by V< = {X € £ : ¢(X,Y) =0V Y € V}; a
Lagrangian subspace of Y is an isotropic subspace that coincides with its skew-orthogonal
complement, which implies that it has the maximal dimension, i.e. n.

Let us moreover recall that if V' is a Lagrangian subspace of 3, the symplectic structure
induces an isomorphism between the dual of the space V* and the quotient X/V'; indeed,
let, for any v € X, [v] be its equivalence class in 3/V; then o([v],-) is a linear operator on
V' and nondegeneracy of o guarantees that the map [v] — o([v],-) is injective. Moreover, to
any linear form ¢ € V* we can find a vector v, € ¥ such that ¢(-) = o(v,,-); the proof is
completely analogous to the one in the case of a symmetric scalar product. By injectivity of
[v] — o([v],-), there is a unique v € ¥/V with this property.

Let ¥ = A @ 1I be a Lagrangian splitting of X, namely A NIl = 0 and both the spaces
are Lagrangian. The symplectic form identifies IT with A*, and vice versa; then, the following
isomorphisms allow: A ~ ¥/IT and II ~ ¥ /A.

For any symplectic space 3 there exists a special basis {e1,...,en, f1,..., fn} such that

o(ei,ej) =o(fi, fj) =0 for anyi,j o(ei, fj) = dij,

where §;; is the Kronecker-d; such a basis is called a Darboux basis. This basis actually
identifies ¥ with R™ x R™: in fact, let v;, ¢ = 1,2, be two vectors in X, and write them as

v = Z?Zl zle; +y! f;; then we have that o(vy, v2) = Z?Zl oyl — 2hyl = (x1,y2) — (w2, 11),
where x;, y; € R" for i = 1,2, and (-, -) denotes the scalar product on R".

11
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Given a Lagrangian subspace V' C ¥ and a basis {ej,...,e,} of V, we can always use
a modified version of the Gram-Schmidt algorithm to construct vectors {f1,..., f,} in ¥ in
such a way that {e1,...,en, f1,..., fn} is a Darboux basis for X.

The Lagrange Grassmannian of 3 is the set of all the Lagrangian subspaces of ¥, and has
the structure of an n(n + 1)/2-dimensional smooth manifold; we denote it with L,,(X).

Any space A € L,(X) gives a coordinate chart on the Lagrange Grassmannian; more
precisely, if A" = {A € G,,(X) : AN A = 0} denotes the set of n-dimensional subspaces of ¥
that are transversal to A (here G,(X) is the Grassmannian of n-dimensional subspaces of ),
A defines a coordinate chart on A™ N L, (X). To show this, let {e1,...,en, fi,...,fn} be a
Darboux basis of ¥ such that A = span{ f1,..., fo}; A is then identified with {(0,y) : y € R"}.
Then, for any A € A™ there is an n x n matrix Sy such that A can be parametrized as
A ={(z,Spz) : x € R"}; Lagrangianity of the space implies that the matrix is symmetric. In
this way, A™N L, (X) is identified with the spaces of n x n symmetric matrices; then the pair
(A™ A — Sy) gives a chart of L,(X).

An even dimensional smooth manifold is called symplectic if its tangent space at any point
has a symplectic structure. A submanifold of a symplectic manifold is said to be Lagrangian
if its tangent space at any point is a Lagrangian subspace of the tangent space to the original
manifold (with respect to the same symplectic structure).

Let us now consider an n-dimensional smooth manifold M; we recall that its cotangent
bundle

(1.1) M= | ) T;M
qeEM

has a natural symplectic structure; in fact, let us denote with « : T*M — M the canonical
projection, and let us define, for any A\ € T*M, the Liouville (or tautological) form

(1.2) Iy 1= Aoy,

which is a one-form on T*M whose action is given by (Jy,x) = (A, m(x)) for any = €
T\(T*M). The symplectic structure on T*M is given by the form

o =duv,

which is in fact a closed nondegenerate skew-symmetric two-form.

If we choose a system of canonical coordinates (p, q) on T*M, the Liouville form reads as
Yy = Y i~ pidg;, and the canonical symplectic structure as oy = >, dp; A dg;.

Let us recall moreover that to any smooth function A : T"M — R on the cotangent
bundle we can associate a Hamiltonian vector field h on the cotangent bundle according to
the relation

oa(h,-) = —dyh.

Let us just say that in the following we will denote with eth the flow generated by hon M ,
where defined; clearly, if the Hamiltonian vector field is autonomous, the flow is defined for
any t € R.
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2. Elements of dynamical systems

In this section we will recall some fundamental results about dynamical systems, with a
special emphasis on the ones that show a hyperbolic behaviour. For a complete treatment,
we remand to the textbooks [18] and [19]; we also mention [21] for details on ergodic theory
and dynamical entropy. A good reference on partial hyperbolicity is given by [23].

2.1. Hyperbolic Theory. Let M be a smooth manifold and f : M — M a smooth
map. The pair (M, f) defines a smooth discrete-time dynamical system.

The class of dynamical systems we are mostly interested in is the one of hyperbolic
systems; these system provide a paradigmatic example of the behaviour of a chaotic system.

The most topical property of hyperbolic systems is the existence of a splitting of the
tangent space (to the state space) into two subspaces, called respectively the stable and the
unstable space, such that on the former the vectors contract under the action of the flow, and
on the latter they expand, with exponential rate.

Hyperbolic dynamical systems possess many other interesting properties, among which we
recall sensitive dependence on initial conditions and positive dynamical entropy. The latter
is studied in Subsection 2.4; the former is related to the “relative closeness” of the orbits. By
the continuity with respect of the initial conditions of ODE’s, we know that two solutions of
the same equation arising from sufficiently near initial conditions remain near for a certain
time interval; in hyperbolic dynamical system two nearly arising trajectories may diverge
exponentially with time one from each other.

The class of hyperbolic dynamical system include many different examples; among them,
we recall the geodesic flow on a compact Riemannian manifold of negative curvature (see the
introduction to Chapter 3), and the celebrated Hyperbolic Toral Automorphism, that we will
describe in the Example below.

DEFINITION 1.1. Let qo be a fized point of the map f; qo is a hyperbolic fized point for f
if the linear map Dy, f : Tgo M — T4 M is a hyperbolic map, i.e. if it has no eigenvalues with
absolute value equal to 1.

If qo is a hyperbolic fixed point for f, it means that there exist two constants 0 < A <
1 < p such that Sp(Dgf) N{z € C : X < |z| < p} = 0, where Sp(Dg, f) denotes the
spectrum of the map Dy, f; this implies that T, M splits into two subspaces E E,, such

q0’ 0
that Dy, f(E;) C EJ, Dy, f(E,) C E,

7o 7+ and we have that

(1.3) [Dgo fXI < AIX] VX € Ey
(1.4) I(Dg ) XN < p7HIXN VX € B

In this case, we say that Dy, f admits a (A, p)-splitting.

Example. Let us give a 2-dimensional example; the Hyperbolic Toral Automorphism is the
discrete-time dynamical system defined on the 2-dimensional torus T? as in the following:

Tn+1 _ 2 1 Tn
(ynH)“(l 1><yn> mod 1,

where the vector (x,,,y,)? € T? denotes the state of the system at the time n. The matrix

possesses the eigenvalues py+ = 3i2\/5, and its eigenvectors vy determine at any point (z,y) €

T? a contracting and an expanding direction: this means that the system admits at any point
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a (p—, p4)-splitting. The action of the matrix is depicted in Figure 1.1: notice that there are
visible the expanding and contracting directions.

This system is a paradigmatic example of Anosov system (i.e. a system that at any point
admits a splitting such as in equations (1.7)-(1.8)), and then of a chaotic system.

FiGure 1.1

For maps with hyperbolic fixed points it allows the following result (see [18]), which gives
a great advice in order to study the local behaviour of the trajectories in a neighbourhood of
the fixed point:

THEOREM 1.1 (Existence of stable and unstable manifolds). Let gy be a hyperbolic point
of a local C™ diffeomorphism f : U — M, r > 1. Then there exists two C" embedded discs
Wise(ao), Wige(qo) € U such that Tyy(Wii,.(q0)) = Eqyr Tgo(Wig.(q0)) = Egy, f(Wi(a0)) C
W (q0), FHWE(q0)) € WE.(q0) and there exists C(8) such that for any qs € W (q0), qu €
I/Vlléc(QO): n > 0;

d(f"(gs), q0) < C(6)(A+ 6)"d(gs, q0)

d(f " (au), q0) < C(6)(p—1+ 0)"d(qu; q0)-
Furthermore, there exist g > 0 such that
if d(f"(gs),q0) < do forn >0 then qs € Wi.(qo),
if d(f"(qu);q0) < 0o for n <0 then qu € Wii,.(qo)-

The manifolds W} .(qo) and W} (qo) are respectively called the (local) stable and unstable
manifolds; they are not uniquely defined. However, if there are two submanifolds W;° .(qo) and
AW/Z% .(qo) that satisfy the theses of Theorem 1.1, their intersection contains a neighbourhood
of qo in each of them. In other words, they are submanifolds of a larger submanifold we are
going to define. The same allows for W} (qo)-

DEFINITION 1.2. The manifolds

(1.5) W*(q0) = |J F"(Wie(a0))
n<0

and

(1.6) W (q0) = | 1" (Wite(90))
n>0

are called respectively the (global) stable and unstable manifold of f at qo.
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We remark that they are injectively immersed submanifolds of U, and that they are uniquely
defined. They are also defined by the following topological characterization:

W?(q0) = {q € U :d(f"(q),q0) — Oasn — +oo},
W (q0) ={q€ U :d(f"(q),q) — 0asn — +oo}.

We just mention that Theorem 1.1 is a consequence of a more general result, the Hadamard-
Perron Theorem:

THEOREM 1.2 (Hadamard-Perron). Let A < p, r > 1, and for each m € Z let f,, : R" —
R™ be a surjective C" diffeomorphism such that for each (x,y) € RF @ R*F

fm(@,y) = (Am@ + cm (2, ), Bny + Bm(2,y))

for some linear maps Ap, : R¥ — R"F and B, : R** @ R* with ||Ap|| < =, ||Bnl < X
and am(0) =0, 5, (0) =0.

Then there exists yo = Yo(A, 1) such that for v € (0,70) there is a 6 = §(\, u,y) with the
following property: if ||am||cr < and ||Bm|lcr < 9 for all m € Z then there is

(1) a unique family {Wt ez of k-dimensional C' manifolds
Wi = {(z,¢5,(2)) : © € R*} = graphe,,

and
(2) a unique family {W,, }mez of (n — k)-dimensional C* manifolds

W, ={(¢m(¥),y) 1 y € R" ¥} = graphy,,

where ¢, RF — R"F o - R"F — R¥ sup,,c; | Do || < 7, and the following properties
hold:

o fm(Wy,) = anurlf fM(Wn—t) = WrJrrLJrl-

o [fm(2)ll < (X +7)A+0(1+7))llz]| for z € Wy,

1fm ()] < (5 = 0) Izl for z € W

o Put X := (1 +7)(A+6(1+17)) and p == ({f5 = 0), and let X' < v < /. If
| fnar 0.0 fm(2)|| < CVE||2|| for all L > 0 and some C > 0, then z € W,,,.
Similarly, if || frm—r 0. ..0 fm_1(2)|| < Cv=E| z|| for all L > 0 and some C > 0, then
ze Wi.

Finally, if A <1 < p the families {W,} }mez and {W,, }mez consist of C" manifolds.

Remark. Let us now consider a one parametric group of diffeomorphisms @ : R x M — M;
namely, ®(t,q) = ¢'(q), where ¢! : M — M is a diffeomorphism for any ¢ and it is satisfied
the group law ¢! o ¢* = ¢'™%, t,s € R. The pair (M, ®) defines a smooth continuous-time
dynamical system. The theory of hyperbolic systems is well-developed also for this situation,
as we are going to briefly mention here.

Let us introduce the definition:

DEFINITION 1.3. Let A C M be a compact ¢'-invariant set. A is a hyperbolic set for the
flow ¢t if there is a Riemannian metric defined on a neighbourhood U of A and two constants
0 < A <1< pu such that for any q € A the tangent space TyM s split into three subspaces
T,M = E0 ® E; ® E} such that dim(E?) =1, 44—y € E0\ {0}, D¢'E¥ = E¥, and E,
satisfies (1.3) and E; satisfies (1.4).
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Let (M, ®) be a continuous-time dynamical system such that A C M is a hyperbolic set of
the flow; then, using Hadamard-Perron Theorem, it can be proved a version of the Stable and

Unstable Manifold Theorem (Theorem 1.1); this is called the Stable and Unstable Manifold
Theorem for flows.

2.2. Partially hyperbolic dynamical systems. In this subsection we will just briefly
sketch some properties of a more general class of dynamical systems, that in fact includes the
class of hyperbolic systems.

They are defined as follows:

DEFINITION 1.4. A diffeomorphism [ : M — M, where M is a smooth manifold, is called
partially hyperbolic if there exists numbers 0 < A < p and ¢ > 0, and two distributions
E ={E;}yem, F ={Fy}qem, such that

(1) Ey and F form at each ¢ € M an invariant splitting of the tangent space TqM , i.e.
TqM = Eq b Fq and qu(Eq) = Ef(q), qu(Fq) = Ff(q);

(2) forn>0
(1.7) [ Dg.f" X||
(1.8) [ Dg.f" X||
Remark. We have that either A < 1 and/or > 1. If A < 1, the subspace Ej is stable and,
analogously, if 1 > 1, the subspace Fj is unstable. If it happens that A < 1 <y we are in the
usual hyperbolic situation.

For further purposes, we need a different definition of partial hyperbolicity, which is called
in literature partial hyperbolicity in the narrow sense. The definition is as follows:

X X eE,

<
> cLrX| X eF,

DEFINITION 1.5. A diffeomorphism f: M — M, where M is a smooth manifold, is called
partially hyperbolic in the narrow sense if there exists a Riemannian metric || - || on M,
numbers ¢ > 0 and

0< A Spp <Ao< g <Az <pug pr <1, Az >1,

and and invariant splitting
WM = E; ® E; & Ej
such that for any n >0

(1.9) TIAIXI S D f" XN < enfIXI X € By
(1.10) TINIXN S D" XN < eblI X X € By
(1.11) TINIXI S IDef" XN < enBIXI X € By

Partially hyperbolic systems satisfy the hypotheses of Hadamard-Perron Theorem, but in
general the condition A < 1 < p is not satisfied; in this case, as can be seen from the statement
of Hadamard-Perron Theorem, the stable and the unstable distributions (respectively E* and
E") are integrable, but their integral manifolds are only C'! smooth, even if f possesses a C"
smoothness with r > 1. We will denote with W* the integral foliation of the distribution E*,
and we call it stable foliation; analogously, W*" is called unstable foliation and is the integral
foliation of the distribution E".

Otherwise, the central distribution EY is in general not integrable. To have integrability
we need one more hypothesis we are going to explain below.
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Let F be a foliation of the manifold M; we say that F is quasi-isometric if there are two
constants a > 0 and b > 0 such that for any z,y belonging to same leaf ¥, we have

dgf(.%',y) < a,d(.f,y) + ba

where dg denotes the distance along the leaf. Then we can state the result (see [23] for
references)

THEOREM 1.3. Let M denote the universal covering of M, and W$ and WU the lifts to
M of the manifolds W* and W*..

Assume that both W* and W* are quasi-tsometric. Then the distribution E€ is integrable
and the integral foliation is unique.

2.3. Lyapunov exponents. We saw that a hyperbolic fixed point is characterized by
the existence of directions of expansion and contraction under the action of the linearization
of the flow; in hyperbolic sets, any point admits this contracting and expanding directions,
and, moreover, the coefficients that control the norms of the vectors are uniform on the set.

There exist also dynamical systems in which at almost any point (with respect a suitable
measure on M) there are these expanding and contracting directions, dominated by coeffi-
cients that possibly depend on the point. The dynamics of these systems in fact presents a
behaviour dominated by sensitive (i.e. exponential) dependence on initial condition, but in
general the system does not admit a (A, p)-splitting at any point.

In this subsection we will introduce the objects that take account of these properties of
such systems: the Lyapunov exponents.

DEFINITION 1.6. Let f : M — M be a diffeomorphism on a manifold M endowed with a
Riemannian metric that induces the norm || - || on vectors on M. We say that ¢ € M is a
regular point of f if there exist numbers A\1(q) > Aa(q) > -+ > A\pn(q) and a decomposition
TyM = E(q) @ -+ - & Epn(q) such that

1
(1.12) lirf —log || Dgf"xl| = A\j(q) for every0 # x € Ej(q), 1<j<m.
n—-+oo n
We remark that for any regular point the numbers A\; and the decomposition in subspaces
E; are unique (see [21]).

DEFINITION 1.7. The numbers \j(q) are called the Lyapunov exponents of the map f at
the regular point q.

It is easy to check the following properties:
Ai(f(@) = X(g)
Dyf(Ej(q)) = E;(f(q))
Remark. If ¢ is a regular point of f and x € T; M, we have that
1
lim —
k‘—1>I'i1:lOO k

i.e. the limits in the future and in the past exist and coincide.

. 1
log | D2l = Tim -~ log | D" al,

If ¢ is regular, we put
1 n
Ma.2) = lim “log D, f"a]
clearly, A(q, ) = \;j(q) for j such that = € E;(q).
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Let us denote with My (M) the set of all f-invariant Borel probability measures on M
(i.e. measures p defined on the o-algebra of Borel sets with u(M) = 1).

THEOREM 1.4 (Osedelec’s Multiplicative Ergodic Theorem). If M is compact, then the
set of regular points of a diffeomorphism f is a full-measure set with respect to any measure

me Mf(M)

If ¢ is a regular point, the spaces Ej(q) are asymptotically expanding or contracting
(depending on the sign of the associated Lyapunov exponent); then, in the case in which
some exponents are positive and some negative, the notion of regular point in some sense
generalizes the notion of hyperbolic point, taking account of the asymptotic behaviour of
the linearization of the dynamics. Osedelec’s Theorem says that, under some conditions, at
almost any point the dynamics has this behaviour.

Example. The Hyperbolic Automorphism of the Torus indeed possesses at any point a
positive and a negative Lyapunov exponent; they are Ay = log u4 = log (%) and \_ =

log pi— = log (3_7‘/5)
The subspaces Ei(x,y) relative to the Lyapunov exponents are in fact the subspaces

determined by the eigenvectors of the matrix < ? 1 >

Remark. The Lyapunov exponents can also be defined for a smooth flow & : R x M — M:
1

(1.13) i~ log || Dydtal = Ny(a)  for every0 £ € Eifa), 1< <m:

all the results stated above allow also in this case.

2.4. The dynamical entropy. The Lyapunov exponents provide a measure of the in-
stability of a dynamical system. In this subsection we will expone another approach that
investigates it, focusing on the statistical behaviour of the orbits. To do that, we shall shift
to a probabilistic description of the dynamics.

Let u be a measure on M; we say that p is an f-invariant probability measure on M if
p(f~1(U)) = p(U) for any measurable subset U C M, and u(M) = 1. The triple (M, u, f)
defines a (discrete-time) metric dynamical system.

Analogously, if ® : R x M — M, ®(t,-) = ¢'(-), is a smooth flow on M such that the
measure p on M is ¢'-invariant for any ¢ € R, then the triple (M, u, ®) defines a (continuous-
time) metric dynamical system.

Let us recall that the manifold M is the set of the states of system; the measure of a
measurable subset U of M denotes the probability of the state of the system of belonging to
U. Notice that the fact that f is measure-preserving takes account of the conservation of the
probability; in particular, Hamiltonian systems fit this rule with respect to Liouville measure
i = o, where o is the symplectic form on the manifold.

Let & be a finite or countable measurable partition of M, i.e. & = {P;}; where P; is
p-measurable for any i, pu(P; N P;) = 0 for i # j and pu(M \ U;P;) = 0. The elements P; are
called atoms of the partition.

The partition models the case in which the observer cannot know precisely the state
of the system at a certain time, but he can only know in which atom of the partition the
state is contained. Let us introduce the information function I : & — R defined as I(P) =
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—log u(P), for P € &: it measures the amount of information one gains about the system
when he knows that the state of the system is contained in P.
Then, let us give the following definition:

DEFINITION 1.8. The entropy of the partition &7 is defined as
Zu )log u(P;),

where we put 0log0 := 0.

The entropy is then the average information that an observer can extract from the system
when he knows the present state of it, or, in other words, is the average ignorance of an
observer that can know the state of the system only by means of the partition .

Let &2, 2 be two measurable partitions on M; we define the refinement of & with 2 as
the partition

We now define the joint partition &, = \/7_, f~*(), that is the refinement of & = {P;}
with all the partitions &2, = f~%(2) given by 22, = {f~*(P)}.
The dynamical entropy associated to the metric dynamical system (M, f, ) and the
partition & is defined as
1
where 3, (P) = =32, i (P 0 fH(Pyg) N0 f70 N (P,)) log (P, 0 f~H(Pig) N2 o0
[~ "“(Pzn))

PROPOSITION 1.1. The limit in (1.14) always exists (see [21]).

The entropy h,(f, &) has the meaning of the average amount of information provided by
the knowledge of the present state and the asymptotic future. In other words, the value of the
dynamical entropy says how precisely the evolution of the system can be predicted when the
initial condition is known with the uncertainty given by the partition: if the system is well
predictable (for instance it is a periodic system), the dynamical entropy is zero; otherwise,
a positive value of the dynamical entropy says that the asymptotic evolution of the system
cannot be predicted.

Finally, we can define the measure-theoretic dynamical entropy:

DEFINITION 1.9. The measure-theoretic (or Kolmogorov-Sinai) dynamical entropy of the
system (M, u, f) is defined as

hu(f) = sup hyu(f, 2),
P
where the sup is taken over all partitions of M that satisfies the properties above.

We just mention here that Kolmogorov-Sinai’s Theorem states that if a partition &
generates the topology of M then

hu(f, 2) = hu(f)-

This Theorem provides a valid tool to compute the dynamical entropy h,(f) of a dynamical
system.
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Remark. If the dynamical system is given by a smooth flow ® : R x M — M, where M
and g are respectively a smooth manifold and a ¢'-invariant measure on M as above, the
dynamical entropy is defined by h,(®) = h,(¢1).

Let us now state a result that shows the close relation between the Lyapunov exponents
and the dynamical entropy of a dynamical system. First of all, define, for any regular point

qof f

(1.15) X(@) = D> Xlg)dim Ej(q);
Aj(9)>0

if all the Lyapunov exponents are negative at ¢, we put x(q) = 0. Then, we have the following
result:

THEOREM 1.5 (Pesin’s Formula). Let us recall that a function f is Hélder C' if the
function itself and its first derivative are Hélder continuous. Assume then that f is Holder
C' and p is an f-invariant probability measure on M which is absolutely continuous with
respect to the Lebesque measure of M. Then

(1.16) m(5) = [ xdn

We saw that when studying metric dynamical systems we deal with averages of functions
on the state space. The following theorem is a fundamental result that, under some conditions
on a function, guarantees the existence of its time average and relates its space and time
averages; we remark that it allows also for continuous-time dynamical systems:

THEOREM 1.6 (Birkhoff’s Ergodic Theorem). Let (M, p, f) be a metric dynamical system,
and g: M — M a function on M. We have the following facts:

e if g € LY(M), the limit

exists p-a.e. on M;
o ifge LP(M), 1 <p < oo, the function

_ 1
9(g) = lim —

n—+oo N

S0 )
k=0

is in LP(M); %Zz;é go fk converges in the LP norm to § and we have that §(q) =
9(f(q)) a.e. on M; g is the time average of g;
e for every g € LP(M) we have that

/éduz/ g dp;
M M

fM g du is the space average of g over M.
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Remark. If f is invertible, then Birkhoff Ergodic Theorem applies to f~! and implies that
the time-average in the past

. . 1
g (¢g)= lim —

n—+oo N

n—1
—k
> a(f (@)
k=0
exists p-a.e. on M. Moreover, the time average in the future and in the past coincide:

(1.17) g (¢) =9(q) p-a.e. on M.

3. Optimal Control Theory

Let M be a smooth manifold and U a set. A control system on M is a family of dynamical
systems

(1.18) q= fu(g),

q € M, parametrized by some parameter u € U, where f,(q) is for any u a vector field on M.
The parameter u is called control parameter (or simply control), the set U set of admissible
controls.

To ensure the well-posedness of equation (1.18), we assume that f,(g) is continuous with
respect to the pair (¢, u) and smooth with respect to ¢; moreover, we assume that in any local
coordinates the function (g, u) — %q@ is continuous on M x U.

These assumptions assure the existence of a Carathéodory solution to (1.18); these solu-
tions are called trajectories of the system.

A control problem is given by a control system as (1.18) and a set U of admissible control,
where the value of u is changed in time in order to influence the evolution of the dynamical
system. We will take in consideration functions ¢ +— w(t) € U which are measurable and
locally bounded; such functions are called admissible controls. A pair (q(-),u(-)) such that
q(-) satisfies equation (1.18) is called admissible pair.

In the case of the so-called optimal control, we are given a smooth function ¢ : M xU — R
and our aim is to determine the admissible control @(-) such that the trajectory ¢(t) satisfies

equation (1.18) and the functional

t1
(119 TaltaCu = [ elalo). ) d.

0
attains at (G(+), @(+)) its minimum among all the admissible pairs (¢(-),u(-)) that satisfy some
prescribed boundary conditions; usually they consist in fixing the endpoints of the trajectory:

(1.20) q(to) = qo, q(t1) = q1,

qo,q1 € M fixed.

The solution u of an optimal control problem is called optimal control, and the corre-
sponding trajectory optimal trajectory.

The Pontryagin Maximum Principle (PMP) provides a necessary condition for a trajectory
to be optimal, establishing a relation between the optimal trajectories and the solutions of a
certain Hamiltonian system defined on the cotangent bundle T M.

In fact, to any optimal control problem we can associate a family of Hamiltonian functions

ho(A) = (A, ful@)) +ve(g, u)

where A € T*M and v is a real number.
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The Pontryagin Maximum Principle reads as follows:
THEOREM 1.7 (PMP). Let (¢(t),u(t)), t € [to,t1], be an admissible pair for the problem
(1.21) q = fulq), Jttg — min, ge M, ueU,;

then 4(t) is an optimal control, and §(t) is an optimal trajectory, only if there exists a non-
trivial pair
(v, A(t)) #0 A(t) € Tq*(t)M, veR,

such that
(1.22) At) = by (A®)
(1.23) haw(AE) = quleaé(hZ()\(t)) for a.e. t € [to,t1]
(1.24) v < 0.

The Hamiltonian A% (\(¢)) is homogeneous in the pair (v, A(t)), that can be then normal-
ized; there are two distinct possibilities:
e if v # 0, we put v = —1; the curve A(t) is called in this case normal extremal,
e if v =0, the curve A(¢) is called abnormal extremal.

The PMP states that a necessary condition for a trajectory ¢(t) to be optimal is to be
the projection of a solution of the Hamiltonian dynamical system (1.22); actually, PMP is
the generalization of the Least Action Principle of classical mechanics [13].

Let us now define (where possible) the maximized Hamiltonian of the optimal control
problem
(1.25) H(\) = maxhy ()\);

uelU
the following proposition relates the solutions of the dynamical system defined by the maxi-
mized Hamiltonian with the extremal of the optimal control problem (1.21): in fact, it asserts
that, under some regularity conditions on H, they coincide:

PROPOSITION 1.2. Assume that the mazimized Hamiltonian defined as (1.25) is defined
and C? on T*M \ {\ = 0}.
If a pair (a(t), \(t)) satisfies conditions (1.22)-(1.23), then

(1.26) A) = HA0):

conversely, if a Lipschitzian curve \(t) # 0 is a solution of the Hamiltonian system (1.26),
then there exists an admissible control u(t) such that the pair (u(t), \(t)) satisfies conditions

(1.22)-(1.23).

During this thesis, we are considering only normal extremals. For such extremals, we have
also this sufficient condition for optimality:

THEOREM 1.8. Assume that the maximized Hamiltonian (1.25) is defined and smooth on
T*M, and that the Hamiltonian vector field H is complete. .

Let Lg be a Lagrangian submanifold in T* M, and let L; = e (Lg) be its image under the
Hamiltonian flow at time t.

Let m : T*M — M be the canonical projection, and assume that its restriction |z, is a
diffeomorphism for any t € [to,t1]. Then for any Ao € Lo the normal extremal trajectory

ity =moef (X)),  teltoti],
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realizes a strict minimum of the cost functional (1.19) among all the admissible trajectories
q(t), t € [to,t1], of the system (1.18) with the same boundary conditions:

q(to) = q(to)  q(t1) = G(t1).






CHAPTER 2

The generalized curvature

Let (M, g) be an n-dimensional Riemannian manifold, and let us consider the classical
length minimization problem on it: given two points qy, g1 € M, we want to find the curve
~(:) € M with minimal length among all those that pass through both points ¢y and ¢;.

This problem can be formulated as an optimal control problem in this way:

. T 1/2
(2.1) min JE(v() = mvm/0 (;1 u?(t)) dt
with
AR A 7(0) = ¢
0= won@. {70

where {fi(¢)}7_, is a smooth orthonormal frame in T, M.

It is well known that locally any geodesic is a minimizing curve, i.e. it provides a (local)
solution to problem (2.1), but that this optimality fails in presence of conjugate points: if -y
is a geodesic segment from ¢y to ¢; that has an interior conjugate point ¢, then v is no more
minimizing after ¢. The sectional curvature is a metric invariant of the manifold (M, g) that
provides lots of information about the behaviour of the geodesics on it, and, in particular, on
the distribution of their conjugate points; we just recall that if all the sectional curvatures of a
manifold are negative, then no point of the manifold has conjugate points along the geodesics.

In [6], Agrachev and Gambkrelidze introduced the notion of a curvature tensor along the
extremals of an optimal control problem; this theory has been further developed by Agrachev,
Zelenko and Chtcherbakova in [8], [9], [2] and [10]. This tensor is called generalized curva-
ture and is a true generalization of the sectional curvature of Riemannian Geometry. It is
really remarkable that this invariant provides important information about the behaviour of
the extremals of an optimal control problem, without the necessity to solve any differential
equation; in particular, this curvature satisfies a generalized version of Conjugate Point Com-
parison Theorem; for the standard version of Conjugate Point Comparison Theorem see, for
instance, the textbook [20].

More generally, the generalized curvature is an invariant associated to a pair (splitting of
the tangent bundle, vector field) on a smooth manifold M. In this chapter we will introduce
this object within this frame, restricting ourself to the case (Lagrangian splitting, Hamiltonian
vector field).

First of all, in Section 1 we will introduce some basics facts about curves in the Lagrange
Grassmannian of the symplectic space T,(T*M), z € M.

The definition of the generalized curvature is the main topic of Section 2.

Section 3 is devoted to the description of two natural Lagrangian splittings of the cotan-
gent bundle. We will also give some examples of explicit computations of the generalized
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curvature for some basics systems, in order to highlight the connection between the gener-
alized curvature and the Riemannian curvature in a Riemannian frame, and between the
curvature and the Hamiltonian of the system in a Euclidean frame.

In Section 4 we will treat the case in which the Hamiltonian systems admits a first integral
of the motion. In this case, it is well known that the dynamics reduces on a sublevel of the
first integral: due to this fact, a new formulation for the generalized curvature is needed,
in order to take account of the reduction, to deal with an object that carries much more
information on the system than the non-reduced generalized curvature.

Finally, in Section 5 we will present the notion of canonical moving frame, which is a
family of Darboux bases of a symplectic space ¥ that moves accordingly to a curve in the
Lagrange Grassmannian of ¥. We will underline the relation between these frames and the
generalized curvature.

1. Curves in the Lagrange Grassmannian

Let ¥ be a symplectic space with symplectic form o, and consider the curve ¢t — A(t) in
the Lagrange Grassmannian L£,(X). We recall form Section 1 of preceding Chapter thatany
A € L,(X) gives a coordinate chart in the Lagrange Grassmannian. We can then write A(t)
in coordinates in the following way: fix A € L,(X) such that A(t) is transversal to A for
any t (we will write A(t) € A™ for any t), which means that the curve stays for any ¢ in the
coordinate chart defined by A; choose a Darboux basis {e1,...,ep, fi,..., fn} in ¥ such that
A = span{fi,..., fn}: then there is a family of symmetric n x n matrices S; such that we
can do the identification A(t) = {(z, Siz) : = € R"} for any ¢.

Let Th(0)(£n (%)) denote the tangent space at the point A(0) to L, (X); we can associate
in a true intrinsic way to the vector LA(t)|;—o € Th(0)(L£n(X)) a quadratic form on A(0),

that we will denote with Ag. The definition is as follows: for any x € A(0), we put Ag(x) =
a(A(0), A(0)), where A(t) is a curve in X with A(t) € A(¢) for any ¢ and A(0) = .
The quadratic form is well defined, i.e. Ag(x) depends only on %A(tﬂt:o and x; since

the definition of Ay is intrinsic, we will show this fact in coordinates. Let then A(t) =
{(z,S¢x) : x € R"}, and = = (x,Spx), x € R"; consider a curve A(t) = (z(t), Six(t)), with

2(0) = x. Then o(A(0), \(0)) = (#(0), Sox(0))n, — (Soz(0) + Soi:(0),z(0))n = —(SoX,X)n, by
symmetricity of Si; here (-, -),, denotes the scalar product on R". Then actually the result

does not depend on the particular choice of the curve A(t).

DEFINITION 2.1. We say that a curve t — A(t) in L,(X) is regular at the point T if the
quadratic form A; is nondegenerate; we say that it is monotone increasing (decreasing) if the
associated quadratic form is positive (negative) definite.

LEMMA 2.1. If the curve t — A(t) is reqular at the point T, then A(t) € A(T)™ for any
t # 7 close to T.

Proof. We will prove it in coordinates. A(t) N A(7) # 0 only if det(S; — S-) = 0; since
det S; # 0, there is a small neighbourhood of 7 such that the condition above allows. O

To any quadratic form on a vector space it is uniquely associated a self-adjoint linear
operator from the vector space to its dual; this means that there is a unique self-adjoint
linear operator Ag : A(0) — A(0)* such that for any = € A(0) we have Ag(z) = (Aoz, z),
where (-, -) denotes the dual action of A(0)* on A(0).
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In this thesis we are interested in studying the properties of Hamiltonian systems defined
on the cotangent bundle 7% M of a smooth manifold M; to such systems we can associate a
particular kind of curve in the Lagrange Grassmannian, that plays for Hamiltonian trajectories
the role played for geodesics by the Jacobi fields; such a curve is called a Jacobi curve, and
the definition is given below.

Let then M be a smooth manifold, let o be the canonical symplectic structure on T%M,
and h : T*M — R a smooth Hamiltonian function. Let A = {A,}.cas be a Lagrangian vector
distribution on M; we define the following curve:

DEFINITION 2.2. The curve in the Lagrange Grassmannian of T,(T*M) defined by

(2.2) AL(t) = e_th*Aet,;(z)

is called the Jacobi curve of the curve z — e ( ) attached at the point z € T*M.

The Jacobi curve is defined by the push-forward (with negative time) of the vertical

distribution along the integral curves of h. Since the distribution is Lagrangian and the
vector field is Hamiltonian, the Jacobi curve lies in L, (T5(T*M)).
Directly from its definition it follows that

A:(t) = A i, (0):

Remark. A natural choice for the Lagrangian distribution is the so-called vertical distri-
bution {T,(T rM ) }zer+ar; notice that this distribution is integrable, the integral manifolds
being constitute by the vertical fibres T :(Z)M , z € T*M. This leaves actually foliate the
manifold T* M.

Remark. We will also use this alternative definition: we say that the Hamiltonian h is regular
(monotone) with respect to a distribution A if the Jacobi curve (2.2) is regular (monotone)
for any t.

The following proposition relates the properties of regularity of the Jacobi curve (con-
structed by means of the vertical distribution) with the characteristics of the Hamiltonian
h.

PROPOSITION 2.1. Let IT? be the map 117 : Ty )M — T M given by (2") = m(h(2));

then the Jacobi curve defined above is reqular if and only if TI? is a submersion.

Proof. We will prove it in coordinates: let 7*M = {z = (p,q) : p,q € R"}, with 7 : z =
(p,q) — g; then, TZ(T;‘(Z)M) = span{dp,,..., 0, - Let l_i(p, q) = > 1 a;0p, + b0y,

In coordinates, the action of " is TI%(p',q') = Y1, bi(p,q')9y,;, hence the map is a
submersion if and only if the matrix (%)M is nondegenerate.

Then, for a vertical vector = > 71" | x;0y,, we have that A, (0)(z) = > 1", xix; a , hence

it is nondegenerate if and only if the matrix (gb )ij is.

In fact, let us recall the basic formula
d/ ¢ P o
(2.3) 2 (e7) = e lRL
for any vector field ( on T*M.
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Then, if A(¢) is a curve in J;(¢) such that A(0) = x, we have that A0) = [1, A(t)]]¢=0 and
then A.(0)(z) = 327", xixj(%’;. O

Remark. All the construction above can be developed also in a non-symplectic setting (see
[6]); in this case, we will consider an involutive distribution of rank n, namely a distribution
whose spaces are tangent to the leaves of a smooth foliation of rank n of the manifold M,
and a smooth vector field ( on M. The Jacobi curve is defined as

Jz(t) = e_tC*E|Zt7 Rt = et((z),

where F|, denotes the subspace of the distribution contained in 7,M. We remark that all
the results stated above allow also in this non-symplectic case, except of course the results
concerning Lagrangianity of the Jacobi curve.

2. The generalized curvature

Let {II,}.cr+ar be a Lagrangian distribution on 7*M transversal to {A.}., namely A, N
I, = 0 for any z; then, the two distributions form a Lagrangian splitting of the tangent
bundle T(T*M) = A @ II. Let h be a Hamiltonian function on 7M.

Fix some zg € T*M and put z; = e(2g); call, for any zg € T*M, A, (t) and IL,,(¢) the
two Jacobi curves defined by the distributions, A,,(t) = e ™", A,, and II,,(t) = e *",I1,,. We
assume that the curve A, (t) is regular.

Let us notice that the two curves are transversal at any time: A, (¢) NIL,,(¢) = 0 for any

t and for any zg.
Due to the isomorphisms A (t)" =~ T (T*M) /A, (t) and Ty (T*M) /Ay, (t) =~ Tl (),

we can view the operator A, (t) as a linear operator from A, (t) to I, (¢) (and, conversely,

IL.,(t) as a linear operator from IL () to A.,(t)). This fact permits us to endow T*M with
a Riemannian structure, as the following Proposition states:

PROPOSITION 2.2. Let T,(T*M) = A, @ 11,, z € T*M be a Lagrangian splitting, and
assume that the Jacobi curve A,(t) is monotone increasing. Then we can define a scalar
product on T,(T*M); in particular, A, and 11, are orthogonal with respect to this scalar
product.

Proof. We just define, for any & € A, and for any y € 11,
(@2 = 0@ (59 =4:0)((R(0) )l {2y =0,

We can now define the operator
DEFINITION 2.3. The operator R (t) € gl(As,(t)) defined as
(2.4) R () := Ly () 0 Asy (1)
is called the generalized curvature associated to the curves A,y (t) and Il,,(t) at the time t.
Since the definition is intrinsic, it allows that
RAT(8) = e RAT(0)e, |4 -

This implies that the knowledge of R?’H(O) for any z along a certain trajectory is equivalent
to the knowledge of R?O’H(t) for any ¢. Then we will do the following definition:
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DEFINITION 2.4. The operator R € gl(A.(0)) defined as
(2.5) R .= RML(0)

1s called the generalized curvature of the Hamiltonian vector field h associated to the splitting
AaIl

The following proposition is a valid tool to make computations:
PROPOSITION 2.3. Let X be a section of A. For any z € T*M we have
REX(2) = —[h, [h, X]n]a(2),

where for any vector field Y on T*M we have Y = Yp + Y11, where Yy is a section of A and
Y11 is a section of 11.

Proof. Let us recall that by definition for any = € A,

Az (0)(z) = <A§o(0)w796>
= a(A0),X0)),

where A(?) is defined as in Section 1. Then we can conclude that XZO(O)(:B) = o(\(0),-), and

hence A, (0)(z) can be identified with [A(0)] (where [-] denotes the equivalence class of vectors
of T, (T*M) in T,,(T*M)/A,,); we will chose the representative of [A(0)] that lies in IL,,.
Then we can put B

Az (0)(@) = [hy A()]11, lt=0-

The same argument implies that

I, (0) 0 A, (0) = [, [, A(t)]11., Ja., li=o
and hence the thesis. OJ

We can conclude with the following property:

PROPOSITION 2.4. The generalized curvature R is a self-adjoint operator with respect to
the scalar product (-,-) i

3. Particular splittings
There are many different choices for the splitting A @ II; in this section, we assume
that a distribution A C T(T*M) is given, and we describe two quite natural choices for the

complement II: the first one depends on the Hamiltonian field E, the second one is defined
by a symmetric linear connection on the the manifold M.

3.1. The canonical splitting. Let A,(¢) be the Jacobi curve associated with the dis-
tribution A. Let A be a Lagrangian subspace of T, (7" M) transversal to A,(0), and denote
with A(0)™ the set of subspaces of T,(T*M) transversal to A(0); call TAA,(0) the projector
of T,(T*M) onto A,(0) and parallel to A; then it allows that

Tar. () |r.0) = 1d  Tan,0)]a = 0.

Let us now notice that the set {maa_ () : A € AZ(O)m} has the structure of an affine sub-

space of gl(T,(T*M)); to prove this, notice that, for Aj, Ay € AZ(O)m, the linear combination

O”TAlAz(O)_"(l_a)ﬂ—AgAz(O) a€R
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equals the identity on A(0) and vanishes on its kernel; then, if we put Az := ker(ama, A.(0) T
(1—a)ma,n,(0)), we have that A € AZ(O)m, and then ama, A, 0) + (1= @)Ta,A,(0) = TAzA.(0)-
Let us now recall that an affine space A over a linear space V is a set endowed with a
subtraction operation (u,v) € A x A u —v € V that satisfies the following axioms:
(1) For any u,v,w € A we have that (v —w) + (w—v) =u—v € V;
(2) For any v € A and for any = € L there exists a unique u € A such that u —v = x.

Then, in the space {maa, () : A € A, (0)™ it is defined a subtraction that gives values in
gl(T,(T*M). In fact, for any Ay, Ay € AZ(O)Kﬂ and for any € A.(0), we have that

TALAL(0)(Z) — TasA,0)(®) = 0;

this means that actually {maa, o) : A € A, (0)™} is constructed over the subspace M(A,(0)) =
{0 T.(T*M) — A.(0) : O|a,(0) = 0} of gl(T>(T* M) of the linear operators from T (T*M))
to A,(0) vanishing on A,(0).

Let us now fix some 7 and consider the curve A,(-); by regularity of the curve, A,(t) is
transversal to A,(7) for ¢ in a punctured neighbourhood of 7. Let us consider the operator-
valued function t — 7 _(4)a,(r), and let us say that it has a pole at ¢ = 7 if the function
t = TA ()AL (r) — TAAL(r) has a pole, as a function in MN(A,(0)), for some A € AZ(T)m.

Let us compute the Laurent expansion ma_ A, (r) = m0(7) + 22,20 mi(7)(t — 7)Y it is easy
to see that actually m;(7) € 9(A,(7)) for any ¢ # 0, and then my(7) shall necessarily belong
to the affine space. Then, there exists a unique A € AZ(O)m such that mo(7) = man_(r); We
will denote this space by AS(7) and we will call it the derivative element to A,(7). By the
axioms of the affine spaces, this elements is uniquely defined.

We can repeat this procedure for any 7, and then define the derivative curve t — A3(t).
Since the definition of this curve is intrinsic, it allows:

(2.6) AZ(E) = ™A% ) (0).

Easy computations (see [2]) show that, if we put local coordinates on T, (7™ M) in such a
way that A.(t) = {(x,Siz) : x € R"} with Sy = 0, then in coordinates the derivative curve
reads A2(t) = {(Aw, y + StAwy) 1 y € R"}, where A; = —35;15,S; . This implies that if the
Jacobi curve is regular its derivative curve is smooth.

Moreover, it is easy to prove that the space {max_ (o) : A € AL (0)™ N L (T (T*M))} is an

affine subspace of {maa_ () : A € A, (O)m} characterized by the relation
A€ A (0)"N L (To(T*M)) & o(man. ), ") t o Tan. ) = o();

then, since mp_(1)a,(r) belongs to this last subspace, also does 7o(7), and this implies that
AS(7) is Lagrangian.

DEFINITION 2.5. The splitting T,(T*M) = A,(0) & AZ(0) given by a curve and its deriv-
ative curve s called the canonical splitting.

We remark here that, in these local coordinates such that A,(t) = {(z, Siz) : z € R"}
and AS(t) = {(Aw, y + St Awy) 1 y € R}, with A; as above, the generalized curvature has the
following coordinate expression:

3

1. .. C
R(t) = 55'5 ISt - Z(St lst)z-
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Notice that the formula above is the matrix version of the Schwartzian derivative, whose
1-dimensional formulation is the following;:
3
4
Remark. The sectional curvature in Riemannian geometry satisfies a result called Conju-
gate Point Comparison Theorem (see [20]), that relates the value of the curvature with the
existence and the position of conjugate points of the Jacobi fields. Here we remark that the
generalized curvature satisfies an analogous statement, that we report without proof (it can
be found in [6], [2]).

Let us say that the numbers ty, ¢; are conjugate parameters for the curve A, (-) if A, (t9) N
A.(t1) # 0. Then we have the following result:

S(Sy) = 55;15,5 — 2(8;715)2.

THEOREM 2.1. Let z € T*M and let A,(t) be a curve in L, (T,(T*M)), monotone increas-

ing for any t > 0; let RQ’AO (t) be the curvature operator associated to the canonical splitting
A®A°. Then:

o If R?’AO (t) < Cid for some constant C > 0, for any pair of conjugate parameter
to, t1 we have that |tog —t1| > % In particular, if the curvature is negative definite

for any t, A,(-) does not possess conjugate parameters.
o If tr(Rf’A (t)) > nC for some C > 0, for any arbitrary to <t the interval [t,t+ %]
contains a point conjugate to tg.

3.2. The splitting associated to a linear connection. A linear connection on M
defines a parallel transport of vectors on M along curves in M and, by duality, it defines
also a parallel transport of covectors of on M. This parallel transport defines then a lift to
T(T*M) of vectors on M. This lifts build a vector distribution on 7*M which is at any point
transversal to the vertical distribution Tz(T:(Z)M ) (where 7 denotes the canonical projection

of T*M on the base manifold); the two distribution constitute a splitting of T'(T*M). Let
us mention moreover that this distribution is Lagrangian if and only if the connection is
torsion-free.

Examples. Let us now consider the Levi-Civita connection on a Riemannian manifold (M, g)
(g is the metric tensor); then, the adjoint connection to the Levi-Civita connection defines
a Lagrangian splitting on T'(T*M). Actually, this Lagrangian splitting coincides with the
canonical splitting defined by the Hamiltonians of natural mechanical systems on the manifold
(M, g), namely Hamiltonians of the form

1 _
(2.7) h(z) = 5 (2,97 (m(2))2) + U(x(2)),
where U is a smooth function on M, and corresponds to the potential energy of a mechanical

system. In this case, the generalized curvature is given by
Rl'z=R(z,x)z+ Di(VU),

where z € TM is the dual to z via the metric g, R denotes the Riemannian curvature, and
Dy is the covariant derivative along x.
In the Euclidean case, M = R"™ with the flat metric, we obtain:
0*U

1
e =3P +U@,  Rig =5
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4. Reduction by a first integral

Let us now assume that the dynamical systems defined by the Hamiltonian h admits a
first integral, i.e. that there is a smooth function g : T*M — R such that {h, g} = 0, where
{-,-} denotes the Poisson brackets, defined by {h, g} = o(h,§). In this case, it is well known
th (

that ¢ is invariant with respect to the flow e and vice versa), and that the flow generated

by h preserves the sublevels of the function g; this implies that any trajectory{e'(z) : t € R}
belong to a certain sublevel g~!(c) for any ¢.

Then, in presence of a first integral it is useful to restrict the analysis of the motion on
its sublevels g~!(c); let us notice that, if z € g~!(c), then T.(g7(c)) = ker(d.g). It is easy
to see that the symplectic form restricted to the tangent space to g~!(c) vanishes identically
when applied to §; then, ker(d.g)/d(z) is a symplectic space with respect to the symplectic

form olier(a.g)/4(2)-
Let us remark that any Hamiltonian system admits at least one first integral, which is

the Hamiltonian h.

Let now A be a Lagrangian distribution on M such that the curve A,(¢) defined as in
(2.2) is regular and that g(z) ¢ A, for any z. The curve defined as
(2.8) J9(t) = et (A, Nker(ds,g) + span{g(z)})

is a curve in L, (T,(T*M)) and is called the g-reduction of the curve J,(t). Since it contains
g(z) at any time, it is not regular, hence we cannot define the curvature associated to it.
Then, we define the curve

(2.9) J2(t) == J¢(t) /span{g (=)},

which is a Lagrangian curve in the (n — 1)-dimensional space ker(d.,g)/span{g(z)}. If this
Jacobi curve is regular, then the curvature operator Rﬁ(t) of the curve (2.9) with respect to

the canonical splitting is well defined on JZ(¢).
Let ¢, : T,(T*M) — T,(T*M)/§(z) denote the projection onto the factor space. Then
we give the following definition:

DEFINITION 2.6. The operator Ejg(t) on JI(t) defined as

(2.10) Rys(t) = (¥l r.rker(dzg)) " © Ryalt) 0¥

is called the curvature operator of the g-reduction J¢ at time t.
The operator R%9 on J(0) defined as

RI9 = R ys(0)
is called the reduced curvature of the Hamiltonian vector field h at the point z € T*M.

Examples. Let (M, g) be a Riemannian manifold, and let us consider the Hamiltonian (2.7)
of a mechanical system on M; the generalized curvature of the h-reduction is

3<v7r(z) U, w>h
2(h(z) = U(n(2)))

notice that in absence of a “potential energy” the reduction by h has no effect on the gener-
alized curvature.

ﬁg’h(t)w = ng + (vw(z) Uv 0)T7
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In the Euclidean case, we have

= 0’U 3
nh _ O°U 3 .
(Pa) — 9g2 + ‘pp(qu?O) ® (V4U,0)".

5. The canonical moving frame

Let ¥ be a symplectic space; an assignment t — {e!(¢),...,e%"(t)} for any t of a basis
of ¥ is called a moving frame; if A(-) is a curve in ¥, it would be useful to find a particular
choice for the family {e'(¢),...,2"(t)} such that for any ¢ A(t) = span{e’(t),...,e"(t)}; the
possibility of this choice and some related properties are the topic of this last section.

We will restrict to the case of Jacobi curves on a smooth manifold. The first Lemma deals
with a generic pair of transversal Lagrangian curves.

LEMMA 2.2. Let A,(-) and I1,(-) be two transversal Lagrangian curves in T,(T*M), and

assume that A, () is regular; let {e',... €™} be a basis of A,(0). Then there exists a unique
way to choose a family {el(t),...,e™(t), f1(t),..., fM(t)} of Darbour bases of T.(T*M) such
that €'(0) = &', i = 1,...,n, {e*(t),...,e"(t)} is a basis for A,(t) for any t and é'(t) €

I,(t), i=1,...,n, for any t.

Sketch of the proof. Let {é!(t),...,é"(t)} be a basis of A,(t) such that &(0) = &' for
any ¢ = 1,...,n; we can find for any ¢t a complement {fl(t) ®_, of it in such a way that
{&i(t), fi(t)}7_, is a Darboux basis of T,(T*M).

Then, we apply a symplectic transformation {&(t), f'(t)}1, — {e(t), f'(t)}?_,; a proper
choice of this map realizes the thesis of the lemma. U

In the case in which the complement IL,(-) is the derivative curve of A,(-), we have the
following result:

PROPOSITION 2.5. Under the hypotheses of Lemma 2.2, let 11,(-) = AS(:). Then there
exist two symmetric n X n matrices p and r(t) such that

(2.11) )= pifilt),  Fit)=D_rt)e(t), i=1,...,n
=1 i=1

Notice that the matriz p is constant.

The proof is straightforward and consists in straight computations. We do not write it here.

Remark. Let R(t) = {R;;(t)}];_, denote the representation of the curvature RO (t) with

respect to the basis {e!(t),...,e"(t)}. Then, by straightforward application of the definition
it can be proved that

R(t) = —pr(t).
Moreover, it can be chosen p = id. With this choice, we have that R(t) = —r(¢) and that
él(t) = fi(t), i=1,...,n for any ¢, and the vectors e(t) satisfy the following equation:

(2.12) E(t) + zn:Rij(t)ej(t) =0, i=1,...,n.
j=1






CHAPTER 3

Dynamical entropy of Hamiltonian flows

Riemannian manifolds of negative curvature have been widely studied for their interesting
features: in particular, one of the most evident is the exponential divergence of geodesics. It
is then natural to focus the attention on the properties of these curves, studying the geodesic
flow and the Jacobi fields.

If (M, g) is a Riemannian manifold, the geodesic flow can be synthetically defined as the
flow in the unit tangent bundle SM = {v € TM : ||v|| = 1} generated by the Lagrangian

1
L(q,v) = igq('v, ), geE M, ve S;M,

or, more intuitively, given a vector v € S;M, the geodesic flow is the flow that for any ¢ € R
maps

v = y(t),
where v,(+) is the geodesic with ,(0) = ¢, %,(0) = .

It is well known (see for instance [11]) that the geodesic flow on closed Riemannian
manifolds of negative curvature exhibits a hyperbolic behaviour; moreover, geodesic flows
on compact manifolds of negative sectional curvature are Anosov flows (that is, the whole
manifold is a hyperbolic set) (see [13], [18]).

Such dynamical systems have indeed positive definite dynamical entropies; an interesting
problem is then to find an estimate for its value, knowing the curvature of the system. Osser-

mann and Sarnak did this in [22], and the result has been further generalized by Ballmann
and Wojtkowski in [15]:

THEOREM 3.1 (Ballmann-Wojtkowski). Let M be a compact Riemannian manifold with
nonpositive sectional curvature, and denote with R the curvature tensor on M. Then for any
q € M and all unit vectors v € T,M, K(v) := R(-,v)v is a nonpositive symmetric operator
on TyM. Then

(3.1) hy, > /SM try/— K (v) du(w),

where hy, is the measure-theoretic entropy of the geodesic flow on M, SM the unit tangent
bundle on M and p denotes the normalized Liouville measure on SM.

Agrachev and Chtcherbakova ([2], [5]) proved that Hamiltonian systems of negative gen-
eralized curvature exhibit hyperbolic behaviour too (for details, we remand to references); we
notice moreover that the elements of the canonical moving frame satisfy an equation (2.12)
analogous to the one satisfied by Jacobi fields in a Riemannian frame:

Y (t) + K(v)Y(t) = 0;

this equation is a crucial element used in proof of Theorem 3.1.

35
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It is then natural to ask whether an analogous result to Theorem 3.1 allows also in a
Hamiltonian context. To prove this generalization is the main topic of this chapter.

In Section 1 we will describe more properties of the canonical moving frame already intro-
duced in Section 5 of Chapter 2; in particular, we will see that we can recover the properties
of the Hamiltonian flow along a trajectory just studying the evolution of the canonical moving
frame at a certain point of that trajectory.

In Section 2 we will formulate and then prove the result; in particular, the proof is split
into two parts, each of them constituting the core of a subsection.

1. More properties of the canonical moving frame

Let h be a Hamiltonian defined on a smooth symplectic manifold M of dimension 2n,
and let A be a Lagrangian distribution on M such that the Jacobi curve A.(t) is monotone
for any z € M; let AJ(t) denote its derivative curve. We recall from Section 5 of Chapter
2 that to any z € M we can attach a moving frame {e!(t), fi(t)}"~; such that A.(t) =
span{el(t),...,e%(t)} and AS(t) = span{fi(t),..., f2(t)}. By definition of Jacobi curve, we
can choose {e (0),...,€2(0)} at any z in such a way that

(3.2) eio (t) = efth*eit (0), f;o (t) = efth*f;'t(O), t=1,...,n, z = eM(z).

Moreover, let us notice that these vectors are orthogonal with respect to the scalar product
defined by Proposition 2.2.

Let us now define, for any z € M, the basis {e}}??, as €, = €%(0), e/ = f(0) for any
i =1,...,n; this is indeed and orthonormal basis.

Fix some z and consider a vector € T, M, and write its representation with respect to
the latter basis and the canonical moving frame:

(3.3) T = szs = Zm t) + () FL(1);
clearly, (1(0),£(0)) = (z1,...,72,). Recall that the vectors {el(t), fi(t)}, satisfy the equa-
tions (2.11). Then,

2 = 0
:;(

where we recall that‘RZ(t) is the representation of the curvature operator RQ’AO with respect
to the basis {e%(t), f1(¢)}_,. From equation (3.4) we conclude that the coefficients (7(t), {(t))
satisfy the following system:

£ty = —nt)
(3.4) {ﬁ(t) = R.(t)E)

In particular, the vector £(t) satisfy the Riccati equation

(3.5) £(t) + R.(t)E(t) = 0.

Due to the definition of the basis {e¢}2; we have the following result:

M:

0)5€’ (1) et + (n'(1) + €®) £,

J:1
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PROPOSITION 3.1. For any 20 € T*M, the components of a vector ® € T, (T M) with
respect to the canonical moving frame {e (t), f1 (t)}i=, are equal to the components of the

h

vector et x with respect to the basis {ait ?21, for any t.

Proof. It is just an application of equations (3.2); let &= Y"1 | n'(t)el(t) + £ (¢)éL(t): then
2n o
ehoax = szait
i=1
= Y (e, (1)) + WML (1) =
i=1
= D (1), 0) + £ ()5,(0) =
i=1

n
= > i)k, + e,
i=1
hence the thesis. O

2. Entropy of Hamiltonian flows

In this section we will prove a generalization to Hamiltonian flows of Theorem 3.1; then, let
us define the frame of the problem. Let M be a smooth 2n-dimensional symplectic manifold,
and h : M — R a smooth Hamiltonian function on it.

Since the Hamiltonian flow preserves the sublevels of h, we will restrict our problem
to a compact regular level set of the Hamiltonian, which we will call N. Let us notice
that for any z € N T,N = ker(d,h); as seen, o|r,n(h,-) vanishes identically, and then the
space ker(d,h)/span{h(z)} is a symplectic space (with respect to the restricted symplectic
form a\ker( d.h) /span {E(z)}) for any z € N. Since the action of the Hamiltonian flow preserves
the Hamiltonian vector field, we can restrict our analysis to the symplectic space ¥, :=
ker(d.h) /span{h(z)}, z € N. Let us notice that the space X is left invariant by the action of

the Hamiltonian flow, i.e. e,(3,,) = %,,, where 2z, = etﬁ(zo).
Let us now define the (normalized) Liouville measure on N in this way:
(3.6) Q= ~g A AaA
. ni=5g 1 o ALxo,
ne

where X is a vector field defined on a neighbourhood of N such that (dh,X) = 1, and
N:=[yoA---AoAuxo; txo =o(X,-) is the evaluation of o over X.
Now we state the result; we remark that in the following with o, we will denote the

restriction oly_, and that eth will denote the restriction of the Hamiltonian flow to N.

THEOREM 3.2. Let N be a compact reqular level set of a smooth Hamiltonian function
h : M — R, where M is a 2n-dimensional symplectic manifold. Let A be a Lagrangian
distribution on TN/span{ﬁ}, and assume that the Hamiltonian vector field h is monotone
with respect to A. Consider the Jacobi curve A, (t) = e*tﬁ*Azt and assume that the restricted
curvature fz’;”’ 18 monpositive.
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Then the dynamical entropy h,, of the Hamiltonian flow on N with respect to the normal-
ized Liouville measure pn on N (3.6) satisfies the following inequality:

(3.7) hy 2/ tr\/—ﬁg’h du.
N

Proof. Our main tool to estimate h, is represented by Pesin’s formula; then, the aim will
become to compute the sum of the positive Lyapunov exponents (1.15).

By Osedelec Theorem, there is a full-measure Borel set X C NN such that every z € X
is a regular point for the Hamiltonian flow, that is for any z € X there is a unique splitting
T.N = E* ® E$ @ EY such that

1 -
lim ~log|D.ez| > 0 xcEY
t—+oo t

1 -
lim ~log|D.ez| < 0 xcES
t—+too t

S th _ 0
tllg})oglogHDze x| = 0 xe E.
Moreover, the limit
1 -
(3.8) lim - log|det(D.e!™)|g, |
t—+oo t

exists for any z € X and is independent on E, for any subspace E, such that EY C E, C
E* @ E?. Further, we have that

1 1 th
(3.9) A(z):m)\ ¢)dim Ej(q) = lim —log|det(De™)|p. |

Since N is compact, the value of the Lyapunov exponents is independent on the choice
of the norm on X.; in particular, we choose the scalar product (-,-); on X, associated to the
curve A,(-) according to Proposition 2.2.

Then, the proof of the theorem is split into two steps: in the first one, we will look for
a good candidate for the space E,; in the second part, we will evaluate the limit (3.8) and
complete the proof.

2.1. The space H,. Let us introduce for any z € N the set H, € 3, defined as

d -
(3.10) H.:={z€ % —|ma. on o™z >0 Vi,

2t
where z; = e h( ) and A, (0)A2, (0) denotes, as usual, the projector of ¥, onto A, (0) and
parallel to A,,(0). Clearly, H, is intrinsically defined and it is invariant along the trajectory
th( )

Let {el(t), (1)} be the canonical moving frame in X, WlthA (t) = span{el (1), ...,e?‘l(t)}
and AJ(t) = span{e (t ) ..., €27 1(t)}, and define the basis {2} as in Section 1: % = €% (0)
and et"1 = ¢1(0) for i = 1,...,n — 1. Then, due to Proposmon 3.1, we have for any

TE S, o= ST yi(t)el (1) + €(1)él (1), that

17, (0)ag, (0) (€ )| = [£(t)] I7ag, 0)A., (0) (€

th

@) = ()] = 1€ @)].
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Let us now investigate the properties of the set H,. To simplify the notation, in the
following we will put v; = A.,(0), vp = A2 (0), and ¢! = e’
LEmMA 3.1. H, is a vector subspace of 3.

Proof. Notice that the function ||my,e (¢',®)||* = |£(£)]* is convex; in fact, (3.5) implies that

2
SN = 20(E0),£0)) — (R, E0) > 0

then a vector ¢ € X, belongs to H. if and only if ||7y,.e (¢*,@)]| is bounded for negative times.
Linear combinations of vectors satisfying this property still satisfy it. ([l

(3.11)

LEMMA 3.2. H, is transversal to A, for any z.

Proof. A vector € H, belongs to A, if () = 0, i.e. if £(0) = 0; for such a (nonzero)
vector, inequality (3.11) is strict at the time ¢ = 0, which implies that ¢ = 0 is a strong
minimum for [£(¢)|. This is in contradiction with the definition of H,. O

LEmMA 3.3. H, is a Lagrangian space.

Proof. Put, forany r € R, H; = {z € X, : %Hﬁvtvg(qbt*m)ﬂ >0 Vt>r7};clearly, H, C H,
if m <mand H, =N;H,.

H, contains at least one Lagrangian subspace for any 7. Indeed, fix 7 and consider
Vi ={z € X, mye(¢7,@) = 0}; actually, ¢7,(V7) = Ayr(;)(0), then V; is Lagrangian. We
shall prove that it is contained in H;; since both sets are intrinsically defined, we can prove
it in coordinates. Let then x = Z?:_f —E(t)eL(t) + £(t)éL(t) € V;; since

Pl =0 and L e =0 v
dt t=r = dt2 = '

then %Hmwg((bt*w)H =41¢(t)] > 0 for any ¢t > 7, and V, C H..

H, contains a Lagrangian subspace too. Indeed, define for any 7 H, = {(Vel,-1(%,):
V C H;} = L,-1(2,) N H, which is a compact nonempty subset of £,,_1(X); moreover,
since .FAITl - fAITz if 7 < 79, their intersection is nonempty: ﬁTfIT # (). Since ﬁIT C H; for any
7, we can conclude that () # ﬂTﬁT C H,, that means that H, contains at least a Lagrangian
subspace.

From Lemma 3.2 we know that dim H, < n—1; then we conclude that H, is a Lagrangian
subspace. O

Since H, is transversal to A,(0) and is Lagrangian, there shall exist a symmetric linear
operator U, : A2(0) — A,(0) such that H, is the graph of this operator, i.e. any vector x € H,
can be written as x = w+ U,w, w € AZ(0).

Shifting to coordinate representation, there exists a linear operator V, : R*~! — R»~!
such that for any vector in H, with the coordinate representation given by Equation (3.3),
we have that 7(0) = —V.£(0); from (3.4) we get that £(0) = V2£(0), and (3.5) implies that
the linear operator V, satisfies the equation

(3.12) Vor(z) + Vi + Ra(t) = 0,

where we recall that here R, (t) is the representation of the operator R with respect to the
canonical moving frame. By definition of H,, the operator V, is nonnegative definite for any



40 3. DYNAMICAL ENTROPY OF HAMILTONIAN FLOWS

z. In fact, for any x € R"!, we have that
(2, Vi) = (600),£(0)) = 5 6O i=0 >0,
where & = 3" —£(t)el (1) + £(t)éL(t) is a vector in H,.
LEMMA 3.4. EY C H, C EY & E?.
Proof. First, we show that E* and E* ® E? are the skew-orthogonal (with respect to the
symplectic form) complement to each other. Let then € E¥ and y € E* & EY;

1 A, _ 1 1 1 .
< - _ J— frnd
Jim —ologlo (.2, ¢'.y)| < tl”_]%o[|t| i m logllcb*yl\]

2]
= —A(Z7 :B> - )\(Z, y) < 07

which means that o(¢!, @, ¢',y) — 0 as t — —oo. Since the Hamiltonian flow preserves the
symplectic form, we get that o(z,y) = 0, i.e. E* and E* @ E? are skew-orthogonal. This
implies that dim E%(2)+dim(E%(2)®E°(z)) < 2n—2; recall that dim(E%(2)®E°(2)BE%(2)) =
2n — 2. Then, by subadditivity of the dimension of vector spaces,

log ||of| + — log [|¢". ] +

dn—4 = 2dim(E%(z) ® E%(z) @ E°(2)) <
< dim B%(2) + dim(E*(2) @ E°(2)) + dim E*(2) + dim(E°(2) ® E"(2)) < 4n — 4;
then, in the relation above it allows the equality, and dim E%(z)+dim(E%(2)®E%(z)) = 2n—2,
which implies that they are the skew-orthogonal complement to each other.

Let now & € EY, i.e. lith,oo‘TlllogHgbt*mH < 0; this means that ||¢’,z|| is bounded
for nonpositive times, and, consequently, also ;2 (¢!, ) is: this implies, by definition, that
¢tz c Hgi (), and, by invariance of H, along Hamiltonian trajectories, that € H,. Then
EY CH,.

Since H, is Lagrangian, it also allows H, C EY ® Eg. ]

LEMMA 3.5. For any ® € H., Ty (x) € ker U, if and only if ||myou, (¢',®)|| = 0 for any

t<0.
Proof. Let us prove it in coordinates; let @ € H, have the coordinate expression (3.3), and
assume that £(0) € ker V, i.e. n(0) = 0; since ;—;|£(t)|2 > 0 and L1€()[2, = 0, |£(¢)|? shall
remain constant for any ¢ < 0. This implies that |£(¢)] = 0 for any nonpositive t. Then
HWUEUt(¢t*w)H =0 for any ¢ < 0.

Conversely, if £(t) = 0 for any ¢ < 0, in particular we get that £(0) = —1(0) = 0, and then
£(0) € ker V... O

The space H, is indeed a good candidate for the subspace F, in (3.9); however, for further
computation we will need the operator V, to be strictly positive definite; this condition will
be satisfied if we will restrict to a proper subspace of H, that is H?, defined as the graph of
the restriction of U, to the orthogonal complement in AJ(0) to ker U,. We have

LEMMA 3.6. H? is invariant with respect to the Hamiltonian flow, i.e. ¢!, (HY) = Hgt(z)-
Proof. If () € kerU,, Lemma (3.5) implies that |[mye., (¢ 2)[| = 0 for any ¢ < 0,

or, equivalently, that thvg(qSt*m) € ker Uy, for any ¢ < 0. Then, for ¢t > 0 ker U,y C
¢!, (ker U.), and hence ¢', (H?) C (H(?St(z))‘
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In particular, dim H? is nondecreasing along the orbits of the Hamiltonian flow. Mea-
surable functions which are nondecreasing along the orbits of a measurable flow that pre-
serves a probability measure are equal, on a full-measure set, to a constant function. Then,
¢t*(H2) = (Hgt(z))- O

To restrict ¢', to H? we need to prove that the space satisfies Lemma 3.4; we will call U?
the restriction of U, to the orthogonal complement to ker U, in A%(0) (in particular, notice
that H? is the graph of U?), and respectively V0 and RY(t) the restrictions of V, and R, (t)
to the orthogonal complement of ker V, in R™* L.

LEMMA 3.7. R.(t) vanishes on ker Vi, and both R.(t) and V , preserve the orthogonal
complement in R"~! to ker Vgt

Proof. Call A,(t) the orthogonal complement in R"~! to ker Vist(z)- Let € H, and write it
in coordinates (—£(t),£(t)); assume that &(t) € ker Vist»; then, by previous lemma, £&(1) =0
for 7 < ¢, which implies the vanishing of the second derivative too, i.e. R.(t){(t) = 0.
Let now v € ker Vye,,v' € A,(t); since (v, R.(t)v") = (R.(t)v,v") = 0, we conclude that
R.(t)[A.(t)] € A.(t). In the same way we can show that Vii(.)[A,(t)] C A, (). O

LEMMA 3.8. EY C H) C E* & EY.

Proof. Consider z € H, \ HY; then, by Lemma 3.5, ¢!, x is constant in norm for any ¢ < 0.
Hence A(z,z) = 0, which implies that = ¢ EY; then, E* C HY.
The fact that H? C EY @ E? is obvious, since H? C H,. 0

Let us finally mention that the coefficients of vectors in H? with respect to the canonical
moving frame still satisfy the relation (3.5). In fact, consider & = 2V + 2?2 ¢ H,, with
2D e H,\ H® and 2 e HY; let (—£@(t),£0(t)) be their components with respect to the
canonical moving frame. Then, by Lemma 3.5 we get that £ (¢) = 0 for any ¢ < 0, and hence
£ (t) = 0; by Lemma 3.7, R,(t)¢M(t) = 0. Then, both the components satisfy equation
(3.5).

2.2. Computation of the entropy. Since H? is the graph of U?, we can express the

scalar product on it in terms of the canonical scalar product (-,-),_1 on R"~! putting

(@95 = (€°(0), A (O)nt,  Au(t) =id + V)"

Call a.(t) = |det ¢',|po| the determinant of ¢',|po with respect to the scalar product
(-,-) 4: we have that

a:(t) = \/det A ()] det ¢, | oln—1 = /det A, (£)] det o Vor) 45| o, .
Define
a Lo .
Tz(t) = % log az(t) = itrAZ(t)AZ (t) + trV(bt(z),
applying (3.12), we get by computations that r,(t) = tr[(Vd?tz - Rg(t)Vdgz)(id + Vagzz)*l].
Since
.1 . .1 1t

x(z) = thm n log | det(¢",[fo)| = thm ;log a,(t) = lim — [ ry(s)ds,

t—oo ¢ Jo
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by Birkhoff Ergodic Theorem (Theorem 1.6) we get that, provided that r, is an integrable
function on NV,

(@) = [ x@dutz) = [ r.0an

Now we are going to compute dynamical entropy using a different scalar product on H?,
after showing that we will get the same value. Call A.(t) = V(zgg( ), and define the scalar

product (z, y)’ = (£%(0), A,(0)£¥(0))n—1; we then get that r.(t) = 1tr[V) ‘2) Rg(t)Vzofl].
The volume element on N with respect the scalar product given by A’ is related to the

standard volume element in this way: dy’ = %ztté{ du. If we call ¢(t) = j—ﬁ, = g:tt ﬁ,(( t)) > 1,
we find that 0 < @/(t) < a(t)c(0). We have that:

1 [ 1 1
lim sup — / . (s) ds = lim sup n logal (t) < tlim n loga.(t) = x(2)
0 —o0

t—o0 t—o0

I 1
lim 1nf|/ r,(s) ds = hmsup i loga,(t) > — lim —loga.(t) = x(2),
t

t—>oo| t——00 t—>ooH

hence

1 t
lim sup / . (s) ds < x(z) < hmmf—
0

t—o0 ’ ’
7!, is measurable on N, since continuous. Applying the followmg Lemma we can prove it is
also integrable on N (for its proof, see [15]):
LEMMA 3.9. Let ¢! be a measure preserving flow on a probability space (X, ) and f : X —

R a measurable nonnegative function; if for almost every x € X limsupp_, | % fOT f(tz)dt <
k(x), where k: X — R is a measurable function, then

[ f@dut@) < [ k@) duta).

Hence, we get by Ergodic Theorem and equality of time averages in the future and in the
past (equation (1.17)) that

[ r0dn= [ x(dutz) = (o).
N N

Finally, we use the following result (for the proof, see again [15]):

LEMMA 3.10. Given three symmetric linear operators U, M, N on a Euclidean space such
that M and N are nonnegative definite and U is strictly positive definite, we get that tr[MU +

NUY] > 2trv/MV/N, where equality holds iff VMU = +/N.

Since we have that . (t) = 1tr[V(z())t(z) Rg(t)V(gz(z)_l], where Vd?i(z) is (strictly) positive definite
and —RY(t) is nonnegative definite, we can apply previous lemma with U = VO( ), =id

and N = —R(t), obtaining %tr[Vq?t(z) — R(Z)(t)Vd?t(z)_l] > try/—RY(t), and hence

h#(¢)2/Ntr\/—Rg(0) du:/Nm/—RZ(O) .
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Remark. The estimate is sharp (i.e. we have the equality) if and only if V¢Ot () = —RI(¢t)

for almost all z € N, which implies that V2 () = —R,(t) almost everywhere on N, and hence,

by continuity, for every z € N; this means that V¢t(z) = 0 on N, i.e. all Jacobi curves are
symmetric [2].






CHAPTER 4

Optimal synthesis for infinite horizon variational problems

Infinite horizon optimal control problem are of great interest in mathematical economy,
since they provide a good model for dynamical economic systems. In particular, an important
problem of this class is the optimal economic growth problem:

max, ) fo7° e p(q(t), u(t), t) dt N
(1) { i(t) = F(a(t), u(t)) =0

Here the functional to be maximized is the capital accumulation, seen as the sum of utilities
over a long time interval; clearly, we can also study the analogous minimization problem, in
which we look for ming f0+oo e p(q(t),u(t),t) dt: in this case the functional represents
some cost to be minimized during a production process (see [14] for references).

The problem is very general and can be studied in many different settings, then it inspired
lots of threads; we are not mentioning them here, for the largeness of the topic.

The setting we are interested in is the one of smooth costs with continuous time; this
means that we will study the functional

(4.2) J(/()) = /0 (). 4(1)) dr,

where M is a smooth n-dimensional manifold, ¢ : TM — R a smooth function, and the
functional J(v(:)) is defined on the Lipschitzian curves v : [0,+00) — M such that the
integral in (4.2) converges.

More precisely, we assume the existence of an equilibrium point ¢~ for ¢ such that

Oy
‘P(QOoa 0) - Oa aiq(QOoa 0) - 07

and we try to find the cost

@3 cla)=min{ [T o050 it 20 = im0 = g}

Our aim is to characterize the class of Lagrangians ¢ such that the minimization problem
admits a smooth optimal synthesis, according to the following definition:

DEFINITION 4.1. A smooth optimal synthesis is a smooth complete vector field X on M
such that qoo is a globally stable equilibrium of the ordinary differential equation ¢ = X (q)
and

(a0) = /0 T oAt g e M,

where Y4(t) = X (74(t)) and v4(0) = q.
45
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Any segment of a minimizing path (t), ¢ > 0, is automatically a minimizer for the
corresponding finite horizon functional. Finite horizon extremals satisfy the Euler-Lagrange
equation associated to the functional, or the first-order Hamiltonian equation associated to the
functional by PMP. To find the minimizers we are using this second approach; hence, we will
formulate the variational problem as an optimal control problem. Our goal then becomes to
find the conditions on the Lagrangian ¢ that guarantee the existence of the optimal synthesis
focusing on the properties of the associated Hamiltonian system.

In Section 1, we will explain some properties of Hamiltonian system with negative curva-
ture that will be used in the following.

In Section 2 we will state the variational problem we are studying and we will briefly
explain our strategy to prove the result we are using. This strategy is suggested by some
simple examples we are recalling in this section.

The result with its proof is the topic of Section 3; the proof is split into three steps, each
of them is the content of a subsection. In a Fuclidean frame the same results can be obtained
under hypotheses of strict convexity of the Lagrangian ¢ with respect to the pair (g, u); this
is proved treating this result as a special case. We will do it in Section 4.

Finally, Section 5 contains a generic classification for 1-dimensional problems.

Remark. In the following, with strict convexity of a function with respect to some variable
we will mean the positive definiteness of the Hessian of the function with respect to the same
variable.

1. Hyperbolic fixed points of Hamiltonian flows

Let M be a smooth 2n-dimensional symplectic manifold, and A : M — R be a smooth
Hamiltonian function. Denote with ¢! the flow generated by the vector field h. We give the
following definition:

DEFINITION 4.2. A point z € M is a hyperbolic fixed point of the flow ¢! if it is a fived
point of the flow (i.e. h(z) = 0) and if there exists a ¢'-invariant splitting of the tangent
space T,M = Ef & E; and two positive constants v and ¢ such that

(4.4) |D.¢T || < ce|z|  forxze EX andt > 0.

We now recall a result that relates the behaviour of the trajectories of a Hamiltonian flow
with its generalized curvature; the result is proved in [2]:

THEOREM 4.1. Let A, be a Lagrangian distribution on M, and let A,(t) be the associated
Jacobi curve; assume that A.(t) is reqular and monotone. Let W be a compact invariant set
of the flow ¢'. If the curvature RQ’AO is negative definite at any point of W, then W is a
finite set and each point of W is a hyperbolic equilibrium of the field h.

Sketch of the proof. We are not going to give the proof of the Theorem here: it can be
found in literature. But since in the following we are going to generalize this result, we just
recall here the main steps of the proof.

The core of the proof is to find a special metric || - || on TM (which actually is the metric
defined by A, see Proposition 2.2) and a family of invariant ezpanding and contracting cones
CF C T.M such that

(4.5) |D.oT || < ce |||  forxze CFandt >0,
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for some positive constants v and c.
Once found such cones, define for any z the sets

(46) 6; = ﬂ d)t*(cqﬁ*t(z))) a; = m ¢t*(c¢*t(z));

£>0 <0

finally, prove that actually éj satisfies the conditions for E} and 6; satisfies the conditions
for £ .

The crucial part is then the definition of the cones CF; to do this, in [2] there were used
the properties of the canonical moving frame. O

We say that a (semi)trajectory is bounded if it has compact closure; the following Corol-
lary of Theorem 4.1 relates the boundedness of the semitrajectories of the Hamiltonian system
Z = h(z) with the sign of the generalized curvature (see [2]):

COROLLARY 4.1. Assume that A,(t) is regular and monotone and that h has everywhere
negative curvature with respect to the canonical splitting. Then any bounded semitrajectory
of the system 2z = i_i(z) converges to an equilibrium with exponential rate, while another
semitrajectory of the same trajectory must be unbounded.

Again, this result is proved using the cones characterized by equation (4.5).

The results can be generalized using the technique that Wojtkowski proposed in [26]; in
fact, in the cited paper it is proved the following Theorem:

THEOREM 4.2. Le M be a smooth manifold, X a smooth vector field on it, and denote
with ¢t the flow generated by X. Assume that there is a continuous nondegenerate quadratic
form Q : TM/span{X} — R such that its Lie derivative with respect to the vector field X,
denoted with LxQ = $£Q(DeX)|,—g, is positive definite. Then for any z € M there exists
two cones CF C TM/span{X} with the property exposed in equation (4.5).

In particular, the whole M is a hyperbolic set for the flow ¢', and then the flow is an
Anosov flow.

Remark. For the proof, we remand to the paper [26]; for completeness’ sake, we just recall
the definition of the cones CF:

Cl :={yeT.M/span{X(2)}:Q(y) >0}, C, :={yeT.M/span{X(2)}:Q(y) < 0};
the invariant cones are defined as in (4.6), and satisfy the required properties.
If we do not take any quotient of the tangent space, we still obtain the existence of

the expanding and contracting cones, but we lead to a different result; this is actually the
generalization of Theorem 4.1:

THEOREM 4.3. Let M be a smooth 2n-dimensional symplectic manifold, and h : M — R
be a smooth Hamiltonian function; denote with ¢' the flow generated by h. Assume that

there exists a compact invariant set W of the flow ¢' , and that there exists a quadratic form
Q:TM — R such that L;Q > 0.

Then W is a finite set and each point of W is a hyperbolic equilibrium of the field h.

Of course, we can generalize Corollary 4.1 in the same way:
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COROLLARY 4.2. Assume that there exists a compact invariant set W of the flow ¢* , and
that there exists a quadratic form Q : TM — R such that L;Q > 0.

Then any bounded semitrajectory of the system z = l_i(z) converges to an equilibrium with
exponential rate, while another semitrajectory of the same trajectory must be unbounded.

Remark. As a consequence of Theorem 4.3, we get the existence of the stable and unstable
manifolds W#(z), W"(z), for any z € W. This is due to Hadamard-Perron Theorem.

2. Statement of the problem

Let M be a complete Riemannian n-dimensional manifold, ¢ : TM — R a smooth
function, and let us consider the problem (4.2); let us formulate it as an optimal control
problem:

(4.7) in [ p(a(t),u(t) dr
a(®) Jo
with
(4.8) g=u 4O = @ geM, ueT,M
' q(t) — Goo as t— 400 ’ Caa
We make the following assumptions:

(H1) ¢ is bounded from below and is strongly convex with respect to the second variable;
moreover, we assume that ¢ grows superlinearly in the second variable with respect
to the given Riemannian metric, i.e. ¢(g,u) + ¢ > 0 for some constant ¢ and

|ul
e(q,u) +c
(H2) there is a unique point g~ such that

— 0 as|u| — 4o0;

¢(¢o0,0) =0 and g(g((bo,o) = 0;

(H3) there exist constants a, b > 0 such that for any (q,u)

1050(q, )| < alp(q,w) + [u]) + b,
where 0, is the covariant derivative.
Let now H : T*M — R be the maximized Hamiltonian associated to problem (4.7)-(4.8)
by equation (1.25):

HQ) = max (A u) = (g, u));

assumptions (H1)-(H3) imply that the Hamiltonian H is smooth and the Hamiltonian field
H is complete; the first result is a consequence of strict convexity of ¢ with respect to u;
completeness of the vector field is a consequence of the growth assumptions.

Moreover, assumption (H2) implies that the Hamiltonian vector field H possesses a unique
fixed point 2o, With 7m(250) = goo-

Since H is smooth, by Proposition 1.2 we know that any extremal of problem (4.7)-(4.8)
shall be a solution to the Hamiltonian system

(4.9) At) = HA(®)),
and, conversely, any solution to (4.9) satisfies PMP.
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As anticipated in the introduction to this chapter, our strategy is to focus on the properties
of the Hamiltonian system written above to establish the existence of the optimal synthesis
for the problem (4.7)-(4.8); to get an idea about the direction to explore, we look at the
examples explained in the following subsection.

2.1. Elementary examples. A suggestion about the direction to look forward is given
by the classical quadratic Hamiltonian

1
H(p7Q):§p2+Tq27 p7q€R7

originated by the Lagrangian ¢(q, ¢) = %q’Q—rq2; for r > 0 the dynamical system is a harmonic
oscillator, and the phase trajectories are ellipses centred in (0,0): the corresponding optimal
control problem has no optimal trajectories, since there is no trajectories reaching the origin
in an infinite time.

Otherwise, for r < 0 the phase trajectories are hyperbolas and the semitrajectories whose
initial condition lie in the bisectrix of the II and IV quadrant (except the origin) reach the
origin with exponential rate; since the projection of the bisectrix is a bijection, we can guess
that for any initial g there is a Hamiltonian trajectory, with initial condition (pg,qo), that
reaches the origin in an infinite time. It is easy to show that actually the integral (4.2)
converges along these trajectories and then the problem admits a smooth optimal synthesis.
This situation is depicted in Figure 4.1.

Actually, this is the 1-dimensional version of the case of quadratic Lagrangians such as

(4.10) ©(q,4) = (R4, ¢) + (Sq,q), q€R", ¢ =0;

it is known that if the matrices R and S determine positive definite quadratic forms, the
problem admits a smooth optimal synthesis. Otherwise, if one of these quadratic forms is
sign-indefinite, then the cost ¢(g) is simply not defined for almost all ¢ € R™.

Let us finally consider the Hamiltonian of the pendulum

1
H(p,q) = §p2 — 1+ cos(q);
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in this case, we distinguish three different possibilities. The Hamiltonian trajectories lying
on energy levels with H > 0 are all unstable; for H < 0 the trajectories are closed and do
no reach the origin; but for any initial gy € (—2m,27) there is a trajectory that lies on the
level H = 0 and reaches the origin in an infinite time, and is an optimal trajectory for the
problem under investigation. If |go| > 2, the trajectories on the zero level arising from ¢y do
not reach the origin, but go to another fixed point of the system, and then cannot be optimal.
This case is shown in Figure 4.2.

These examples suggest us that the existence of a smooth optimal synthesis shall corre-
spond to the existence of an n-dimensional stable invariant submanifold of the Hamiltonian
system. The problem is then to determine the conditions on H that guarantee the existence
of such a submanifold. If we pay attention to the properties of , we guess that the sign of
its Hessian matrix in a neighbourhood of the equilibrium point determines the existence of
local minimizers; moreover, equation (4.10) shows that if the Lagrangian is strictly convex,
the problem admits an optimal synthesis.

Since we are dealing with smooth manifolds, we need to find intrinsic conditions on ¢
that generalize the convexity condition just stated; to this purpose, we are going to use the
generalized curvature of the associated Hamiltonian system.

2.2. The sufficient condition. The previous examples suggest that the minimizing
trajectories of the variational problem have to be seeked among the stable trajectories of the
dynamical system (4.9). Actually this intuition is supported and improved by the following
Theorem, which is the infinite horizon version of Theorem 1.8:

THEOREM 4.4. Assume that the mazimized Hamiltonian (1.25) is defined and smooth on
T*M, and that the Hamiltonian vector field H is complete.

Let Lo be a Lagrangian submanifold in T* M, and let Ly = e (Lg) be its image under the
Hamiltonian flow at time t.

Let m : T*M — M be the canonical projection, and assume that its restriction |z, is a
diffeomorphism for any t € [ty, +00). Let A\g € Loy and consider the normal extremal trajectory

i) =moef(Ng),  te fto, +oo);

then, for any o such that the integral [° ¢(G(t), a(t)) dt converges, the trajectory q(t) realizes
a strict minimum of the cost functional (1.19) among all the admissible trajectories q(t),
t € [to, +00), of the system (1.18) with the same boundary conditions:

q(to) = q(to) ~ lim ¢(t) = goo,
—+00
where (oo = limy—, 100 G(1).
The proof is a straightforward adaptation of the proof of Theorem 1.8, that can be found
in [7].
3. The results

This section is devoted to the statement of the main result of this chapter; then, we will
also give a summary of the proof, which will be developed in the following subsections.

THEOREM 4.5. Let M be a simply connected smooth manifold, and let p : TM — R
be a smooth function that satisfies hypotheses (H1)—-(H3). Let {A.}, = {TZ(T:(Z)M)}Z and
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{II.},, z € T*M, be two Lagrangian distributions that provide a splitting of T(T*M); assume
that the generalized curvature of h with respect to the splitting is negative definite for any z.
Then the problem (4.7)-(4.8) with final point g~ admits a smooth optimal synthesis on M.

Proof. We divide the proof into three steps: in the first part, we use a result due to P.
Przytycki to prove the existence of the continuous nondegenerate quadratic form needed in
Wojtkowski’s argument: then, by Hadamard-Perron Theorem (1.2), we get the existence of the
stable manifold W* (2 ); notice that it is by definition invariant with respect the Hamiltonian
flow. In the last two steps, we are going now to apply Theorem 4.4 to W*(z,), thus proving
that all the optimal trajectories for our problem are projections of stable solutions of (4.9). In
particular, in the second part we prove that the stable manifold is a Lagrangian submanifold
of T*M and it is diffeomorphically projected onto its image on M; the third step is devoted
to the proof of the surjectivity of the projection of the stable manifold onto M, that implies
the existence of the optimal synthesis.

Once shown this, the optimal synthesis is thus constructed: we put for any ¢ € M
(4.11) X(q) = m(H(N),
with A € W¥(25) and w(\) = ¢, where 7 : T*M — M is the canonical projection. This vector
is smooth, because the Hamiltonian is smooth and W*(z,) projects diffeomorphically on M;

since the optimal trajectories are projections of the integral curves of H, they are actually
integral curves of X.

3.1. Hyperbolicity of the flow. We prove the following result:

LEMMA 4.1 (P.Przytycki). Let A ® 11 be a Lagrangian splitting of T(T*M) such that the
curves A, (t) and T1,(t) are regular, and A,(t) is monotone. Assume that the curvature RY of

the vector field H with respect to this splitting is negative definite for any z. Then there exists
a continuous nondegenerate quadratic form Q: TM — R such that L 59 s positive definite.

Proof. First of all, note that asking the curvature R to be negative definite is equivalent
to saying that the quadratic forms associated to A, (t) and II.(t) are both regular and have
opposite sign (see [2]); for simplicity, assume that A,(¢) is monotone increasing.

Let us write any vector X on T*M as X = X + X1, where, as before, X is a section of
A and X771 a section of II; define the following quadratic form on T'M :

Q(X) = o((D-¢"' X)a, (D" X )11);
we have that
L79(X) —o([H, X5, Xn) — o(Xa, [H, X]n) =
o([H,Xal,Xa) + o([H, X, X»)
+ o(Xm, [H, XA)) + o(Xu, [H, X)) =
o([H, Xa), X4) + o(Xm, [H, Xn)) =
= A.(5)(Xa) = IL(6)(Xn) > 0,

O

Thanks to the Lemma above, we can apply Theorem 4.3 to the fixed point zo,. Then we

get that this point is a hyperbolic fixed point, and that there are defined the global stable
and unstable manifolds. We will concentrate on the global stable manifold W*(2).
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3.2. Regularity of the projection.
LEMMA 4.2. W*5(zy) is a Lagrangian submanifold of T*M

Proof: Let o,y € T.W?*(2x), 2 € W?*(20); then, since the Hamiltonian flow preserves the
symplectic form, for any ¢

o(X,Y) = o(D.etfla, Dyetly) -0 ast — +oo.

LEMMA 4.3. The restriction of the projection 7T|Ws(zoo) is a covering of its image.

Proof: 7|y (... is clearly smooth map, since the stable manifold is smooth.

T|ws(zo) I8 also an immersion, and, in particular, a local diffeomorphism; in fact, let
us assume that there is a vector & € kerm, N T, W*(25); we get that Qup(x) = 0, since the
projection of @ on the horizontal space vanishes. Since Qi(x) — 0 as t — +oo and L ;Q is
positive definite, we have that Q;(z) = 0 for any ¢ > 0, which implies that D,¢'x is vertical
(i.e. (D,¢tx) = 0) for nonnegative ¢; since [H(¢!(2)), D.¢'a] ¢ Ty(z) (T:(¢t(z))M)7 we get a
contradiction.

Let us now prove that 7|ys(..) is a proper mapping: first of all, let d(:,-) be the distance
induced on T*M by the scalar product given by the quadratic form A, and let B,(z) denote
the ball of radius r centered at z, for some » > 0, z € T*M. Let K be a compact set in
T(W*(2)), and {z}; a sequence in ﬂ\;[,ls(zoo)(K). The sequence is bounded: in fact, let
us write the z;’s in coordinates, z; = (p;, q;) for any i; ¢; € K for any ¢, and hence they are
bounded; the p; shall be bounded as well, because the stable manifold lies in the level H~1(0),
and the Hamiltonian grows to +o0o when |p| — +o00. Then the sequence {z;}; converges, up
to a subsequence, to some z € 7~ 1(K); let us assume that z ¢ W¥(zs). Let us consider the
Hamiltonian trajectories whose initial conditions are given by these z;,’s: by continuity, for
any small € > 0 and any T > 0 we can find k such that ¢'(z;,) € ¢'(B-(%)) for k > k and for
any 0 <t < T.

Since we assumed that z ¢ W¥(zs), ¢'(Z) shall go to infinity (see Corollary 4.2), which
means that for any p > 0 we can always find a ' > T such that ¢''(2) ¢ Bay(200).

Now recall that z;, € W#(2o0), which means that ¢'(z;,) reaches zo, with exponential
rate, that is there are two positive constants ¢,y such that ||H (¢'(z;,))|| < ce || H(z;,)|. So
we have that

+oo . 400 . et
/t VB (67 (20)) | dr < cl| (=) / e dr = el )| -

e T
¥
trajectory ¢'(z;,) cannot reach zo. This is a contradiction; hence z belongs to the stable

manifold, and then 7T|;V13 (ZOC)(K ) is compact.

We can chose € so small and p,T so large that ¢ Hfl(zzk)H < p, which means that the

Since Tr\Ws(Zoo) is a proper local diffeomorphism, it is also a smooth covering (of its image);
if its image is simply connected, we can conclude that the map W\Ws(zoo) is also a global
diffeomorphism (onto its image). O

3.3. Existence of the optimal synthesis. In this subsection we are proving that the
restriction 7r|Ws(Zoo) is a surjective map onto M, in order to apply Theorem 4.4 to get the
existence of the optimal synthesis. Surjectivity of this map means that for any ¢ € M we can
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find a point z € Ty M such that the semitrajectory @'(z) is stable, i.e. it reaches z,, with
exponential rate. Since our problem satisfies the hypotheses of Corollary 4.2, it is sufficient to
prove that for any ¢ € M there is a 2 € T’ M such that the Hamiltonian trajectory emanating
from it is bounded.

To do that, we will use the fact that any segment of a minimizing trajectory is minimizing
between its endpoints (for the corresponding finite horizon problem); then, we shall prove the
solutions to the finite horizon problems are equibounded with respect to the final time.

Consider the finite-horizon problem

. T . Q(O) = qo, .
(4.12) Jr ﬂgé pla.aw) e T = s
to establish the existence of this minimum in the class of Lipschitzian functions we use an
approach due to Sarychev and Torres ([25]) and Gamkrelidze ([17]). Since to apply this result
the function ¢ is needed to be strictly positive, in the following we will make the substitution
@ +—  + a, in such a way that ¢ + « > 0; it is known that, since we are consider a finite-
horizon problem, this substitution does not change the minimizers. Let us define a new time
variable

t
w6 = [ ola®.uo) +ads, te .1,
0
which is a strictly monotone (smooth) function of ¢, with 7(0) = 0 and 7(T") = 74; since
dr(t)
dt
7(t) is invertible and its inverse ¢(7) is monotone on [0, 71].
Let us now transform the original problem (4.12) into a new one, in which 7 is the

new time variable, ¢(7) and z(7) = ¢(¢t(7)) the components of the state trajectory, and
v(7) = u(t(r)) € TM the new control, with

{ _ 1
{t(T) e

. . v(T
A7) = SemamTa

= o(q(t),u(t)) + a >0,

For any t and z, the set of all velocities

1 v(T)
{(QD(Z(T)W(T)) + O)’ (GD(Z(T),U(T)) + Oé>}

becomes compact if we add to it the point {(0,0)} € R x T, M; this point corresponds to the
case v — 00. Then, we compactify each fibre T, M adding the point at infinity: we define
the fibre bundle N on M with fibre given by the n-dimensional sphere S", we fix for any z
a “north pole” w € N, (N, fibre through z), and we define the map 7 : N — T'M such that
m|n, : N\ w — T, M is the stereographic projection.
The maps

1 i

0(z,w) = { g(zm(w))ﬂ%

I

S S

w
w
and

0 if w=w

_mw) .
C(z,w) :{ p(z,m(w))+a if w#w

are well-defined and continuous on N. We can then define time-optimal control problem:
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T — min.

t(1) = 0(2(7),w(T)) t0)=0, tn)=T
(4.13) { i) = e ue) U 0 =g 2(n) = g

This problem is equivalent to problem (4.12): in fact, to every admissible pair (¢(-),q(-))
of (4.12) there corresponds an admissible triple (¢(-), z(-), w(-)) of (4.13) such that w(-) takes
values different from w almost everywhere, and the time 7; for this latter solution is equal to
the value of the functional evaluated on (g(-),q(-)) (see [25]). Sarychev and Torres showed
that under the hypotheses (H1) and (H3) the time-optimal control problem (4.13) has solution
with bounded optimal control, and we denote the corresponding solution to (4.12) with qp(t);
denote with Ap(-) the solution of the Hamiltonian system (4.9) such that w(Ar(t)) = gr(t).
Let 7" > T and put

N | ar(®) tel0, 7]
ar(t) = { qr(T) =g t€[T,T] ’

we get that

T . T T
/ o(dr(t), Gr(t)) + a di = / olar(t), dr(t)) +adi + / (e, 0) + o dt = Jp + T,
0 0 T

since p(goo,0) = 0. Then we can argue that

Tl

Jrr = m(l?/ 0(q(t),q(t)) + adt < Jr + T,
q(t) Jo

i.e. there exists a fixed constant C' > 0 such that Jp < CT for any T (at least for any T

greater than some ).

LEMMA 4.4. The optimal extremals Ap(-) are uniformly bounded with respect to T'.

Proof. The maximized Hamiltonian associated to the time-optimal problem (4.13) is

(4.14) H(po, A\, t,2) = max pof(z,w) + (A, ((z,w));

weSs™
since the Hamiltonian is homogeneous with respect to (pg, A) and py is constant along Hamil-
tonian trajectories, we can normalize the pair (pg, A); we have two possible cases:

e py # 0: then we put pg = —1; let us notice that H=0if \ = 0, and H > 0 for
nonzero values of A; _
e po = 0: then we normalize |\| = 1; notice that H > 0 for any value of A .

Let us notice that the Hamiltonian reaches the value H = 0 only when the maximum in (4.14)
is realized at w = w; since the Hamiltonian is conserved along trajectories, for a trajectory
lying on the zero sublevel of H the value of the control is constantly w = w.

If the Hamiltonian assumes a small positive value, by continuity w shall live in a small
neighbourhood of the point w, which is equivalent to say that ||v|| is very large (where v = 7(w)
for w # w). In fact, in the case in which py = —1, if H is small and positive then also |A| is
small and then, since the numerator (\, vyag) — 1 is positive, ||Umaz|| shall be large (vmaq is
the value of the control that maximixes the Hamiltonian); in the case in which pg = 0, H is
small only if ||vy,qz]| is large.
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Then, we claim that for any § > 0 there exists a neighbourhood Oy of the point @ such

that it

2(1) € Os = i 0(z(1),w(r)) < d;
in fact, if 2(7) € Oy, then the Hamiltonian is small and positive, and hence 2(7) € Oy for any
T.

This implies that 7 > £, and, since this allows for any d, we can choose it in such a way
that % > C'T, obtaining a contradiction. Then, there shall exist a fixed § > 0 such that for
any T Zp(7) ¢ Og for any 7, where zp(7) = qp(t(7)).

Hence we get that the derivatives ¢r(t) of the solutions to problem (4.12) are uniformly
bounded with respect to T'; this implies the uniform boundedness with respect to T' of A\p(t).

In fact, the maximum relation (1.23) implies that a%(()\;p,cj) — ©(q, Q))](qu):(qqu(o)) =0,
and hence A7 (0) shall be equibounded with respect to 7. Since the Hamiltonian is constant
along the Hamiltonian trajectories, H (Ar(+)) shall also be equibounded.

Since Ar(-) is optimal,

T T
Jr— / Or(8), dr(t)) — HOw(t)) dt = Jr = —~HO)T + / O (8), (1)
0 0

if Ap(+) grew with respect to T', the second term would grow more than linearly with respect
to T', in contradiction with the estimate Jp < CT. O

Let now {t;}r be a monotone increasing sequence of real numbers that tends to infinity,
and let us consider the problem (4.12) with final time tx; let us consider also the sequence
{A,(0)}, with m(\;, (0)) = qo for any k, of initial points of the normal extremals for the
problem with finite time #; since the sequence is bounded, it converges (up to a subsequence)
as k goes to the infinity to a point A\, m(\) = qo; by continuity with respect to the initial
condition, also the trajectories A, (-) converge to the Hamiltonian trajectory A(-) arising from
A

This trajectory is bounded; in fact, let us assume the contrary, i.e. that, for any compact
set K with A € K, there exists some £ such that A\(t) ¢ K for any t > #; then, for any k
greater that some k, we would also have that A, (t) ¢ K. Choosing some k > k such that
tr, >t we would get a contradiction with the fact that A, (¢) is the optimal extremal for the
problem with finite time t;. Hence A(¢) shall be bounded.

Now we apply Corollary 4.2: since the only equilibrium point is actually z., this means
that A(t) is a stable trajectory, i.e. A € 7(W*(2o0)). Hence the projection mlys (.. ) is onto. O

Remark. It is crucial to assume that the function u — ¢(q,u) has superlinear growth. In
fact, assume by contradiction that there exists a direction u; on which the function ¢ has
linear growth for large ||u||, which implies that d,,; ¢ tends to a constant as ||u|| goes to infinity.
Then there exists an M > 0 such that sup, (A, u) — ¢(q,u) = +oo if the j-th component of
A exceeds M. If the maximized Hamiltonian is not defined, the flow itself is not globally
defined.

4. The Euclidean case.

THEOREM 4.6. Consider the problem

(4.15) min [ pla(®).utt) at,
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with

. Q(O) =qo n
(4.16) =u q(t) — g0 as t — +00 ¢ €RY,

where ¢ is smooth and strongly convex in the pair (q,u) and the function u — ¢(q,u) has
superlinear growth for any q, and there is a point qoo such that ¢(geo,0) = 0 and %(QOO, 0) =0.

Then there exists a hyperbolic fized point zo, with m(2s0) = oo of the Hamiltonian system
associated to (4.15), and the problem (4.15) with final point goo = 7(2c0) admits a smooth
optimal synthesis on R™.

Proof: As above, PMP let us associate to problem (4.15) a Hamiltonian h,(p,q) = (p,q) —
©(p, q), and its maximized H (p,q) = max, hy(p, q).

The hypotheses on ¢ imply that the maximized Hamiltonian H(p, q) is smooth and that
assumption (H3) is satisfied.

For any (p, q), choose A(p,q) = span{0p,, ..., Op, }(p,q) and g = span{Jy,, . .., 0g, Hp, q)-
We have that A(p,q) > 0 and H(p’q) < 0; in fact, let & = > 20y, € Apg and y =
Z?:l yiaqi € H(p,q); then

Apq) () = o( Z T o, (31%5]0]

ILI(p,q)(y) = o H yl, Zyzy] 8(]

For fixed (p, q), denote with @ the value of the control that realizes the maximum of h,(p, q);
by direct computation, we get that

0’H Z ou, 0% Oy,
dpiOp;j Opi aun’?um " op;’

which is positive definite. On the other hand

82H Z 8UZ 8 h, 8am

0q;0q; - 8%8% 0q; 8w8um " dq;

(4.17)

Z 82 B aQD .
8qlaqj 8q] 8ul O Ou, 0q;Ou,,

in fact, let us define the function F : R3" — R by F(p,q,u) = p— %i(% u); since 1k(J, F') = n
we can apply the Implicit Function Theorem and express locally the function u such that
g*mu:a = 0 as a function of p and ¢, and moreover we have that

PNt P
Ji = —(J,F)"1(J, F:(—) (11,— )
“ (JuF) (T F) ou? dqou
Let us perform a change of variable and assume that, in the point where we are computing
the derivatives, the Hessian of ¢ with respect to u is the unit matrix, thus reducing (4.17) to

PH  Pp O <8ul>2
0q; 9q; = \0q;

i
= _HeSS(SD ’ Q:const) y

)
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with @ = (q1,...,Gi,-..,qn) (i.e. we are neglecting ¢;); henc

any linear change of variable in the space of the ¢’s obtammglthe same expression (4.17),
we can conclude that the second derivative of H with respect to any direction in the space
of coordinates is negative, i.e. H is strictly concave with respect to ¢, hence Hess,(H) is a
negative-definite matrix.

This fact implies that the generalized curvature with respect to this splitting is negative
definite; then we are under assumptions of Theorem 4.5. g

Remark. The following example shows that the convexity of ¢(g, u) is not sufficient to assure
that the generalized curvature with respect to the canonical splitting is negative definite.
In fact, let

olq,u) = f(u) +U(q), queR,

with f”(u) > 0 and U"(q) > 0.
The generalized curvature is

" 3 1 (8?H\ ' 0°H &3H OH
woo =3 (5) (5) 53 (5) Soa
0°H 9*°H 3 (0°H E OH\® (*H\
op? 0g* 4<8p> <8Q> <0p3>_
= (30 @O @) — 47 @)U (@) — 208 (V" (0) O (@) +
Af"(u)
— 2 (@D @) (@);
choosing (g, u) = u* + u? + ¢2, we get

_ —(1+6u2)?(1 + 12u?) + ¢*(72u® — 6)

which is not a negative function.

5. The 1-dimensional case.

Let us now consider the optimal problem (4.15)-(4.16) with ¢ € R; we will investigate
whether the problem admits an optimal synthesis only looking at the phase portrait of the
dynamical system generated by the maximized Hamiltonian H (p, q).

We assume that ¢ is smooth and strongly convex in the second variable, and that the max-
imized Hamiltonian H(p, ¢) = max,; pd— (g, ¢) is well defined for any (p, ¢); these hypotheses
imply that H(p,q) is a smooth function strongly convex in p.

At a first moment, we do the following assumption:

(A1) for any ¢ € R the function p — H(p, q) has a (unique, by convexity) minimum;

this implies that there is a smooth curve 7 that divides R? into two disjoint regions I't and
'~ such that %—g > 0 for any (p, q) € F+, < 0 for any (p,q) € I'", and %—g =0if (p,q) € v;
(A1) implies that v is projected surJectlvely onto the horizontal axis. By strict convexity of
H with respect to p, v is never tangent to vertical lines.

We remark that hypothesis (A1) is automatically satisfied if we require ¢ to have super-
linear growth with respect to u.
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All equilibrium points of H belong to + and, if we denote by H nor the component of H
along the horizontal direction, ﬁhor points in the positive directions for (p,q) € I'", in the
negative direction if (p,q) € I'", and it vanishes on ~.

Let us now classify the possible phase portraits of such a Hamiltonian. We always assume
that the equilibrium points are nondegenerate; if they are isolated degenerate, then we can
always put things in general position provoking local differences in the phase diagram, while
the global behaviour does not change much.

1 equilibrium point. Since the Hamiltonian flow preserves volumes, the equilibrium
point can only be a centre or a saddle; sinks, sources, stable and unstable nodes, stable and
unstable foci cannot arise.

If the equilibrium point is a centre, then there is no orbit reaching it in an infinite time,
hence the problem (4.15) has never solution.

Let us now suppose that the equilibrium point is a saddle. First of all, we notice that,
since the function p — H(p,q) is strongly convex for any ¢, for any fixed ¢ there are at
most two distinct values pi, pe such that (p;,q) belongs to the same level of H for i = 1,2.
This implies that the semi-trajectories belonging to the stable and the unstable manifolds are
unbounded: in fact, by Poincaré-Bendixon Theorem, if a semitrajectory is bounded, either
it arises from another critical point, either its «-limit set is a periodic trajectory. Neither
of these cases can occur; the first one because by hypothesis there is no other equilibrium
points; the second one cannot occur since, by convexity of H with respect to p, each stable
semi-trajectory cannot wind around the equilibrium point, otherwise we would have more
than two points with the same horizontal coordinate belonging to the same level of H.

We can also prove that the stable and the unstable semi-trajectories are projected bijec-
tively onto the horizontal axis. If the projection of a semi-trajectory that belongs to the stable
or the unstable manifold is bounded, then the horizontal velocity along it vanishes while the
trajectory goes to infinity, that contradicts convexity of H with respect to p; this implies
surjectivity. Injectivity is a consequence of the fact that there can exist at most two points
with the same horizontal coordinate that belong to the same sublevel of the Hamiltonian, and
that both the stable and the unstable trajectory are projected onto the horizontal axis.

Then, the infinite-horizon problem admits a solution for any initial point gq.

2 equilibrium points. As we saw, equilibrium points for this Hamiltonian can only
assume the shape of saddles and centres, so phase portraits for two equilibria can be obtained
combining these possibilities. Call the two points z; and 2z, with 7(21) < 7(22).

FIGURE 4.3 FIGURE 4.4
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FIGURE 4.5 FIGURE 4.6

2 saddles. This combination is forbidden due to convexity of H w.r.t p, for this implies
the non-existence of vertical trajectories and because of the fact that H hor has positive verse
on 't and negative verse on I'". As shown in Fig. 4.3-4.4, this gives rise to trajectories
that intersect each other (in particular, in Fig. 4.3 it is shown the situation in which the two
equilibria belong to the same sublevel, in Fig. 4.4 the one in which they belong to different
sublevels). In Fig. 4.5 it is illustrated that, if we try to avoid these intersections, we would
get trajectories whose horizontal velocity has wrong verse.

2 centres. This combination is again forbidden; in fact, by the structure of the Hamil-
tonian, the closed trajectories around each of the equilibria are covered in the same verse
(clockwise). This fact leads up to a contradiction; if, as in Fig. 4.6, the closed orbits get
nearer, then there shall be a line (called h in Fig. 4.6) that separates the region of orbits
around z; from the region of orbits around zo and, on this line, the component of H parallel
to it shall vanish; but since this line shall cross v and it’s transversal to it, then there shall
be a point on which H vanishes, which is in contradiction with the fact that H has only two
critical points.

Otherwise, if there is family of closed trajectories that surround both critical points, then,
getting nearer z; and zy, there shall be at least another (or a continuum of) equilibrium point,
as it is shown in Fig. 4.9.

1 centre and 1 saddle. In this case, there can be two kind of phase diagram; let z; be
the saddle point and z9 the centre. In both cases, we will consider only the infinite horizon
problem with final point ¢, = 7(21) (i.e. the saddle), since we know that there is no solutions
if the final point is the projection of a centre.

In the first case, shown in Fig. 4.7, one unstable semitrajectory and one stable semi-
trajectory of z; act together as a separatrix between the closed orbits around z; and the
unbounded orbits of the other part of the plane. Repeating previous arguments, we see that
these trajectories are diffeomorphically projected onto the horizontal line, and then we get
the existence of minima of problem (4.15) with ¢oo = 7(21) for any ¢op € R™.

A sample Hamiltonian with this behaviour is the function H(p,q) = %pz + U(q), where
U(q) behaves as —q? for ¢ < 7(z1) and in a neighbourhood of 7(z;), has a local minimum in
m(z2), and then grows monotonically and assumes values strictly less than U(w(z1)).

In the second case, illustrated in Fig. 4.8, a stable and an unstable semitrajectory of z;
join together in a closed separatrix o; in the closed region surrounded by o there are the
closed orbits around zo, in the outer there are open orbits. In this case, there is a ¢ such that
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0 1 2 3 4 5

FIGURE 4.7 FIGURE 4.8

the infinite-horizon problem has solution only for initial point ¢y < § if w(z2) > 7(z1), and
for qo > ¢ if m(22) < 7(21).
A sample Hamiltonian in this case is the function H(p,q) = %p2 + ¢ —agq, a>0.

3 equilibrium points. As noticed all critical points lie on 7, and, moreover, we know
from previous arguments that some configurations (two saddles or two centres side by side)
are forbidden; hence, we can only find two situations: saddle-centre-saddle and centre-saddle-
centre. Let us call z1, z2 and z3 the equilibria in such a way that m(z1) < 7(22) < m(z3)

i
Dd

—_— T 4
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77
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FiGURE 4.9

centre-saddle-centre. Let z; and z3 be the two centres. There is a closed trajectory o
that surrounds both the centres and that passes through the saddle point that is a separatrix
between the closed orbits around z; or zs and the outer orbits (that, depending on the
problem, can be open or closed). In this case, the infinite-horizon problem with final point
m(2z2) has solution only for gy € 7(0), while there is no Hamiltonian trajectories which reach
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a point z such that 7(z) = ¢ or m(z) = g3 in an infinite time, thus the infinite-time problem
with these conditions has no solution.
This behaviour can be generated by a Hamiltonian like H (p, q) = %p2—|—q4+aq3—ﬂq2, 6>

=
|

FiGURE 4.10 FIGURE 4.11
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saddle-centre-saddle. We have to distinguish two cases: in the first one, shown in Fig.
4.10, the two saddle points (z; and z3) belong to the same sublevel of H; in the other one,
shown in Fig. 4.11, they belong to different sublevels.

Let us consider the former case; we notice that one stable semitrajectory arising from z;
joins with one unstable semitrajectory of zo, and vice-versa; these two trajectories form a
separatrix between the closed orbits around the centre and the unbounded orbits. Obviously,
there is no solution for the infinite-horizon problem with final point 7(z3). Let us consider
the problem with final point m(z1): for initial time gy < m(z1) the infinite-horizon solution
always exists, since the unstable manifold is diffeomorphically projected onto the half-line
{q < 7w(z1)}; for m(z1) < qo < m(z2), the problem has again solution, since a point on
the separatrix reaches m(z1) in an infinite time; for gy > m(22), there are no Hamiltonian
trajectories reaching a point z € R? such that 7(z) = 7(21) in infinite time, hence there is no
solution. We can repeat the same argument to say that the infinite-horizon problem for final
point m(z2) admits solution for gy > 7(22) and for m(z1) < go < m(z2) (on the separatrix).

A sample Hamiltonian that has this phase diagram is H(p, q) = %pQ —¢*+B¢% B >0.

Let us now focus on the second case; about the problem with final state m(z3), we can
repeat the same arguments used in the situation depicted in Fig. 4.7 : there is a ¢ such
that the infinite-horizon problem admits solution if and only if ¢ > ¢§; otherwise, problem
(4.15) with final state 7(z1) has a solution for any ¢o € R; as seen, there is no solution for
Goo = T(22).

This phase diagram can arise with a sample Hamiltonian as H(p,q) = %pQ — ¢ —ag® +
B¢, a#0,8>0.

More than 3 equilibrium points. We get from previous arguments that all the equi-
librium points lie on v and they can only be aligned alternating saddle points and centres.
Then all the possible configurations can be deduced by previous results.
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Let us now see what happens if we remove hypothesis (Al). Since we ask that H has at
least one equilibrium point, there shall exist at least one ¢ for which the function p — H(p, q)
has a minimum; then, there exists a curve v that divides R? into two regions as above, and
such that ~ passes through the minimum of H(-,q). What we cannot say is that  is projected
onto the horizontal axis: it can happen that its projection is bounded. This implies that we
cannot guarantee that the stable manifold is projected onto the horizontal line, hence losing
the existence of the optimal synthesis (but we still have local existence of minimizers).

FIGURE 4.12

Moreover, we notice that there can be cases in which there exist two (or more) disjoint
curves ; that divides the regions where %—IZ > 0 from the ones where %—g < 0; in such cases,
it remains true that on the same curve there cannot lie two saddle points or two centres side
by side, but we can have situations such as the one depicted in Fig. 4.12 in which the two
critical points are saddle points.

For such cases, we just repeat that our analysis is only local and permits to prove the

existence of minimizers only for some initial points ¢p.



CHAPTER 5

Non-autonomous infinite horizon variational problems

Let us now consider a more general version of the optimal economic growth problem; deal-
ing again with smooth integrands and continuous-time problems, here we study Lagrangians
that depend explicitly on time: in particular, we study the functional

(5.1) J7(y) = /0 ety (), 4(1)) dt,

where ¢ : R" x R® — R is a smooth function. The term a > 0 is called discount or forgetting
factor.

Our goal is to determine the trajectories that minimize the functional J* that belong to
a suitable class of admissible trajectories. In this section, we will only give some preliminary
results that allow for a special class of Lagrangians ¢, namely they have to be strictly con-
vexr with respect to the second variable and quadratic out of a compact set; moreover, we
are interested in the case in which the Hamiltonian associated to the problem has positive
curvature. The generalization of this results to an ampler class of Lagrangians is still work in
progress.

Remark. Let us remark that, as in the preceding chapter, with strict convexity of a function
with respect to some variable we will mean the positive definiteness of the Hessian of the
function with respect to the given variable.

1. Introduction to the problem

We consider the functional J* defined in (5.1), and we try to find the curve ¢(-) that
minimizes it in a suitable class of trajectories to be specified later. As already done in the
preceding chapter, we formulate this problem as an optimal control problem, and we associate
to this problem a maximized Hamiltonian function

(5.2) H(p, q) = max(p,u) — e *'¢(q, ).

The dynamical system generated by H is of course Hamiltonian, though it is non-autonomous.

As usual, we will denote the flow et also with ¢*. To state the problem with more precision,
we first examine the following example:

Example. Let us recall the case studied in Subsection 2.1 of preceding chapter: we had
v(q,q) = %(42 —7r¢%), ¢ €R, and H(p,q) = %(p2 +r¢?), where 7 is a constant. We saw that
the sign of r is crucial for the existence of the optimal synthesis.

Here we consider the problem with the same quadratic Lagrangian multiplied by the
discount term e~ o > 0; the associated non-autonomous Hamiltonian is H (p, ¢) = %(eath—l—

63
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e~ Yrq?); we make the following substitutions:

1
(5:3) (:=e"p  HY:=e¢"H = 5(42 +7¢?);

the equation of motion for the variables (¢, ¢) is

(54) <§):<?_0><g)

or, more synthetically, (C ,q) = He where H® = H +aC a%. Notice that this is an autonomous
dynamical system, but it is not Hamiltonian.
Since the dynamical system is linear, the trajectories are completely determined by the

. . . . 2
eigenvalues of the evolution matrix, which are Ay = § £/ — 7.

If r < 0, then both the eigenvalues are real, with A_ negative and A, positive, and the
origin is a saddle point and there are defined a stable and an unstable manifold. If we want
to study a variational problem such as (4.7)-(4.8), we can repeat all the arguments previously
used for the case without discount factor, and prove the existence of the optimal synthesis.

Much more interesting is the case r > 0; for fixed r > 0, the phase portrait is determined
by the value of «. In fact, for a < 24/r, both AL are complex with positive real part, and
then the origin is an unstable focus; in this situation, the integrand e~ **y(q, ¢) tends to a
nonzero constant for t — +oo along any trajectory of the dynamical system, and then the
integral in (5.1) does never converge.

Otherwise, for a > 2,/r both eigenvalues are real and positive, then the point (0,0) is an
unstable node, but we have A_ < «/2; this implies that there is a direction (the direction
determined by the eigenvector relative to the eigenvalue A_) along which |((, q)| grows with
exponential rate less than ez!. Since the Lagrangian is quadratic in (g, ¢), the integrand
converges exponentially to zero along this direction, and then the integral (5.1) converges.
Along all the other trajectories the integral does not converge. Then, by PMP, the projections
on R of these trajectories along the eigenspace relative to A_ are the optimal trajectories of
the infinite horizon problem with discount factor «. In particular, it can be shown that the
problem admits an optimal synthesis.

The example is enlightening because it shows that in presence of a suitable discount factor
even cases with positive r may admit an optimal solution for an infinite horizon problem (or
even an optimal synthesis). We stress that in the case without discount this is forbidden, due
to Theorem 2.1.

In this treatment, we will focus our attention to functions ¢ which are strictly convez
with respect to the second variable and quadratic out of a compact in the pair of variables.
For such functions we use the following definition of optimality:

DEFINITION 5.1. We say that a locally Lipschitzian curve 7 : [0, +00) — R™ is an optimal
trajectory for the infinite horizon problem with discount factor « if

(5.5) J(3) = min {1°(3) :9(0) = 5(0), lim_e~"|3(0)* = 0}.

Notice that in this case we do not give condition on the final endpoint; in particular, in
the case above shown with » > 0 and « > 2,/7, the trajectories satisfying Definition 5.1 are
unbounded. Due to this fact, we slightly modify the definition of optimal synthesis we gave
in the introduction to Chapter 4:
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DEFINITION 5.2. A smooth optimal synthesis is a smooth complete vector field X on R™
such that all the solutions of the equation ¢ = X(q) are optimal trajectories (according to
Definition 5.1) of the infinite variational problem under consideration.

2. Computation of the curvature

Our aim is to determine whether the problem of minimization of the functional J* admits
a smooth optimal synthesis, according to Definition 5.2. As done in the case without discount,
and as suggested by the example just given (where r was in fact the generalized curvature
of the system, computed with respect to the canonical splitting associated to the vertical
distribution), we need to compute the generalized curvature of the system.

We perform the non-autonomous change of variables ¢ := e¥p, H* = ¢**H (5.3), and the
new dynamical system on R?" is given by

¢ = a¢— 2
(5.6) { ~oame T,
9 = 75

where we put H* = H + ol a%. We notice that this new dynamical system is autonomous,
but not Hamiltonian. In fact, the flow does not preserve the symplectic form:

(5.7) (etﬁa)*a = "o,

To prove this, let us recall that for any vector field X and any differential form w, Lxw =
txdw + d(txw), where d denotes the exterior differential. We have
d  phe
Lgeo = &(e ) o
= lga(do) +d(tga0o) =
2

—~ O°H
= Z —a——F—dp; Ndqy + adp; N\ dqg, +
=1 9q0pi

2

0q;Opy;

dpi, N\ dg; = ao,

hence the thesis. However, by equation (5.7) we get that the flow preserves the Lagrangian
subspaces.

Remark. In the following, we will deal with two functions — H and H® — and their associated
vector fields, respectively H and H®. We notice that the former function is defined on the
space {(p,q)} € R™ x R™, while the second one lives on the space {((,q)} € R?". Actually,
they define the same dynamical system, but described in different coordinate systems; in par-
ticular, as we saw H defines a Hamiltonian non-autonomous system, H% a non-Hamiltonian
autonomous dynamical system. In the following, we will use H when working with coordinates
(p,q), and H® when using the coordinates (¢, q).

To avoid confusion, when we will need to recall the case without discount, we will denote
the Hamiltonian with HY, and the vector field with HO.

Fix z = (p,q) € R?" and consider the vertical distribution A, = R™ x {q}; we define

the Jacobi curve A2(t) = e 1" A,,, 2, = e'#"(2), and we need to compute its derivative
curve. Due to intrinsic definition of the derivative curve (equation (2.6)), we just need to
determine the “derivative distribution” {A2°}, cgen. To do that, we follow the construction
below exposed.
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Let for the moment a = 0, and consider the canonical moving frame {e'(t), fi(¢)}? at

z associated to H?, where span{e!(0),...,e"(0)} = R" x {¢q}; we already saw that these
vectors satisfy the system éi(t) = fi(t), fi(t) = —R(t)e'(t), where R is the representation
with respect to this basis of the curvature operator associated to HO.

For a > 0, the frame {e(t), fi(¢)}7, satisfies the following system:

6t = fi(t) —aci(t)
(58) {f%t) — “R@e)

A moving frame {&'(t), & ()}, is the canonical moving frame associated to the canonical
splitting A% @& A*° if and only if

(5.9) e'(t) € AY(t) forany ¢, i=1,...,n.
To determine such vectors {&'(#)}, we introduce a (invertible) linear transformation
X(t) : AS(t) — AL(t), X(0) =id

that defines a new basis é(t) = X(t)e(t)’, and we require condition (5.9) to be satisfied. Let
us compute é'(t):
d? , .. , . . . . . .
X)) = X(B)e'(t) + X(O)f'(t) - aX(O)e'(t) + X)) +

- X gt)R(t)ei (t) — aX (t)e'(t) — aX (t) fi(t) + 2 X (t)el(t) =

= (X(t) —2aX(t) — X(O)R(t) + a>X (t))e (t) + (2X (t) — aX (1)) fi(2).

This implies that equation (5.9) is satisfied if and only if X () = $X(t). The new canonical
moving frame satisfies the system

(5.10) {fi’f(t) - %(Xe?(ti - i(t) - géi(t)

where fi(t) = X (t)f(t); then we get

A% = span{ f! — %él, Ry %é’"}
and
a2
R*(t) = X(H)R(t)X ()1 — —id

We then conclude that R*(t) is the representation with respect to the basis {&(t), & (t)}7,
of the curvature operator RQQ’AM (notice that in the computations we omitted the dependence
on z).

Notice that if R(t) is positive and bounded from above by a constant C, for a > 2v/C we
get that R*(t) < 0.

3. Preliminary results

In the following we will denote with R? the curvature operator of HY (case without
discount factor) with respect to the canonical splitting. The curvature operator RZ" will be
denoted with RY.
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THEOREM b5.1. Let ¢ : R X R™ — R be smooth, and strictly convex with respect to second
variable, and assume that there is a compact set K € R®™ such that the function ¢ is quadratic
in the pair (q,u) for any (q,u) € R\ K.

If the curvature RO of the Hamiltonian vector field HO with respect to the canonical splitting
satisfies the inequalities 0 < RY < C for some constant C for any z € R?", then the infinite
horizon variational problem without discount does not admit optimal trajectories, while the
problem with discount admits an optimal synthesis of class C' if a > 2v/C.

Proof. The proof of this Theorem is analogous to the proof of Theorem 4.5: we want to
find a Lagrangian invariant submanifold of R?" such that the Hamiltonian trajectories living
on it satisfy the growth assumptions in (5.5), and then we want to show that it projects
diffeomorphically onto the state space R™. This guarantees the existence of the optimal
synthesis, provided that we generalize the sufficient condition for optimality (Theorem 1.8)
to this case with the discount factor.

Then the proof of the Theorem is thus organized: in Subsection 3.1 we prove the existence
of a e!”-invariant distribution on R?"; we use Wojtkowski’s criterion to prove that the vectors
on it satisfy some particular growth assumptions. In Subsection 3.2, we use Hadamard-Perron
Theorem and some results on Partially Hyperbolic Theory to show that this distribution is
in fact tangent to a C'! smooth submanifold W¢; then, we prove that W€ is diffeomorphically
projected onto the base space R™. Finally, Subsection 3.3 contains a proof of the generalization
of Theorem 1.8 to the case under investigation.

3.1. The limit distribution. We construct two Lagrangian distributions through the
following Lemma:

LEMMA 5.1. If RY < 0 for any z = ((,q) € R?", then there exist the limits lim;_ 4o A2(t) =
ASE,

Proof. Fix z, and choose coordinates (z,y) on T,(R?") such that A%(t) = {(x, S(t)z) : = €
R™} and AS°(t) = {(z,S°(t)z) : x € R"}, with S°(0) — S(0) > 0. Since the two curves are
transversal at any time, we always have S°(t) — S(¢) > 0.

By computations, we can show that the curve A¢(:) is monotone increasing, and hence,
since the curvature is negative, the derivative curve is monotone decreasing. This implies the
existence of the limit limg_, oo A%(t) = AST. If we choose another coordinate chart such that
S5°(0)—S(0) < 0, with the same argument we can prove the existence of lim;_, o, AZ(t) = AS™.
O

Remark. Since AZ(-) is Lagrangian, also its limit distributions are. Moreover, it is easy to
show that by construction the distributions are invariant with respect to the flow ¢! = ",
i.e.

¢LATT = ALE, = ¢l(2).
Since the curves AZ(-) is monotone, we also have that the limit distributions AS* are always

transversal to AZ(0), i.e.
AT NAZ(0) = A2 NAZ(0)=0

for any z.

For these distributions the estimates written below allow:
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LEMMA 5.2. There is a norm || - || on R*™ and constants p > 0, € (0,%) such that if
RY >0 and RS < 0 for any z € R*", then:
1 “a @
(5.11) ~eMa_| < ez, < pelTT o]l
p
(5.12) le il = peE Nz .,

for any x+ € AYT and for z = e1”(2).

Proof. Consider the dynamical system for the canonical moving frame (5.8); let us then

write it as
(Zm o) = (dps)-5(0 1)

(5.13) = H- % idgn,

where above with “1” we mean the n x n identity matrix.

1
0

C D
that A + DT = 0 and that B and C are symmetric matrices), while the second term is just
the identity matrix on R?” multiplied by a scalar factor.

Since this second term commutes with any other matrix, its contribution to the evolution
of the vectors consists in multiplying them by the exponential factor e~ 2% then we can for
the moment leave it out, and focus on the action H: we see that it defines a quadratic form
Q that satisfies Wojtkowski’s criterion and Lemma 4.1.

In fact, let £ = (e'(0),...,e"(0))" and F = (f(0),..., f*(0)), and call T' = (f1(0) —
7l (0), ..., £(0) — 7" (0)); put
(5.14) U(z) = o((Pu@)r, (Pha)r)

where ®f; is the flow on R?" generated by the equation

ales(7)1=5(F ),

and X and X1 denote, as usual, the sections of the vector field X such that Xz € span{e!(0),...,e"(0)},
Xt € span{f1(0) — ye(0),..., f*(0) — ve"(0)}, and X = Xg + Xr. By computations, we
have that

. . . . . . A B
Let us notice that the matrix H is Hamiltonian (that means, for a block-matrix < ) ,

C@ka)imo = o((ar), ar) — o(ms)', 21),

where here (zg) denotes 4 & (zg)|i—o (same for (zr)).
12
positive definite; o((xg)’, r) negative definite.

Then we can apply Lemma 4.1 and get the existence of the expanding and contracting
cones CF; this proves the existence of the splitting C @ C (defined as in equation (4.6))
such that
(5.15) | @]
(5.16) |2l

By computations, for y € (§ — \/%27 e — %2 + C) we have that o((@r), @r) is

e M|z VX el

<
> eMz| VXeCH
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where p = min;{ %2 — 1y : 1; eigenvalue of R}.
If we consider the original flow ¢! = ethe
matrix —gida,.
Notice finally that the system (5.8) describes the evolution of the vectors {e% (%), f1 (t)} =

, we shall take account of the contribution of the

{7, €L, (0),¢7", fL,(0)}, i.e. the evolution for negative times.
Then, equations (5.15)-(5.16) reads

(5.17) I~z < e W e Yaell

(5.18) o=t > e 2Nz VaelS,.

Then we shall change the sign of time in equations (5.17)-(5.18), and also to invert the
names of CT and C~, putting C* = C~ and C~ = CF; for CF, we obtain the estimates
(5.11)-(5.11).

The final step is to show that actually C’jE AS*. Since C’+ &) C is a splitting, we can
write any x as € = x4 + x_, where obviously z € C;E.

For any z € T,(R?"), we have that ||D,¢'z_|| — 0 as t — +o0, and then that D,¢'z —
D.¢'z, as t — +oo; take & € AY: by definition of AY, we have that lim;_, o D'z € A2T.
Since @y # 0, limy_, oo D¢z € CF.

This, plus some dimensional considerations, implies that C;~ = A2, The same for A%~
Then, we get that the estimates (5.15)-(5.15) allow also for A2T and A~ O

This Lemma has an immediate Corollary:
COROLLARY 5.1. Under the hypothesis of Lemma 5.2, we have that
IH*(2)||s, — 00 as t— +oo
with exponential rate for any z € R*™. Moreover, if H* e AS™, then
e HY(z)||l,, = 0 as t— 400
with exponential rate; otherwise,
e 2 H*(z)|,, —» 00 as t— 400
with exponential Tate

3.2. Existence of the optimal synthesis. Lemma 5.2 shows that the dynamical sys-
tem (5.6) is partially hyperbolic in the narrow sense, according to Definition 1.5. In this
particular case, the distribution A®~ is the central distribution of the system, while the A®"
is the unstable distribution.

Our aim is then to establish the integrability of the central distribution; in fact, if it existed
an integral manifold of A, any trajectory lying on it would satisfy the growth assumptions
required in (5.5), while all the other Hamiltonian trajectories would grow too fast with respect
to time.

LEMMA 5.3. The central distribution is integrable with integral manifold W¢.

Proof. Thanks to Theorem 1.3, to prove the integrability of A“~ we need to prove that the
lift of the integral manifold of A®T is quasi-isometric in the universal cover to R?".

We choose R?” itself to be the universal covering. Call W7 the integral manifold of the
unstable distribution. Since ¢ is quadratic out of the compact K, there exists a compact
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K C R?" = {(C, q)} such that H® is quadratic on R2"\ K; on R?"\ K the unstable manifold
is a linear subspace of R?"; this implies that dy+ = dg2n.

Inside & , by compactness of the set, there exist two constants a, b > 0 such that dy+ (21, 22) <
adg2n (21, 22) + b.

Then W is quasi-isometric, and hence we get the existence of W¢.

By Hadamard-Perron Theorem, W¢ is C'! smooth. g

Notice that W€ is Lagrangian, due to Lagrangianity of the central distribution A*~.

Since the central distribution A*~ is always transversal to the vertical distribution, we
get that W€ is projected injectively on R™. For the same reason (transversality of A%~ to
the vertical distribution), the projection 7|y« is proper, and then a diffeomorphism onto the
image.

Surjectivity is a consequence of linearity of the flow out of K.

3.3. The sufficient condition. In this subsection we state and prove the generalization
to our case of the sufficient condition for optimality stated in Chapter 1 (Theorem 1.8).

THEOREM 5.2. Let W€ be the less unstable manifold defined in previous subsection; let m :
R?" — R be the canonical projection, and assume that its restriction 7|y is a diffeomorphism.
Then for any Ag € W€ the normal extremal trajectory

i) =moe(N),  telo,+),

realized a strict minimum of the cost functional (5.1) among all the locally Lipschitzian curves
q(t), t € [0,400), such that

(5.19) ¢(0)=q(0)  and  lim e g(t)* = 0.
Proof. The proof is just an adaptation of the proof on Theorem 1.8, that can be found in

[7]. Here we briefly expone the modifications to be done.
Define the set

W= {(\t): A€W 0<t< +oo} CR™ xR,
which is a smooth (n + 1)-dimensional submanifold of R?" x R, and consider the 1-form
9 — Hdt,

where we recall that ¥ is the tautological 1-form on R?" (see Section 1 of Chapter 1), and H
is defined by (5.2).

It is straightforward to prove that ¥ — H dt is ezact on W (see the analogous proof in [7],
Section 17.1.1).

Then, consider a point gy € R™ and its lift \g € W°¢. Put G(t) = 7(¢!(N\o)), and let g(-)
be a curve such that ¢(0) = go and lim;_ 4 e~?|§(t)|> = 0. Since W¢ is diffeomorphically
projected onto R™, there is a unique lift A(-) of the curve ¢(-) to the less unstable manifold
we.
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Fix some T' > 0; then

T T
/ eto(q(t), (1)) dt = / A, d(0) — W) dt >
0 0

gl
where we recall that h(A(t)) = (A(t),q(t)) — e **p(q(t),q(t)), and v is a curve in W defined
by
vt (A(t),t) €W, te[0,T].
Since the form ¥ — H dt is exact, its integral along a curve in W depends only on the
endpoints. Then we define the two curves

F it (" (No),t) €W, t€[0,T)]
and
yr o 7 = (nr(7), T), T € [10, 7¢]

such that 77 is a curve in W¢ with nr(m9) = XM(T) and nr(7y) = eTﬁ()\o); the choice of nr
will be specified below. We have that

(5.20) /19—Hdt—i— ﬁ—Hdt—/ﬂ—Hdt.
v T v

Since ¢ is constant along yr, we have that

Tf
z9—Hdt:/ 19:/ pdq=/ p(7)4(T) dr;
yr yr nr 70

by the growth conditions (5.19), we have that there exists some ¢ > 0 such that for 7" > 0
1g(T)|, 13(T)| < |go|e'®/2)T. Then we define a curve §(-) € R™ with G(7o) = ¢(T), G(74) =
4(T), and |g(7)| < |gole'®/2=9)T for any T € [ro, 7¢]; the curve nr is then chosen to be the lift
of ¢(-) to W¢. We can choose a parametrization of the curve nr such that |¢(7)| is constant for
any 7. In fact, the integral f:of |g(7)| dT equals the length of the curve ¢(-), and this implies
that the length of the interval (7 — 79) and the value of |¢(7)| are not independent. We then
fix (1) = p for any 7, and (1 — 10)p ~ Ce(*/279)T  for some constant C.

Since the function ¢ is quadratic out of K, out of this compact the dynamics is linear
in the variables (¢, ¢q), and the space W€ is a linear space; this means that there is a linear
operator A such that we can write

We\ (WenK) ={(¢,q) e R\ K : { = Ag}.

We can then deduce that, if T is sufficiently large, for any ((,q) € nr we have |(| <
| All|go|el@/2=2)T = C’e(@/2=8)T | for some constant C’. This implies that for any (p,q) € nr
we have

|p| < e—chC/e(a/2—a)T _ C/e(—a/2—a)T;
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then -
| pda< [T p@ie) dr < o9 [Ty dr = orenner
70 70

Since equation (5.20) allows for any 7" and f pdq — 0 as T'— 400, we can conclude that

| ettt dez [ eelaw, i) d
0 0

the proof that the inequality is strict is completely analogous to the one in [7]. O
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