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Chapter 1

Introduction

This Thesis contains new results concerning the Cauchy problem of the following dispersive partial differ-
ential equations arising in fluid dynamics under space periodic boundary conditions:

1. The compressible Euler-Korteweg system in (1.0.2) on Td;

2. The Quantum Hydrodynamics equations in (1.0.2) with K(ρ) = κ
ρ on d-dimensional irrational tori;

3. The Gravity-Capillary water waves equations for bi-dimensional fluids with constant vorticity in
(1.0.3).

As we shall describe later, these three systems of equations can be written as dispersive Hamiltonian quasi-
linear PDEs of the form{

∂tu = Lu+ P(u), u = u(t,x), (t,x) ∈ [0,T ]× Td,
u(0,x) = u0(x) ∈ Hs(Td),

Td := Rd/2πZd, d ∈ N (1.0.1)

where L is an unbounded linear operator with purely imaginary spectrum, P is a nonlinear function of a
complex unknown u and its derivatives (up to the same order of L), vanishing quadratically at u = 0, and

Hs(Td) :=
{
u(x) =

∑
j∈Zd

uje
ij·x : ‖u‖2s :=

∑
j∈Zd
|uj |2〈j〉2s < +∞

}
, 〈j〉 := max{1, |j|}

is the Sobolev space of regularity s.
In this Thesis we shall consider the following dynamical questions:

• Local well-posedness: Given an initial datum u0 ∈ Hs(Td) (with s larger than some s) determine if
there exists a positive time Tloc > 0 and a unique local, classical solution u(t,x) ∈ C([0,Tloc];H

s(Td))
of (1.0.1);

• Long time existence: For any initial datum u0(x) satisfying ‖u0‖Hs < ε � 1 (with s larger than
some s) determine if the solution u(t,x) of (1.0.1) exists and remains small for a long time Tε � Tloc,
improving the local well-posedness time of existence which, for small ε > 0, is of size Tloc ∼ ε−1.

• Almost global existence: For any N ∈ N prove that the time of existence is of order Tε ∼N ε−N

taking s larger than some s depending on N .

The results of the present Thesis concern:
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6 CHAPTER 1. INTRODUCTION

1. Local well posedness of the compressible Euler-Korteweg system (1.0.2) on Td;

2. Long time existence of the Quantum Hydrodynamics equations;

3. Almost global existence of Gravity-Capillary water waves equations with constant vorticity (1.0.3).

More precisely the main results of the present Thesis are the following:

1. Local well posedness of the Euler-Korteweg equations on Td ([32], Chapter 2): We prove a local
well-posedness result for the compressible, irrotational Euler-Korteweg (EK) system

∂tρ+ div(ρ~u) = 0

∂t~u+ ~u · ∇~u+∇g(ρ) = ∇
(
K(ρ)∆ρ+ 1

2K
′(ρ)|∇ρ|2

)
ρ(0,x) ∈ Hs(Td), φ(0,x) ∈ Hs(Td)

~u = ∇φ, (1.0.2)

where s > d
2 + 2 (Theorem 1.1.1). This is the natural minimal regularity assumption for the quasi-

linear PDE (1.0.2).

2. Long time stability for Quantum Hydrodynamics (QHD) system ([74], Chapter 3): In case

K(ρ) =
κ

ρ
, κ ∈ R+,

system (1.0.2) is studied in the context of Quantum Hydrodynamics. We consider (1.0.2) on irrational
d-dimensional torus Tdν in (1.1.6) (d = 2,3) and we prove, for almost all ν, the long time stability
Theorem 1.1.2 which states that if the initial datum ‖ρ0‖Hs + ‖φ0‖Hs ≤ ε � 1 is small for a large
enough s� 1, then the solution remains of size ε up to a time

Tε ≥ ε−1− 1
d−1 log−d−2

(
1 + ε

1
1−d
)
� Tloc ∼ ε−1.

3. Almost global existence of gravity-capillary water waves equations with constant vorticity ([33],
Chapter 4): We prove the almost global in time existence Theorem 1.1.3 of small amplitude space
periodic solutions of the 1D gravity-capillary water waves equations with constant vorticity

∂tη = G(η)ψ + γηηx

∂tψ = −gη − 1

2
ψ2
x +

1

2

(ηxψx +G(η)ψ)2

1 + η2
x

+ κ∂x

[ ηx

(1 + η2
x)

1
2

]
+ γηψx + γ∂−1

x G(η)ψ,
(1.0.3)

where G(η) := G(η,h) is the Dirichlet-Neumann operator with depth h (see (4.1.3)).

In particular we prove that for any value of gravity g > 0 , vorticity γ ∈ R and depth h ∈ (0,+∞]
and any surface tension κ > 0 belonging to a full measure set, for any N ∈ N, any small initial data

‖η0‖
H
s+ 1

4
0

+ ‖ψ0‖
Ḣ
s− 1

4
< ε

with s � 1 give rise to solutions η(t),ψ(t) which remain of size ∼ ε up to a time Tε & ε−N−1,
namely

sup
t∈[−Tε,Tε]

‖η(t)‖
H
s+ 1

4
0

+ ‖ψ(t)‖
Ḣ
s− 1

4
. ε with Tε & ε

−N−1.

The main focus of this Thesis is the proof of the almost global in time existence theorem, Theorem 1.1.3,
which can be found in Chapter 4. In this introduction, we will place a greater emphasis on explaining this
result, examining related literature, and discussing the key concepts and techniques used in its proof.

In the next section we will provide the precise statement of the results.
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1.1 Main Results

In this section, we provide a detailed explanation of the results including comments on any new or notewor-
thy aspects.

1.1.1 Local well-posedness of the Euler-Korteweg equations on Td

In [32] we consider an initially irrotational velocity field that, under the evolution of (1.0.2), remains irrota-
tional for all times. An irrotational vector field on Td can be written as (Helmholtz decomposition)

~u = ~c(t) +∇φ, ~c(t) ∈ Rd , ~c(t) =
1

(2π)d

∫
Td
~udx, (1.1.1)

where φ : Td → R is a scalar potential. By the second equation in (1.0.2) and rot~u = 0, we get

∂t~c(t) = − 1

(2π)d

∫
Td
~u · ∇~udx =

1

(2π)d

∫
Td
−1

2
∇(|~u|2)dx = 0 =⇒ ~c(t) = ~c(0)

is independent of time. The (EK) system (1.0.2) is Galilean invariant: if (ρ(t,x),~u(t,x)) solves (1.0.2) then

ρ~c(t,x) := ρ~c(t,x+ ~ct) , ~u~c(t,x) := ~u(t,x+ ~ct)− ~c

solve (1.0.2) as well. Thus, regarding the Euler-Korteweg system in a frame moving with a constant speed
~c(0), we may always consider in (1.1.1) that

~u = ∇φ, φ : Td → R .

The Euler-Korteweg equations (1.0.2) read, for irrotational fluids,{
∂tρ+ div(ρ∇φ) = 0

∂tφ+ 1
2 |∇φ|

2 + g(ρ) = K(ρ)∆ρ+ 1
2K
′(ρ)|∇ρ|2 .

(1.1.2)

Our main contribution is the following local well posedness result for the solutions of (1.1.2) with initial
data (ρ0,φ0) in Sobolev spaces Hs(Td) under the natural mild regularity assumption s > 2 + (d/2).

Theorem 1.1.1. (Local existence on Td) Let s > 2 + d
2 and fix s0 ∈ (d2 ,s− 2]. For any initial data

(ρ0,φ0) ∈ Hs(Td,R)×Hs(Td,R) with ρ0(x) > 0 , ∀x ∈ Td ,

there exists T := T (‖(ρ0,φ0)‖s0+2,minx ρ0(x)) > 0 and a unique solution (ρ,φ) of (1.1.2) such that

(ρ,φ) ∈ C0
(

[−T,T ],Hs(Td,R)×Hs(Td,R)
)
∩ C1

(
[−T,T ],Hs−2(Td,R)×Hs−2(Td,R)

)
and ρ(t,x) > 0 for any t ∈ [−T,T ]. Moreover, for |t| ≤ T , the solution map (ρ0,φ0) 7→ (ρ(t, ·),φ(t, ·)) is
locally defined and continuous in Hs(Td,R)×Hs(Td,R).

The proof of Theorem 1.1.1 is the content of Chapter 2 and is summarized in Section 1.2.1. Here are
some comments about it:
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• Regularity: The velocity field v = ∇φ belongs to the Sobolev space Hs−1(Td;Rd). In view of the
Sobolev embedding Hσ(Td;R) ↪→ L∞(Td;R), σ > d

2 , the restriction s > 2 + d
2 is the minimal

Sobolev regularity which guarantees that the velocity field v is Lipschitz. The Lipschitz regularity of
v allows to define in classical way the fluid particles flow{

Ẋ(t,x) = v(t,X(t,x))

X(0,x) = x ∈ Td.
(1.1.3)

• Hamiltonian structure: Equations (1.1.2) are the Hamiltonian system generated by the Hamiltonian
function

H(ρ,φ) :=

∫
Td

1

2
ρ|∇φ|2 +

1

2
K(ρ)|∇ρ|2 +G(ρ)dx (1.1.4)

where G(ρ) is a primitive of g(ρ), i.e. G′(ρ) = g(ρ); this means that equations (1.1.2) can be written
as

∂t

(
ρ
φ

)
= J

(
∇ρH
∇φH

)
, J :=

(
0 Id
−Id 0

)
, (1.1.5)

where (∇ρH,∇φH) denote the L2-gradients of H(ρ,φ). The Hamiltonian form, as given in equation
(1.1.5), plays a significant role in the local and long time behavior of system (1.1.2). Even though it is
not explicitly used, some crucial algebraic properties of the para-linearized system are consequences
of the Hamiltonian structure.

• Extended life span: We do not know if the local solutions provided by Theorem 1.1.1 are global in
time or not. In a forthcoming paper [103], we shall prove a set of long time existence results for the
(EK)-system in 1-space dimension, in the same spirit of Theorem 1.1.3- [33].

1.1.2 Long- time stability of QHD system

In [74] we consider the quantum hydrodynamics system on an irrational torus of dimension 2 or 3∂tρ = −m∆φ− div(ρ∇φ)

∂tφ = −1
2 |∇φ|

2 − g(m + ρ) +
κ

m + ρ
∆ρ− κ

2(m + ρ)2
|∇ρ|2 , (QHD)

where m > 0, κ > 0, the function g belongs to C∞(R+;R) and g(m) = 0. The function ρ(t,x) is such
that ρ(t,x) + m > 0 and it has zero average in x. The space variable x belongs to the irrational torus

Tdν := (R/2πν1Z)× ·· · × (R/2πνdZ) , d = 2,3 , (1.1.6)

with ν = (ν1, . . . ,νd) ∈ [1,2]d. System (QHD) is a particular case of (1.0.2) when K(ρ) = κ
ρ and

ρ; ρ+ m. We assume the strong ellipticity condition

g′(m) > 0. (1.1.7)

We consider an initial condition (ρ0,φ0) having small size ε � 1 in the standard Sobolev space
Hs(Tdν) with s � 1. Since the equation has a quadratic nonlinear term, the local existence theory
(which may be obtained in the spirit of [32, 72]) implies that the solution of (QHD) remains of size ε
for times of magnitude O(ε−1). The aim of our work [74] is to prove that, for generic irrational tori,
the solution remains of size ε for longer times.
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For φ ∈ Hs(Tdν) we define

Π0φ :=
1

(2π)dν1 · · ·νd

∫
Tdν
φ(x)dx, Π⊥0 := id−Π0 . (1.1.8)

Our main result is the following.

Theorem 1.1.2. Let d = 2 or d = 3. There exists s0 ≡ s0(d) > 0 such that for almost all ν ∈ [1,2]d,
for any s ≥ s0, m > 0, κ > 0 there exist C > 0, ε0 > 0 such that for any 0 < ε ≤ ε0 we have the
following. For any initial data (ρ0,φ0) ∈ Hs

0(Tdν)×Hs(Tdν) such that

‖ρ0‖Hs(Tdν) + ‖Π⊥0 φ0‖Hs(Tdν) ≤ ε, (1.1.9)

there exists a unique solution of (QHD) with (ρ(0),φ(0)) = (ρ0,φ0) such that

(ρ(t),φ(t)) ∈ C0
(
[0,Tε);H

s(Tdν)×Hs(Tdν)
)⋂

C1
(
[0,Tε);H

s−2(Tdν)×Hs−2(Tdν)
)
,

sup
t∈[0,Tε)

(
‖ρ(t, ·)‖Hs(Tdν) + ‖Π⊥0 φ(t, ·)‖Hs(Tdν)

)
≤ Cε, Tε ≥ ε−1− 1

d−1 log−d−2
(
1 + ε

1
1−d
)
.

(1.1.10)

The proof of Theorem 1.1.2 is the content of Chapter 3 and is summarized in Section 1.2.2. Here are
some comments about it:

• Madelung transform: System (QHD) is equivalent via the so-called Madelung transformation

ψ =
√
m + ρe

i
φ

2
√
κ (1.1.11)

to the following semi-linear Hamiltonian Schrödinger equation

∂tψ = i
(~

2
∆ψ − 1

~
g(|ψ|2)ψ

)
, ~ := 2

√
κ.

• Linear frequencies: Thanks to (1.1.7), the linearized system near the equilibrium (ρ,φ) = (0,0) is a
superposition of infinitely many harmonic oscillators with frequencies

ω(j) :=

√
~2

4
|j|4ν + mg′(m)|j|2ν , |j|2ν :=

d∑
`=1

a`|j`|2 , a` := ν2
` , ∀j ∈ Zd \ {0}. (1.1.12)

• Normal form and quasi-resonances: The proof of Theorem 1.1.2 relies on Birkhoff normal form
ideas and absence of three wave resonances

ω(j1)± ω(j2)± ω(j3) 6= 0 for almost every ν ∈ [1,2]d. (1.1.13)

The main obstacle to Birkhoff normal form are the presence of bad lower bounds of the three wave
interactions, namely

|ω(j1)± ω(j2)± ω(j3)| & 1

µd−1
1 logd+1

(
1 + µ2

1

)
µ
M(d)
3

, (1.1.14)

where µ1 := max{|j1|, |j2|, |j3|}, µ3 := min{|j1|, |j2|, |j3|} and some constant M(d) > 0. The
lower bound in (1.1.14) allows a loss of derivatives with respect to the highest index µ1. This loss of
derivatives may be transformed in a loss of length of the lifespan following the ideas first introduced
by Delort [56] and Ionescu-Pusateri [87]. For this reason we do not obtain the ε−2 life span which
one expects from (1.1.13);
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• The square torus case: If we consider the system (QHD) with x belonging to a square torus Td, then
the corresponding linear frequencies ω(j) (in (1.1.12) with ν1 = · · · = νd) satisfy a good separation
property and one can prove that an improved lower bound

|ω(j1)± ·· · ± ω(jp)| &
1

µ
M(d)
3

, (1.1.15)

holds for any p ≥ 3, for almost every mass m > 0 and µ3 := max3{|j1|, . . . |jp|} is the third largest
index among {|j1|, . . . |jp|}. Having (1.1.15) one can prove an almost-global stability result as in
[15, 19] using also the Hamiltonian structure of the system.

• Recent new developments: We point out that our result has inspired recent new developments by
Bambusi-Feola-Montalto [18]. They have achieved an almost global in time existence result, with a
time of existence Tε ∼ ε−r for any r ≥ 1, for several Schrödinger type equations, including equation
(QHD).

1.1.3 Almost global existence for Gravity-Capillary water waves equations with constant
vorticity

We consider the Euler equations of hydrodynamics for a 2-dimensional perfect, incompressible, inviscid
fluid with constant vorticity γ, under the action of gravity and capillary forces at the free surface. The fluid
fills an ocean with depth h > 0 (eventually infinite) and with space periodic boundary conditions, namely it
occupies the time dependent region

Dη :=
{

(x,y) ∈ T× R : −h < y < η(t,x)
}
. (1.1.16)

We refer to Appendix C for a rigorous derivation of the equation of motions and we describe here its main

aspects. In case of a fluid with constant vorticity vx − uy ≡ γ ∈ R, we express the velocity field,
(
u
v

)
, as

the sum of the Couette flow
(
γy
0

)
, which carries all the vorticity γ of the fluid, and an irrotational vector

field, expressed as the gradient of a harmonic function Φ, called the generalized velocity potential:

~v =

(
u
v

)
=

(
γy
0

)
+∇Φ.

Denoting by ψ(t,x) the evaluation of the generalized velocity potential at the free interface ψ(t,x) :=
Φ(t,η(t,x)), one recovers Φ by solving the elliptic problem

∆Φ = 0 in Dη, Φ = ψ at y = η(t,x), Φy = 0 as y → −h. (1.1.17)

The third condition in (1.1.17) is the impermeability property of the bottom and means that fluid particles can
not cross the bottom. At the moving free surface y = η(t,x) we impose the so-called kinematic boundary
condition

v = ηt + uηx at y = η(t,x). (1.1.18)

Another boundary condition is a balance law for the pressure at the free surface y = η(t,x) and means that
the difference between the internal pressure of the fluid and the atmospheric pressure is compensate by the
surface tension:

P = P0 − κ

(
ηx√

1 + η2
x

)
x

at y = η(t,x).
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The problem can be described by a closed system for the two time dependent functions η(t,x),ψ(t,x):
∂tη = G(η)ψ + γηηx

∂tψ = −gη − 1

2
ψ2
x +

1

2

(ηxψx +G(η)ψ)2

1 + η2
x

+ κ∂x

[ ηx

(1 + η2
x)

1
2

]
+ γηψx + γ∂−1

x G(η)ψ,
(1.1.19)

where g > 0 is the acceleration due to gravity, κ > 0 is the surface tension coefficient and G(η) is the
Dirichlet-Neumann operator

G(η)ψ := (−Φxηx + Φy)|y=η(x) . (1.1.20)

The linearized Dirichlet-Neumann operator is given by the Fourier multiplier

G(0) =

{
|D| h = +∞
D tanh(hD) 0 < h < +∞

where D :=
1

i
∂x. (1.1.21)

Since the variable ψ(t,x) is the trace at y = η(t,x) of the potential Φ(x,y), it is defined up to a constant.
As a consequence (1.1.19) depends only on ψ − 1

2π

∫
Tψdx. For this reason we consider ψ belonging to the

homogeneous Sobolev space

Ḣs(T;R) := Hs(T;R)�∼, ψ1 ∼ ψ2 ⇐⇒ ψ1 − ψ2 ≡ c ∈ R.

Moreover the mass ∫
T
η(t,x)dx (1.1.22)

is constant along the evolution of (1.1.19) and is not restrictive to fix it to be zero. For this reason we
consider the variable η(t,x) in the Sobolev space of zero mean functions

Hs
0(T;R) :=

{
η ∈ Hs(T;R) :

∫
T
η(t,x)dx = 0

}
. (1.1.23)

Our main contribution is the following:

Theorem 1.1.3. (Almost global in time gravity-capillary water waves with constant vorticity) For any
value of the gravity g > 0, depth h ∈ (0,+∞] and vorticity γ ∈ R, there is a zero measure setK ⊂ (0,+∞)
such that, for any surface tension coefficient κ ∈ (0,+∞) \ K, for any N in N0, there is s0 > 0 and, for
any s ≥ s0, there are ε0 > 0, c > 0,C > 0 such that, for any 0 < ε < ε0, any initial datum

(η0,ψ0) ∈ Hs+ 1
4

0 (T,R)× Ḣs− 1
4 (T,R) with ‖η0‖

H
s+ 1

4
0

+ ‖ψ0‖
Ḣ
s− 1

4
< ε,

system (1.1.19) has a unique classical solution (η,ψ) in

C0
(

[−Tε,Tε],H
s+ 1

4
0 (T,R)× Ḣs− 1

4 (T,R)
)

with Tε ≥ cε−N−1 , (1.1.24)

satisfying the initial condition η|t=0 = η0,ψ|t=0 = ψ0. Moreover

sup
t∈[−Tε,Tε]

(
‖η‖

H
s+ 1

4
0

+ ‖ψ‖
Ḣs− 1

4

)
≤ Cε. (1.1.25)
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The proof of Theorem 1.1.3 is the content of Chapter 4 and is summarized in Section 1.2.3. Here are
some comments about it:

1. HAMILTONIAN AND TRANSLATION INVARIANT STRUCTURE: By [124, 50, 45, 115] the equations
(1.1.19) are the Hamiltonian system

∂t

(
η
ψ

)
= Jγ

(
∇ηHγ(η,ψ)
∇ψHγ(η,ψ)

)
where Jγ :=

(
0 Id
−Id γ∂−1

x

)
(1.1.26)

and

Hγ(η,ψ) :=
1

2

∫
T

(
ψG(η)ψ + gη2

)
dx+ κ

∫
T

√
1 + η2

xdx+
γ

2

∫
T

(
− ψxη2 +

γ

3
η3
)

dx. (1.1.27)

The L2-gradients (∇ηHγ ,∇ψHγ) in (1.1.26) belong to (a dense subspace of) L̇2(T)× L2
0(T).

Since the bottom of Dη in (1.1.16) is flat, the Hamiltonian vector field Xγ , defined by the right hand
side of (1.1.19), is translation invariant, namely

Xγ ◦ τς = τς ◦Xγ , ∀ς ∈ R , where τς : f(x) 7→ f(x+ ς) (1.1.28)

is the translation operator. Equivalently the Hamiltonian Hγ in (1.1.27) satisfies Hγ ◦ τς = Hγ for any
ς ∈ R. By Noether theorem it induces the momentum

∫
Tψ(x)ηx(x)dx as a prime integral.

2. COMPARISON WITH [27]. We discuss the relation between Theorem 1.1.3 and the result in Berti-Delort
[27]. Theorem 1.1.3 extends the result in [27] in two ways: (i) the equations (1.1.19) may have a non zero
vorticity, whereas the water waves in [27] are irrotational, i.e. γ = 0. (ii) Also in the irrotational case
Theorem 1.1.3 is new since the almost global existence result in [27] holds for initial data (η0,ψ0) even in
x, whereas Theorem 1.1.3 applies to any (η0,ψ0). We remark that, in the irrotational case, the subspace of
functions even in x -the so called standing waves- is invariant under evolution, whereas for γ 6= 0 it is not
invariant under the flow of (1.1.19) and the approach of [27] can not be applied here.
3. PERIODIC SETTING VS Rd. In a varieties of different scenarios, global in time results [76, 120, 85, 4, 77,
82, 86, 62] have been proved for irrotational water waves equations on Rd for sufficiently small, localized
in space and regular enough initial data, exploiting the dispersive effects of the linear flow. So far no global
existence is known for (1.1.19) in R2, not even for irrotational fluids. The breakthrough result [62] proves
global existence in R3 if γ = 0. The periodic setting is deeply different, as the linear waves oscillate without
decaying in time. The long time dynamics of the equations strongly depends on the presence of N -wave
resonant interactions and the Hamiltonian and reversible nature of the equations.
4. DISPERSION RELATION AND NON-RESONANT PARAMETERS. The water waves equations (1.1.19) may
be regarded as a quasi-linear complex PDE of the form

∂tu = −iΩ(D)u+N (u,u), u(x) = 1√
2π

∑
j∈Z\{0}

uj e
ijx ,

where N is a quadratic non-linearity and Ωj(κ) is the dispersion relation

Ωj(κ) := ωj(κ) +
γ

2

G(j)

j
, ωj(κ) :=

√
G(j)

(
g + κj2 +

γ2

4

G(j)

j2

)
, (1.1.29)

where G(ξ) = |ξ|tanh(h|ξ|) (= |ξ| in infinite depth) is the symbol of the Dirichlet-Neumann operatorG(0).
The linear frequencies Ωj(κ) actually depend on (κ,g,h,γ). The restriction on such parameters in Theorem
1.1.3 arises to ensure the absence of N -wave resonant interactions

Ωj1(κ)± . . .± ΩjN (κ) 6= 0 (1.1.30)
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(with quantitative lower bounds, see (4.1.13)) among integer indices j1, . . . , jN which are not super-action
preserving, cfr. Definition 4.7.4. In Theorem 1.1.3 we fix (g,h,γ) and required κ /∈ K, but other choices are
possible.

5. COMPARISON WITH THE APPROACH IN [58, 59] AND [27]. The Hamiltonian approach to para-
differential calculus in [58, 59] is developed for quasi-linear Klein-Gordon equations and can not be applied
to prove Theorem 1.1.3. Indeed for Klein-Gordon equations it is not required a reduction to x-independent
para-differential operators up to smoothing remainders, since the dispersion relation is asymptotically linear.
In this case, since the commutator between first order para-differential operators is still a first order para-
differential operator, it is possible to implement a Hamiltonian Birkhoff normal form reduction in degrees
of homogeneity, similarly to the semi-linear case. This approach can not be applied for (1.1.19) since its
dispersion relation (1.1.29) is super-linear. It is for this reason that we shall reduce in Proposition 4.7.2
the para-linearized water waves equations to x-independent symbols up to smoothing remainders. This was
done in [27] for γ = 0 (in a different way) but breaking the Hamiltonian structure. Incidentally we mention
that the para-differential normal form in [27] is not a Birkhoff normal form: for standing waves it is not
needed to reduce the x-independent symbols to Birkhoff normal form to deduce that the actions |un|2 are
prime integrals. Summarizing, the proof of Theorem 1.1.3 demands

• a reduction of the water waves equations (1.1.19) to para-differential x-independent symbols up to
smoothing remainders, done in [27] for γ = 0 (in a different way) losing the Hamiltonian structure,
and, additionally, reduce the x-independent symbols to super-action preserving Birkhoff normal form;

• preserve the Hamiltonian structure of the Birkhoff normal form, goal achieved in [58, 59] but only for
Klein-Gordon equations.

The resolution of these requirements is a main achievement of our work.

1.1.4 Historical background of water waves

The study of the time evolution of water waves is a classical question, and one of the major problems in
fluid dynamics. The very first attempt at a theory of water waves finds its origin in the Principia of Newton
in the second half of the seventeenth century, but another century is needed for the foundational works by
giants such as Euler, Laplace, Lagrange, Cauchy, Poisson, Bernoulli, and then by the British school with
Russel, Robinson, Green, Airy, Stokes among others. We refer to the historical overview in [48]. We will
now provide an overview of some recent and past findings.
Local Well-posedness. First results on the local existence of solutions to the initial value problem of the
pure gravity water waves equations within a Sobolev class can be traced back to the pioneering works
of Nalimov [104], Yosihara [122], and Craig [49], who studied the problem in one space dimension and
under smallness assumptions on the initial data. For large Cauchy data, local existence in infinite depth
has been proved by S. Wu in the breakthrough works [117] and [118] for 3D fluids. The similar question
for a variable bottom in any dimension has been solved by Lannes [92], see also [93]. The case of local
existence for the free surface incompressible Euler equation has been settled by Lindblad [95]. Arbitrary
bottoms have been considered by Alazard, Burq and Zuily [3] for rough initial data. Concerning the case of
positive κ, local existence of solutions with data in Sobolev spaces is due to Beyer and Gunther [35], Ming-
Zhang [100], Coutand- Shkroller [46] and Shatah-Zeng [111, 112], for solutions of the incompressible free
boundary Euler equation. Ifrim and Tataru [84] studied local existence when the pure gravity fluid has
constant vorticity. The local existence problem with Cauchy data that are periodic in space, instead of lying
in a Sobolev space on Rd, has been established in Ambrose-Masmoudi [7] for κ ≥ 0 in the case of infinite
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depth, and by Schweizer [109] for finite depth, even with a non zero vorticity. Non-localized Cauchy data
lying in uniformly local spaces have been treated by Alazard, Burq and Zuily, in the case of arbitrary rough
bottoms [2, 3]. Thanks to all the contributions mentioned above, the local well-posedness theory is presently
well-understood in a variety of different scenarios.
Global in time existence results on Rd. For initial data on the line which are sufficiently small, smooth
and decaying at infinity, global existence results have been proved exploiting the dispersive properties of
the flow. All the results we are aware of concern irrotational flows. The first contribution has been given
by S. Wu [119] for a two dimensional fluid of infinite depth, proving that the solutions of the water waves
equations with κ = 0 exist over a time interval of exponential length ec/ε when the size ε of the initial data
goes to zero. For three dimensional fluids, global existence with small decaying data has been obtained
independently by Germain, Masmoudi and Shatah [76] and by S. Wu [120]. Global existence for small
data in one space dimension has been proved independently by Ionescu and Pusateri [85], Alazard and
Delort [4] and by Ifrim and Tataru [82], for infinite depth fluids. For the capillary-gravity irrotational water
waves equations global existence is known for three dimensional fluids in infinite depth by Deng, Ionescu,
Pausader and Pusateri [62], the problem in 1D is still open. When the surface tension is positive, but the
gravity g vanishes, global solutions in infinite depth fluids have been proved to exist by Germain, Masmoudi
and Shatah [77] in dimension 2 and by Ionescu and Pusateri [86] in dimension 1.
Periodic and quasi-periodic solutions. For non-localized initial data, oscillation does not produce decay,
resulting in a lack of global in time existence results. Despite this, several global space periodic and quasi-
periodic solutions are known for water waves. One of the most well-known examples is the Stokes wave,
which is a one dimensional traveling steady periodic wave. There is a huge literature about Stokes waves
and we refer the interested reader to [44] for a more detailed explanation. Here we only mention that, after
the pioneering work of Stokes [114], the first rigorous construction of small amplitude space periodic steady
traveling waves goes back to the 1920’s with the papers of Nekrasov [105], Levi-Civita [94] and Struik [113]
for irrotational pure gravity waves. We also mention Zeidler [126] in which traveling waves are constructed
in presence of the effects of capillarity and Wahlén [115], Martin [97] for constant vorticity fluids. Another
class of solutions of water waves are known as periodic standing waves, which are periodic solutions that
are even in both space and time. These solutions were constructed by Plotnikov-Toland in [106] and Iooss-
Plotnikov-Toland in [88] for irrotational gravity waves and by Alazard-Baldi in [1] for irrotational gravity-
capillary waves. Finally, we mention that quasi-periodic solutions have been constructed for water waves in
[34, 14, 31, 69] using KAM techniques.
For the general Cauchy problem of water waves with periodic boundary conditions, as previously mentioned,
there are no dispersive effects that can be used to control the solutions for all times through decay over time.
Additionally, the quasi-linear nature of the equations prevents the use of semi-linear techniques. To study
the long time dynamics of water waves we implement normal form methods. Before discussing the general
principles of Birkhoff normal form method we briefly mention some recent findings about the long time
existence for water waves.
Long time existence of water waves. For initial data of size ε we indicate below with Tε the corresponding
maximal time of existence and we outline different long time existence results proved in literature for space
periodic water waves, with or without capillarity and vorticity.

(i) Tε ≥ cε−1. The local well posedness theory for free boundary Euler equations has been developed
along several years in different scenarios in [104, 122, 49, 117, 118, 92, 2, 3, 35, 100, 109, 95, 46,
111, 112, 84, 7]. As a whole they prove the existence, for sufficiently nice initial data, of classical
smooth solutions on a small time interval. When specialized to initial data of size ε in some Sobolev
space, imply a time of existence larger than cε−1 (the non-linearity in (1.1.19) vanishes quadratically
at zero). We remark that other large initial data can lead to breakdown in finite time, see for example
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the papers [43, 47] on “splash” singularities.

(ii) Tε ≥ cε−2. Wu [119], Ionescu-Pusateri [85], Alazard-Delort [4] for pure gravity waves, and Ifrim-
Tataru [83], Ionescu-Pusateri [86] for κ > 0, g = 0 and h = +∞, proved that small data of size
ε (periodic or on the line) give rise to irrotational solutions defined on a time interval at least cε−2.
We quote [84] for κ = 0, g > 0, infinite depth and constant vorticity, [80] for irrotational fluids, and
[79] in finite depth. All the previous results hold in absence of three wave interactions. Exploiting
the Hamiltonian nature of the water waves equations, Berti-Feola-Franzoi [28] proved a cε−2 lower
bound for the time of existence. The interesting fact is that in these cases three wave interactions may
occur, giving rise to the well known Wilton ripples in fluid mechanics literature. We finally mention
the ε−

5
3

+ long time existence result [87] for periodic 2D gravity-capillary water waves.

(iii) Tε ≥ cε−3. A time of existence larger than cε−3 has been recently proved for the pure gravity water
waves equations in deep water in Berti-Feola-Pusateri [29]. In this case four wave interactions may
occur, but the Hamiltonian Birkhoff normal form turns out to be completely integrable by the formal
computation in Zakharov-Dyachenko [125]. This result has been recently extended by S. Wu [121]
for a larger class of initial data, developing a novel approach in configuration space, and, even more
recently, by Deng-Ionescu-Pusateri [63] for waves with large period.

(iv) Tε ≥ cNε
−N for any N . Berti-Delort [27] proved, for almost all the values of the surface tension

κ ∈ (0,+∞), an almost global existence result as in Theorem 4.1.1 for the solutions of (1.1.19) in
the case of zero vorticity γ = 0 and for initial data (η0,ψ0) even in x. The restriction on the capillary
parameter arises to imply the absence of N -wave interactions, for any N . In [31] we prove Theorem
1.1.3 which extends the result of Berti-Delort to general periodic initial data (not only even in x) and
for general constant vorticity γ ∈ R (not only γ = 0).

1.1.5 Birkhoff normal form

In the last years several authors investigated whether there is a stable behavior of solutions of small am-
plitude for several dispersive equations with periodic boundary conditions. Except for very specific PDEs,
which are integrable, the most general and effective approach appears to be the Birkhoff normal form one.
Here we outline the main concepts and challenges involved in implementing this technique.

Notation: Let
(
u
u

)
be a couple of complex functions. We expand u(x) using the Fourier basis eijx√

2π
as

u(x) =
∑
j∈Z

u+
j

eijx

√
2π
, where u+

j := ûj =
1√
2π

∫
T
u(x)e−ijxdx (1.1.31)

and the function u(x) using the Fourier basis e−ijx
√

2π
as

u(x) =
∑
j∈Z

u−j
e−ijx

√
2π

, where u−j := ûj . (1.1.32)

The aim is to study the long time dynamics of the Hamiltonian PDE

∂t

(
u
u

)
= XH(u) where XH(u) :=

(
−i∇uH(u,u)
i∇uH(u,u)

)
, (1.1.33)
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and, for simplicity’s sake, we assume that H is a real valued polynomial Hamiltonian function of the form

H(u,u) = H(2)(u,u) +H(3)(u,u) + · · ·+H(M)(u,u) (1.1.34)

where:
• The quadratic Hamiltonian H(2) has the form

H(2)(u,u) =
∑
j∈Zd

Ω(j)ujuj (1.1.35)

with dispersion relation Ω : Z→ R;
• For each p = 3, . . . ,M , H(p) is a p-homogeneous Hamiltonian of the form

H(p)(u,u) =
∑

j1,...,jp∈Zd
σ1,...,σp∈{±}

H
σ1,...,σp
j1,...,jp

uσ1
j1
· · ·uσpjp , p = 3, . . . ,M (1.1.36)

and Hσ1,...,σp
j1,...,jp

∈ C are complex coefficients satisfying, since H is real valued,

H
σ1,...,σp
j1,...,jp

= H
−σ1,...,−σp
j1,...,jp

. (1.1.37)

To control the solutions of (1.1.34) for small initial data ‖u(0)‖Hs ≤ ε� 1 for long time, we want to prove
an a priori estimate of the form

‖u(t)‖2Hs .s,N ‖u(0)‖2Hs +

∫ t

0
‖u(τ)‖N+2

Hs dτ (1.1.38)

which implies that
‖u(t)‖Hs .s ε, for any |t| ≤ Tε ∼ ε−N .

As it will be clear in a moment, an estimate of the form (1.1.38) strongly depends on both the dispersion
relation Ω(j) and on the perturbations H(p) , p = 3, . . . ,M .

Birkhoff normal form for semi-linear PDEs was first developed in the foundational papers by Bambusi
[15], Bambusi-Grebért [19], Delort-Szeftel [60, 61] and Bambusi-Delort-Grebért-Szeftel [17]. Below we
describe some aspects of that theory in a simplified setting.
Translation invariant Hamiltonian: We assume that the HamiltonianH is invariant by translation, namely

H(u(·+ τ),u(·+ τ)) = H(u,u) for any τ ∈ R.

This property leads to the following Fourier restriction: for each homogeneous component H(p), one has

H
σ1,...,σp
j1,...,jp

6= 0 ⇒ σ1j1 + · · ·+ σpjp = 0. (1.1.39)

An immediate consequence of (1.1.39) is that, on the support of each homogeneous components H(p), one
has

max{|j1|, . . . , |jp|} ∼ max2{|j1|, . . . , |jp|} (1.1.40)

where max2{|j1|, . . . , |jp|} is the second largest number among {|j1|, . . . , |jp|}.
Semi-linear Hamiltonian: We assume that the p-homogeneous Hamiltonian H(p), p = 3, . . . ,M , are semi-
linear, namely we require that its coefficients satisfy, for some µ,C > 0

|Hσ1,...,σp
j1,...,jp

| ≤ Cmax3{|j1|, . . . , |jp|}µ, for any j1, . . . , jp ∈ Z, σ1, . . . ,σp ∈ {±} (1.1.41)
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where max3{|j1|, . . . , |jp|} is the third largest number among {|j1|, . . . , |jp|}. We denote the space of p-
homogeneous semi-linear Hamiltonian functions as P0

p .
In view of the restrictions (1.1.39) and (1.1.40), one can prove that if H(p) is a semi-linear Hamiltonian

then an important consequence of (1.1.41) is that the Hamiltonian vector field XH(p) (defined as in (1.1.33))
is bounded on Sobolev spaces and there is s0 > 0 such that for any s ≥ s0 one has

‖XH(p)(u,u)‖Hs .s ‖u‖p−2
Hs0‖u‖Hs . (1.1.42)

Symplectic structure of the phase space: On the phase space we define the standard symplectic 2-form

Ωc

[(u
u

)
,

(
v
v

)]
:=

∫
Td

i(u(x)v(x)− u(x)v(x))dx = i
∑
j∈Z

(ujvj − ujvj). (1.1.43)

The standard symplectic 2- form characterizes the Hamiltonian vector field XH in (1.1.34), associated
to the Hamiltonian H , as

dH(u,u)
[(v

v

)]
= Ωc

[
XH(u),

(
v
v

)]
, XH(u) =

(
−i∇uH(u,u)
i∇uH(u,u)

)
. (1.1.44)

The symplectic 2-form induces the following Poisson bracket: given two Hamiltonian functions H and
G we define

{H,G} := dH[XG] = Ωc

[
XH ,XG] =

∑
j∈Zd

i
(
∂ujH∂ujG− ∂ujF∂ujH

)
. (1.1.45)

A diffeomorphism φ : L2 → L2 is symplectic (or canonical) if

φ∗Ωc := Ωc[dφ[ · ],dφ[ · ]] = Ωc. (1.1.46)

If φ is symplectic and u solves the Hamiltonian system (1.1.33) then the variable v = φ−1(u) solves the
Hamiltonian system (see e.g. Lemma 4.3.15)

v̇ = X
H̃

(v), H̃(v) = H ◦ φ(v). (1.1.47)

In other words, a symplectic change of variable preserves the Hamiltonian structure of the equations.
Hamiltonian structure in Fourier coordinates: The Hamiltonian system (1.1.33) can be written in Fourier
coordinates as

u̇j = −i∂ujH(u,u)

= −iΩ(j)− i∂ujH
(3)(u,u)− ·· · − i∂ujH

(M)(u,u).

If H(2) is the quadratic Hamiltonian as in (1.1.36) and G(p) has the expansion

G(p)(u,u) =
∑

j1,...,jp∈Zd
σ1,...,σp∈{±}

G
σ1,...,σp
j1,...,jp

uσ1
j1
· · ·uσpjp (1.1.48)

then the Poisson bracket reads

{H(2),G(p)} =
∑

j1,...,jp∈Zd
σ1,...,σp∈{±}

i[σ1Ω(j1) + · · ·+ σpΩ(jp)]G
σ1,...,σp
j1,...,jp

uσ1
j1
· · ·uσpjp . (1.1.49)
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Moreover it is not difficult to prove that if G(p) ∈ P0
p and F (q) ∈ P0

q for some p,q ≥ 3 then

{G(p),F (q)} ∈ P0
p+q−2. (1.1.50)

The Birkhoff normal form reduction: The unperturbed system generated by the quadratic Hamiltonian
H(2) is made by infinitely many decoupled harmonic oscillators with frequencies given by the dispersion
relation j 7→ Ω(j). For this reason, since the quadratic Hamiltonian preserves all Sobolev norms and in
view of the semi-linear estimate (1.1.42) for the perturbation H(≥3) := H(3) + · · ·+H(M), a small solution
u of (1.1.34) satisfies

d

dt
‖u‖2Hs =

∫
T
|D|sXH(≥3)(u) |D|sudx .s ‖u‖3Hs , (1.1.51)

which leads to the energy estimate (1.1.38) with N = 1 and a control for small solutions up to the local
well-posedness time Tε ∼ ε−1.

The idea of Birkhoff normal form is to look for a change of variables that removes iteratively, when it is
possible, each term of homogeneity p = 3, . . . ,M from the original Hamiltonian (1.1.34). At each step of
the iterative reduction it is performed a change of variable of the form v = φ−1(u) where φ = (φτG)|τ=1 is
the time one flow of the Hamiltonian vector field generated by a suitable Hamiltonian function G, namely{

d
dτ φ

τ
G(v) = XG ◦ φτG(v)

φ0
G(v) = v.

(1.1.52)

In this way, being φ a symplectic change of variable (see e.g. Lemma 4.3.14) and in view of (1.1.47), it is
sufficient to compute the transformed Hamiltonian H̃ = H ◦ φ. We first note that

d

dτ
H ◦ φτG(v) = dH(φτG(v))[XG

(
φτG(v)

)
] =

{
H,G

}
◦ φτG(v). (1.1.53)

Then the transformed Hamiltonian has the Taylor expansion

H ◦ φ = H +
{
H,G

}
+
∑
k≥2

1

k!
AdkG[H], where AdG[ · ] := {· ,G}, (1.1.54)

which is an expansion in increasing degree of homogeneity if the Hamiltonian G has at least degree of
homogeneity 3 (see (1.1.50)).

We start from p = 3 and we generate the change of variable φ as above with a cubic Hamiltonian
G ≡ G(3) ∈ P0

3 to be determined. In view of (1.1.50) and (1.1.34) we deduce that

H̃1 := H ◦ φ = H(2) +H(3) + {H(2), G}+ H̃
(≥4)
1 , (1.1.55)

where H̃(≥4) contains q-homogeneous Hamiltonian in P0
q with q ≥ 4. Then we remove the Hamiltonian of

homogeneity 3 by solving the homological equation

H(3) + {H(2), G} = 0 (1.1.56)

which, written in Fourier coordinates, reads

− i[σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3)]Gσ1,σ2,σ3
j1,j2,j3

= Hσ1,σ2,σ3
j1,j2,j3

. (1.1.57)

We can solve the above equation if the following non-resonance conditions hold:

σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3) 6= 0. (1.1.58)
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In this case

Gσ1,σ2,σ3
j1,j2,j3

:=
Hσ1,σ2,σ3
j1,j2,j3

−i[σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3)]
. (1.1.59)

Moreover, to guarantee that the coefficients in (1.1.59) define a semi-linear Hamiltonian G(3) in P0
3 , it is

necessary to require a strong lower bound of the form

|σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3)| & 1

max3{|j1|, |j2|, |j3|}τ
for some τ > 0. (1.1.60)

Then the change of variable v = φ−1(u) transforms the original Hamiltonian system into another Hamil-
tonian system for the variable v with Hamiltonian

H̃1(v) = H(2)(v) + H̃
(≥4)
1 (v). (1.1.61)

A consequence is that the variable v fulfills the improved energy estimate

d

dt
‖v‖2Hs .s ‖v‖4Hs . (1.1.62)

To analyze a resonant case, we iterate the above procedure to remove the quartic part of H̃(≥4)
1 =

H̃
(4)
1 + H̃

(≥5)
1 in (1.1.61). We look for a change of variable φ2 as the time one flow of the Hamiltonian

vector field associated to a quartic Hamiltonian G(4) and the same computation as in (1.1.47) gives that the
new transformed Hamiltonian has the form

H̃2 = H̃1 ◦ φ2 = H(2) + H̃
(4)
1 + {H(2), G(4)}+ H̃

(≥5)
2 . (1.1.63)

In this case, as it will be clear in a moment, it will never be possible to remove completely the quartic part
of the Hamiltonian and the homological equation reads

H̃
(4)
1 + {H(2), G(4)} = Z(4) (1.1.64)

where Z(4) is the quartic resonant Hamiltonian normal form, defined as

Zσ1,σ2,σ3,σ4
j1,j2,j3,j4

:=

{
[H̃1]σ1,σ2,σ3,σ4

j1,j2,j3,j4
if σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3) + σ4Ω(j4) = 0.

0 otherwise
(1.1.65)

We solve (1.1.64) by defining the Fourier entries of G(4) as

Gσ1,σ2,σ3,σ4
j1,j2,j3,j4

=


H
σ1,σ2,σ3,σ4
j1,j2,j3,j4

−i[σ1Ω(j1)+σ2Ω(j2)+σ3Ω(j3)+σ4Ω(j4)] if σ1Ω(j1) + σ2Ω(j2) + σ3Ω(j3) + σ4Ω(j4) 6= 0

0 otherwise.
(1.1.66)

As for the cubic case, to prove thatG(4) is a quartic semi-linear Hamiltonian in P0
4 we need the lower bound

σ1Ω(j1) + · · ·+ σ4Ω(j4) 6= 0 =⇒ |σ1Ω(j1) + · · ·+ σ4Ω(j4)| & 1

max3{|j1|, . . . , |j4|}τ
. (1.1.67)

With this choice the Hamiltonian H̃2 reads

H̃2 = H(2) + Z(4) + H̃(≥5) (1.1.68)
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and, in view of the quartic estimate (1.1.42) for the vector field X
H̃(≥5) , the dynamics of the Hamiltonian

equation

∂t

(
w
w

)
= X

H̃2
(w,w)

is dictated from the resonant Hamiltonian H(2) + Z(4) up to a time of order ∼ ε−3.
We shall deal with two different types of resonant Hamiltonians:

1. Integrable Hamiltonians: For any dispersion relations j → Ω(j) the integrable monomials

|wj |2|wk|2 = wjwjwkwk (1.1.69)

are resonant. Indeed the corresponding divisors are

Ω(j)− Ω(j) + Ω(k)− Ω(k) = 0. (1.1.70)

If the resonant normal form Z(4) contains only integrable monomials then its dynamics can be com-
pletely integrated using that the actions

I`(w) := |w`|2, ` ∈ Z (1.1.71)

are constant of motion. Indeed one verifies that

{I`(w), |wj |2|wk|2} = 0, for any `,j,k ∈ Z. (1.1.72)

As a consequence, if Z(4) contains only integrable monomials, every Sobolev norm is constant along
the flow of H(2) + Z(4).

2. Super-action preserving resonances: This type of resonances arise, for example, from the interac-
tion of two or more harmonic oscillators with the same frequencies of oscillation. Typical examples
which arise in one dimensional PDEs is when the dispersion relation is even, namely Ω(j) = Ω(−j).
In this case, in addition to the integrable monomial (1.1.69), there are other two types of resonant
monomials of the form

|wj |2wkw−k, wjw−jwkw−k, j,k ∈ Z (1.1.73)

with the corresponding divisors

Ω(j)− Ω(j) + Ω(k)− Ω(−k) = 0, Ω(j)− Ω(−j) + Ω(k)− Ω(−k) = 0. (1.1.74)

This type of monomials do not preserve the actions functionals I`(w) in (1.1.72) but they preserve the
so-called super-actions, namely

Jn(w) := |wn|2 + |w−n|2, {Jn, |wj |2wkw−k} = {Jn,wjw−jwkw−k} = 0, (1.1.75)

for any n ∈ N, j,k ∈ Z. This means that the dynamics is not completely decoupled as in the integrable
case but there can be an exchange of energy between the n-th Fourier mode and the −n-th Fourier
mode. Nevertheless, by the conservation of the super-actions, the Sobolev norms

‖w‖2Hs =
∑
n∈N
〈n〉2sJn(w) (1.1.76)
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remains constant along the flow of the truncated Hamiltonian H(2) + Z(4) and, the solution w of the
complete system

∂t

(
w
w

)
= XH(2)+Z(4)(w) +XH(≥5)(w), (1.1.77)

satisfies

d

dt
‖w‖2Hs =

∫
T
|D|sXH(≥5)(w) |D|swdx ≤ ‖XH(≥5)(w)‖Hs‖w‖Hs

(1.1.42)
.s ‖w‖5Hs . (1.1.78)

In conclusion one can iterate the procedure if:

1. NON-RESONANCE CONDITION: For any p ∈ N one has

σ1Ω(j1) + · · ·+ σpΩ(jp) 6= 0 (1.1.79)

except to the super-action preserving resonances p = 2` and

Ω(j1) + · · ·+ Ω(j`)− Ω(j`+1)− ·· · − Ω(jp) = 0, {|j1|, . . . , |j`} = {|j`+1|, . . . , |jp}. (1.1.80)

2. STRONG LOWER BOUND ON THE SMALL DENOMINATORS: In case (1.1.79) holds one has

|σ1Ω(j1) + · · ·+ σpΩ(jp)| &
1

max3{|j1|, . . . , |jp|}
. (1.1.81)

3. SEMI-LINEAR PERTURBATION: If the Hamiltonian H(p) satisfies the semi-linear bound (1.1.41) and
(1.1.81) holds then the generators G(p) defined as in (1.1.59), (1.1.66) satisfy (1.1.41) as well as each
term in the expansion (1.1.54). Another important property is that the semi-linear estimate (1.1.42)
for the generator XG guarantees that the flow in (1.1.52) is well-defined in Sobolev spaces and one
has

‖φτG(v)‖Hs ∼s ‖v‖Hs (1.1.82)

which is the fundamental property which allows to deduce (1.1.38) by (1.1.78).

Normal form for semi-linear PDEs. Concerning semi-linear PDEs the long time existence problem has
been extensively studied in literature. In addition to the previously mentioned foundational works of Bam-
busi [15], Bambusi-Grebért [19], and Delort-Szeftel [60, 61], we mention Faou-Grebért [69] regarding
Birkhoff normal form theory for reversible PDEs and the paper [17] about long time existence of solutions
for the semi-linear Klein-Gordon equation on Zoll manifolds which contains all the ideas of the preced-
ing (and aforementioned) literature. The normal form for the completely resonant nonlinear Schrödinger
equation on a torus Td has been discussed by Procesi-Procesi in [107]. We quote also the paper [65] by
Faou-Gauckler-Lubich about the long time stability of plane waves for the cubic Schrödinger equation Td,
and the paper by Maspero-Procesi [98] about the stability of small finite gap solutions for the same equa-
tion on T2. In Faou-Grebért [67] is considered the case of analytic initial data and proved sub-exponential
lower bounds for the stability time of the form Tε & elog(1/ε)1+b

for b > 0 for a class of Schrödinger equa-
tions on Td. In [38], Biasco-Massetti-Procesi have improved, in the 1-dimensional case, the results in [67]
using a different Diophantine non-resonance conditions on the linear frequencies. Recently, in [24, 25],
Bernier-Grébert developed Birkhoff normal form techniques in low regularity.

All of the previously mentioned papers deal with non-resonant semi-linear problems with a strong lower
bound for the small divisors (as in (1.1.81)). For problems with weak lower bounds for the small divisors
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(as in equation (1.1.14)), partial Birkhoff normal form results are obtained in [68, 23, 87, 56] using partition
of energy ideas that will be outlined in Section 1.2.2.

In the recent paper [18], Bambusi-Feola-Montalto prove an almost global in time existence and stability
for a large class of semi-linear Schrödinger type equations on irrational tori, even in the presence of a weak
lower bound for the small divisors.

In the case that the non linearity N (u,u) = XH(≥3) contains derivatives of u, if one would follow the
strategy used in the semi-linear case, one would end up with only formal results in the sense that the change
of coordinates would be unbounded. In this direction we quote the early paper concerning the pure-gravity
water waves equation by Craig-Worfolk [52].
Quasi-linear Hamiltonian PDEs: For quasi-linear Hamiltonian systems, as the water-waves system (1.1.19),
the semi-linear estimate (1.1.41) does not hold and has to be replaced by an estimate of the form

|Hσ1,...,σp
j1,...,jp

| ≤ Cmax3{|j1|, . . . , |jp|}µmax{|j1|, . . . , |jp|}m (1.1.83)

for some loss of derivative m > 0. We shall say that H(p) ∈ Pmp meaning that is a p-homogeneous
Hamiltonian with estimate (1.1.83). As a consequence the semi-linear approach leads only to a formal
results for the following reasons:

1. LACK OF TRIVIAL LOCAL WELL-POSEDNESS: The starting point of the Birkhoff normal form re-
duction is the estimate (1.1.51) which allows to construct the solutions at least locally in time. For
quasi-linear PDEs, and especially for water-waves, also the local well-posedness estimate (1.1.51) is
far to be trivial and typically requires to write the water waves system using coordinates which are not
standard Darboux coordinates;

2. FORMAL CHANGE OF VARIABLE: If the perturbation H(p) that we want to remove is in Pmp for some
m > 0 then, in general, the generator G(p) is in Pm′p for some m′ ≥ m. Then the associated flow
Φτ
G(p) , which is in general not well-defined, is not a good change of variable in Hs;

3. FORMAL TRANSFORMED HAMILTONIAN: If G1 is in Pm1
p and G1 is in Pm2

q then in general

{G1,G2} ∈ Pm1+m2
p+q−2 . (1.1.84)

As a consequence the expansion (1.1.54) is only formal because it increases the order of unbounded-
ness.

Before discussing the literature regarding the Birkhoff normal form for quasi-linear PDEs, we quote
the paper by Yuan-Zhang [123] and the paper by Feola-Montalto [75] in the case where the non-linearity
contains derivatives of u of order strictly less than the order of the linearized operator Ω(D).
Normal form for quasi-linear PDEs. The first rigorous long time existence result concerning quasi-linear
equations, has been obtained by Delort. In [57] Delort studied quasi-linear Hamiltonian perturbations of the
Klein-Gordon equation on the circle, and in [58] the same equation on higher dimensional spheres. Here
Delort introduces some classes of multi-linear maps which define para-differential operators (in the case of
Klein-Gordon equation operators of order 1) similar to the abstract definition of spectrally localized map in
Chapter 4 (Definition 4.2.71) but with the additional requirement to enjoy a symbolic calculus. We remark
that in such papers Delort deeply uses the fact that the Klein-Gordon equation has a linear dispersion law
(i.e. the operator Ω(D) ∼ |D| and the non-linear term has order 1). A new different approach, in the case
of super-linear dispersion law, is proposed in [27] for the irrotational water waves equations (1.1.19) with
γ = 0 and then in [71] for quasi-linear Schrödinger equation. As we have already mentioned, in [27] is
exploited only the time reversibility of the system which gives the long time existence result in the invariant
subspace of standing waves. Finally in [33] we have developed a para-differential Hamiltonian Birkhoff
normal form approach to water waves with constant vorticity which we shall explain in Section 1.2.3.
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1.2 Strategy of the proofs

In this section we explain the main ideas of the proofs of Theorem 1.1.1, Theorem 1.1.2 and Theorem 1.1.3.

1.2.1 Theorem 1.1.1

The local solutions (ρ(t),φ(t)) of Theorem 1.1.1 are constructed via a classical quasi-linear iterative scheme
following the strategy first introduced by Kato [90]. We follow a para-differential approach which requires
essentially two ingredients:

i) The para-linearization of the system;

ii) An energy estimate for the para-linearized system which controls the Sobolev norm Hs(Td).

To understand the idea behind the quasi-linear iterative scheme we compare it with more simple iterative
schemes.
The Picard scheme for Banach space ODEs: Consider first a Banach space ODE

∂tu = f(u), u(0) ∈ Y (1.2.1)

where Y is a Banach space and f ∈ C1(Y ;Y ). The solution of (1.2.1) is constructed by contraction
principle which corresponds to a Picard-type iterative scheme of the form{

u0 = u(0)

∂tun = f(un−1), un(0) = u(0), n ≥ 1.
(1.2.2)

The convergence of the scheme is provided using that, since f is bounded on bounded sets, for small
times, the norm of ‖un‖Y remains bounded and, since f is Lipschitz, the norm of the differences ‖un −
un−1‖Y converges exponentially to zero. A different scheme has to be applied if the vector field is un-
bounded.
The Picard scheme for semi-linear PDEs: Consider then a semi-linear PDE:

∂tu = i∆u+ f(u), u(0) ∈ Hs(Td;C), (1.2.3)

where s > d
2 and f ∈ C1(Hs;Hs). In this case it is possible to use the boundedness of the linear flow

associated to ∂tu = i∆u and find the solution u by a contraction argument on the Duhamel formula

u(t) = eit∆u(0) +

∫ t

0
ei(t−τ)∆f(u(τ))dτ (1.2.4)

which corresponds to the iterative scheme{
u0 = u(0)

∂tun = i∆un + f(un−1), un(0) = u(0), n ≥ 1.
(1.2.5)

The new ingredient to achieve the convergence of (1.2.5) is the following energy equality for the linear
flow

‖eit∆u0‖Hs = ‖u0‖Hs . (1.2.6)

If the non-linearity f(u) contains derivatives of u, this scheme does not converge and the non-linear
term has to be treated in a non-perturbative way.
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Iterative scheme for quasi-linear systems: To deal with the quasi-linear system of PDEs (1.1.2) we para-
linearize it and we write it using complex coordinates (see Proposition 2.3.1) as

∂tU = iA(U)U + f(U) (1.2.7)

where:

• The operator A(U) is a matrix of para-differential operators of the form

A(U) =OpBW

([
−i(1 + a+(U ;x)) −ia−(U ;x)

ia−(U ;x) i(1 + a+(U ;x))

]√
mK(m)|ξ|2

)
+ OpBW

([
−ib(U ;x) · ξ 0

0 −ib(U ;x) · ξ

]) (1.2.8)

for some functions a± and a vector b (see (2.3.6), (2.3.8)) and where the para-differential Weyl quan-
tization is defined in Definition 2.2.2;

• f(U) is a semi-linear term, satisfying, for any s0 >
d
2 and s ≥ s0 + 2,

‖f(U)‖Hs ≤ C(s,‖U‖s0+2)‖U‖Hs

‖f(U)− f(V )‖s ≤ C(‖U‖s0+2, ‖V ‖s0+2)‖U − V ‖s + C(‖U‖s, ‖V ‖s)‖U − V ‖s0+2.

We construct the solutions as the limit of an iterative scheme of the form{
U0 = U(0) =

[u(0)
u(0)

]
∂tUn = iA(Un−1)Un + f(Un−1), Un(0) = U(0), n ≥ 1,

(1.2.9)

where Un =

(
un
un

)
.

For fixed s0 >
d
2 , in order to control the approximate solutions along the iteration, we prove that any

solution of the linear problem
∂tV = iA(U)V, V (0) = U(0), (1.2.10)

satisfies, for any s ≥ s0 + 2 and U =

(
u
u

)
∈ Hs(Td;C2) such that ‖U‖s0 ≤ r and ‖U‖s0+2 ≤ Θ, the a

priori energy estimate

‖V (t)‖2s ≤ Cr‖V (0)‖2s + CΘ

∫ t

0
‖V (τ)‖2s dτ. (1.2.11)

The main difficulties which arise in proving (1.2.11) for (1.2.10) are not present in proving its semi-linear
analogue (1.2.6), indeed:

i) The semi-linear equation (1.2.5) is a scalar equation and the unbounded linear operator ∆ is self-
adjoint which implies that the L2 norm is preserved by its flow whereas the operator A(U) in (1.2.8) is not
diagonal and there are no apparent reasons to have conservation of L2 norm;

ii) The operator ∆ is constant coefficients, i.e. does not depend on x, which implies that its flow pre-
serves any Sobolev norms while the unbounded linear operator A(U) has variable coefficients and depends
on the point U .

The energy estimate (1.2.11) is the main ingredient to prove the local well-posedness Theorem 1.1.1
and, since it deeply relies on the para-differential form (1.2.7) of the system, we outline below the main
ideas behind para-differential calculus.
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Para-differential calculus: Para-differential calculus was first introduced by J.M. Bony [40]. A key ob-
servation of Bony is that para-differential operators naturally arise when one performs a spectral analysis
of nonlinear functionals. To explain this, consider the product of two functions with Fourier expansion
u(x) =

∑
j∈Zd ûje

ij·x and v(x) =
∑

j∈Zd v̂je
ij·x which can be written as

u(x)v(x) =
∑
j,k∈Zd

ûj−kv̂ke
ij·x

=
∑

|j−k|�k

ûj−kv̂ke
ij·x +

∑
|j|�|j−k|

ûj−kv̂ke
ij·x +

1

2π

∑
|j|∼|j−k|

ûj−kv̂ke
ij·x

=: Tuv + Tvu+R(u,v). (1.2.12)

The advantage of the above splitting is that the operator Tuv is linear with respect to v and is supported
when the frequencies of v are much larger than the frequencies of u. As a consequence Tuv has the same
regularity of v with estimate (see Lemma 4.2.12)

‖Tuv‖Hs . ‖u‖Hs0‖v‖Hs , s0 >
d

2
. (1.2.13)

Moreover the remainder R(u,v) is more regular than u and v with estimate

‖R(u,v)‖Hs+%−s0 . ‖u‖Hs‖v‖H% , s+ % ≥ 0. (1.2.14)

Inspired by formula (1.2.12) and to include also differential operators we define: given a symbol a(x,ξ) its
Weyl para-differential quantization as (see (2.2.12) for a more rigorous definition)

OpBW (a(x,ξ)) :=
∑

|j−k|�|j+k|

â
(
j − k, j + k

2

)
uke

ij·x.

The main properties needed to prove (1.2.11) are:

• Boundedness (Theorem 2.2.12): If a(x,ξ) is a symbol of order m ∈ R and s0 > 0 then

‖OpBW (a(x,ξ))u‖Hs−m . |a|m,s0,2(d+1)‖u‖Hs

where the semi-norm |a|m,s0,2(d+1) is defined in (2.2.3) and, similarly to (1.2.13), involves only the
low norm Hs0 of the symbol a;

• Composition (Theorem 2.2.13): The composition of two para-differential operators is still a para-
differential operator (up to a smoothing remainder) whose symbol has the explicit asymptotic expan-
sion (2.2.87);

• Commutator: If a(x,ξ) is a symbol of order m ∈ R and b(x,ξ) is a symbol of order m′ ∈ R then the
commutator

[OpBW (a),OpBW (b)]

is still a para-differential operator whose symbol has order m+m′ − 1.

Symmetrization of (1.2.10): In view of i) below (1.2.11), we first reduce (1.2.10) to a scalar hyperbolic
system. To do so we consider the matrix of functions associated to the principal order[

−i(1 + a+(U ;x)) −ia−(U ;x)
ia−(U ;x) i(1 + a+(U ;x))

]
(1.2.15)
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and we note that its eigenvalues are ±iλ(U ;x) where

λ(U ;x) :=
√

(1 + a+(U ;x))2 − a−(U ;x)2.

We diagonalize the matrix of functions in (1.2.15) with a symmetric matrix of the form

F (U ;x) =

[
f(U ;x) g(U ;x)
g(U ;x) f(U ;x)

]
, f2 − g2 = 1, F−1(U ;x) =

[
f(U ;x) −g(U ;x)
−g(U ;x) f(U ;x)

]
.

and

F−1

[
i(1 + a+) −ia−

ia− i(1 + a+)

]
F =

[
−iλ 0

0 iλ

]
. (1.2.16)

As a consequence the system for the new variable

W = OpBW
(
F−1

)
V (1.2.17)

reads

∂tW = OpBW

([
−iλ

√
mK(m)|ξ|2 − ib · ξ 0

0 iλ
√
mK(m)|ξ|2 + ib · ξ

])
W (1.2.18)

up to semi-linear terms. Moreover one has

‖W‖Hs ∼ ‖V ‖Hs . (1.2.19)

System (1.2.18) for W has the advantage of being diagonal (up to bounded perturbation) but, since its
principal order has not constant coefficients, it is necessary to define a modified energy to get (1.2.11).
The modified energy: In order to get (1.2.11) we define the modified energy

‖V ‖2s;U :=〈OpBW
(
λs(U ;x)|ξ|2s

)
W,W 〉

=〈OpBW
(
λs(U ;x)|ξ|2s

)
OpBW

(
F−1(U ;x)

)
V,OpBW

(
F−1(U ;x)

)
V 〉

(1.2.20)

where we introduce the scalar product

〈V,W 〉 := 2Re

∫
Td
v(x)w(x)dx, V =

[
v
v

]
, W =

[
w
w

]
.

The modified energy is equivalent to the Sobolev norm of V and W , i.e.

‖V ‖2s;U ∼r ‖W‖2Hs ∼r ‖V ‖2Hs (1.2.21)

and it satisfies
d

dt
‖V ‖2s;U ≤ CΘ‖V ‖2s;U . (1.2.22)

Remark 1.2.1. We consider solutions which are not small and we do not invert the operator OpBW
(
F−1

)
in (1.2.18) and the operator OpBW

(
λσ(U ;x)|ξ|2σ

)
in (1.2.20). As a consequence the equivalence of the

norms in (1.2.19) and (1.2.21) has to be intended as in (2.4.21) and it is obtained by means of a parametrix
and a Gårding-type argument (see Lemma 2.4.5).
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Remark 1.2.2 (Weyl quantization). We use the para-differential calculus with Weyl quantization because,
thanks to its symmetries, it reveals easily some cancellations due to self-adjointness. The main algebraic
property of the Weyl quantization is:

OpBW (a)∗ = OpBW (a) (1.2.23)

for any symbol a (see Definition 2.2.1) and where OpBW (a)∗ is the adjoint of OpBW (a). Another remark-
able algebraic property which we exploit is formula (2.2.90) which states the following: given a symbol
three symbols a, b and c of order respectively m, m′ and m′′ then

OpBW (a)OpBW (b)OpBW (c) = OpBW (abc+ σ(a,b,c)) +Rm+m′+m′′−2

where σ(a,b,c) is a symbol of orderm+m′+m′′−1 and is anti-symmetric with respect to a and c, namely
σ(a,b,c) = −σ(c,b,a) whereas Rm+m′+m′′−2 is an operator of order m+m′ +m′′ − 2.

1.2.2 Theorem 1.1.2

In general (1.1.2) is a system of quasi-linear equations. The case (QHD), i.e., system (1.1.2) with the
particular choice K(ρ) = κ

ρ , reduces, for small solutions, to a semi-linear Schrödinger equation. This is a
consequence of the fact that the Madelung transform (introduced for the first time in the seminal work by
Madelung [96]) is well defined for small solutions. In other words one can introduce the new variable

ψ :=
√
m + ρeiφ/~ (1.2.24)

(see Section 3.2 for details), where ~ = 2
√
k, one obtains the equation

∂tψ = i
(~

2
∆ψ − 1

~
g(|ψ|2)ψ

)
. (1.2.25)

Since g(m) = 0, such equation has an equilibrium point at ψ =
√
m. The study of the stability of small

solutions for (1.1.2) is equivalent to the study of the stability of the variable z := ψ−
√
m. The equation for

z reads

∂tz = −i
(~|D|2ν

2
+

mg′(m)

~
)
z − i

mg′(m)

~
z + f(z),

where f is a smooth function having a zero of order 2 at z = 0, i.e., |f(z)| . |z|2, and |D|2ν is the Fourier
multiplier with symbol

|ξ|2ν :=
d∑
i=1

ai|ξi|2 , ai := ν2
i , ∀ξ ∈ Zd . (1.2.26)

The aim is to use a Birkhoff normal form/modified energy technique in order to reduce the size of the non-
linearity f(z). To do that, it is convenient to perform some preliminary reductions. First of all we want to
eliminate the term −img

′(m)
~ z. In other words we want to diagonalize the operator

L =

(
~
2 |D|

2
ν + 1

~mg
′(m) 1

~mg
′(m)

1
~mg
′(m) ~

2 |D|
2
ν + 1

~mg
′(m)

)
(1.2.27)

which is a matrix of Fourier multipliers with symbol

L(j) :=

(
~
2 |j|

2
ν + 1

~mg
′(m) 1

~mg
′(m)

1
~mg
′(m) ~

2 |j|
2
ν + 1

~mg
′(m)

)
, j ∈ Zd. (1.2.28)
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The matrix in (1.2.28) is diagonalizable for any j 6= 0 whereas for j = 0 it is not. For this reason it is
necessary to rewrite the equation in a system of coordinates which does not involve the zero mode.
Elimination of the zero mode. The degeneracy of the matrix L(0) in (1.2.28) is due to the symmetries of
the system. To clarify this point we note that, linearizing system (1.1.2) in (ρ,φ) variable, we get a Fourier
multiplier with symbol

A(j) :=

(
0 m|j|2ν

−κ
m
|j|2ν − g′(m) 0

)
(1.2.29)

which, for the zero mode, gives the non-diagonalizable matrix

A(0) :=

(
0 0

−g′(m) 0

)
. (1.2.30)

On the other hand, thanks to conservation of the mass

d

dt

∫
Tdν

(m + ρ)dx = 0, (1.2.31)

we can consider the variable ρ to have zero average. Moreover system (QHD) is invariant by the one
parameter family of transformations (

ρ
φ

)
→
(

ρ
φ+ c

)
, c ∈ R. (1.2.32)

As a consequence we can consider (QHD) as a closed system for the variables (ρ,Π⊥0 φ) which do not
include the zero mode.

Back to the Madelung variable ψ =
√
m + ρeiφ/~ in (1.2.24) we note that (1.2.31) induces the conserva-

tion of L2 norm of ψ
d

dt
‖ψ‖2L2 = 0, ‖ψ‖2L2 ≡ m (1.2.33)

and (1.2.32) implies that equation (1.2.25) for ψ is invariant under phase rotations

ψ → ψeic, c ∈ R. (1.2.34)

In Section 3.2.2 we shall use the invariance (1.2.34) as well as the L2 norm preservation (1.2.33) to eliminate
the dynamics of the zero mode. In particular we find a new variable z in (3.2.19) whose Fourier mode 6= 0
describes the complete dynamics of (1.2.25). Since the linearized equation at z = 0 remains unchanged, we
diagonalize the matrix in (1.2.27).
Diagonalized system and dispersion law: After the diagonalization of the matrix in (1.2.27) we end up
with the diagonal, quadratic, Hamiltonian, semi-linear equation

∂tw = −iω(D)w − i∂wK̃(3)
m (w,w)− i∂wK̃(≥4)

m (w,w) (1.2.35)

where:
• ω(D) is the Fourier multiplier associated to the dispersion relation

ω(j) :=

√
~2

4
|j|4ν + mg′(m)|j|2ν , j ∈ Zd \ {0}; (1.2.36)
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• K̃(3)
m (w,w) is a cubic real Hamiltonian of the form

K̃(3)
m (w,w) =

∑
~σ∈{−1,1}3, ~∈(Zd\{0})3

σ1j1+σ2j2+σ3j3=0

K~σ~ w
σ1
j1
wσ2
j2
wσ3
j3
, |K~σ~ | . 1; (1.2.37)

• K̃(≥4)
m (w,w) is a real Hamiltonian such that

‖∂wK̃(≥4)
m (w,w)‖Hs . ‖w‖3Hs , (1.2.38)

for any w ∈ Hs sufficiently small. At this point we are ready to define a suitable modified energy. Our
primary aim is to control the derivative of the Hs-norm of the solution

d

dt
Ns(w) , Ns(w) :=

∑
j∈Zd\{0}

|j|2s|wj |2 (1.2.39)

for the longest time possible. Using the Hamiltonian structure of the equation, we write (1.2.39) as

d

dt
Ns(w) = {Ns,K̃(3)

m }(w). (1.2.40)

We perturb the Sobolev energy by homogeneous functionals of degree 3 such that their time derivatives
cancel out the main contribution (i.e., the one coming from cubic terms) in (1.2.40), up to remainders of
higher order. Following normal form ideas, we define, given a tri-linear Hamiltonian

H(w) =
∑

~σ∈{−1,1}3, ~∈(Zd\{0})3

σ1j1+σ2j2+σ3j3=0

H~σ
~ w

σ1
j1
wσ2
j2
wσ3
j3
,

the adjoint action associated to K(2)(w) :=
∑

j∈Zd\{0}ω(j)|wj |2 and its (formal) inverse as

adK(2)H(w) :={K(2),H}(w)

=
∑

~σ∈{−1,1}3, ~∈(Zd\{0})3

σ1j1+σ2j2+σ3j3=0

i(σ1ω(j1) + σ2ω(j2) + σ3ω(j3))H~σ
~ w

σ1
j1
wσ2
j2
wσ3
j3

ad−1
K(2)H(w) :=

∑
~σ∈{−1,1}3, ~∈(Zd\{0})3

σ1j1+σ2j2+σ3j3=0

1

i(σ1ω(j1) + σ2ω(j2) + σ3ω(j3))
H~σ
~ w

σ1
j1
wσ2
j2
wσ3
j3
.

(1.2.41)

In this way, defining
E3(w) := ad−1

K(2){Ns,K̃(3)
m }(w), (1.2.42)

we get
d

dt
(Ns(w) + E3(w)) = {E3,K̃(3)

m }(w). (1.2.43)

The right hand side of the above equality is a quartic Hamiltonian but there are small divisors problem which
leads to a loss of derivatives.
Quasi-resonances: The denominator

±ω(j1)± ω(j2)± ω(j3)
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in (1.2.41) can accumulate to zero and leads to a loss of derivatives. Therefore we need to impose some
lower bounds on the small divisors. Here we exploit the irrationality of the torus Tdν . We prove indeed that
for almost any ν ∈ [1,2]d, there exists γ > 0 such that

| ± ω(j1)± ω(j2)± ω(j3)| ≥ γ

µd−1
1 logd+1

(
1 + µ2

1

)
µ
M(d)
3

, (1.2.44)

if ±j1± j2± j3 = 0, we denoted by M(d) a positive constant depending on the dimension d and µi the i-st
largest integer among |j1|, |j2| and |j3|. It is nowadays well known, see for instance [15, 19], that the power
of µ3 is not dangerous if we work in Hs with s big enough. Unfortunately we have also a power of the
highest frequency µ1 which represents, in principle, a loss of derivatives. However, this loss of derivatives
may be transformed in a loss of length of the lifespan through partition of frequencies, as done for instance
in [56, 87, 68, 23], that we shall now explain.
Frequencies partition: First of all we note that, thanks to (1.2.38), the non trivial contribution to the
dynamics for times T . ε−2 comes only from the truncated system

∂tw = −iω(D)w − i∂wK̃(3)(w,w). (1.2.45)

Then to fix ideas suppose that the sum in (1.2.37) is supported in |j1| ≥ |j2| ≥ |j3| and note that, if the
corresponding signs satisfy σ1σ2 = +, then the corresponding small divisor satisfies

|ω(j1) + ω(j2)± ω(j3)| & 1. (1.2.46)

This suggest the splitting
K̃(3)
m (w,w) = K̃(3,+)(w,w) + K̃(3,−)(w,w), (1.2.47)

where K̃(3,+)(w,w) is the Hamiltonian obtained restricting the sum in (1.2.37) to the signs such that σ1σ2 =
+ and similarly K̃(3,−)(w,w) is restricted when σ1σ2 = −. Thanks to the strong non-resonance condition
(1.2.46), the Hamiltonian K̃(3,+)(w,w) can be easily removed by including in the modified energy E3 the
term

E+
3 (w) := ad−1

K(2){Ns,K̃(3,+)}.

On the other hand the contribution to the Hs energy estimate coming from K̃(3,−)
m (w,w) can be easily

bounded by
{Ns,K̃(3,−)

m } . ‖w‖Hs0‖w‖Hs−1‖w‖Hs (1.2.48)

for some s0 > 0. To transform the gain of derivatives in the above estimate in an improved smallness, we
do a high-low frequencies decomposition of the Hamiltonian

K̃(3,−) = K̃(3,−)
≤N + K̃(3,−)

>N ,

{
(K̃(3,−)
≤N )~σ~ = (K̃(3,−))~σ~ |j2| ≤ N

0 oterwise.

In this way one has, for the high frequencies part, the improved bound

|{Ns,K̃(3,−)
>N }| . N

−1‖w‖3Hs . (1.2.49)

Thanks to (1.2.44) we reduce the low frequencies part by adding, in the modified energy, a low frequencies
term whose unboundedness is controlled in terms of N

E−3 := ad−1
K(2){Ns,K̃(3,−)

≤N }, |(E3)~σ~ | .s N
d−2 logd+1(1 +N)|j3|M+1|j1|2s.
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Finally defining E3 = E+
3 + E−3 we get

d

dt
(Ns(w) + E3(w)) . Nd−2 logd+1(1 +N)‖w‖4Hs +N−1‖w‖3Hs . (1.2.50)

The long time result Theorem 1.1.2 is obtained by a classical bootstrap argument for the small Sobolev norm
‖w‖Hs . ε and optimizing the above estimate taking N ∼ ε−

1
d−1 .

1.2.3 Theorem 1.1.3

The life span estimate (1.1.24) and the bound (1.1.25) for the solutions of (1.1.19) follow by an energy
estimate for ‖(η,ψ)‖Xs := ‖η‖

H
s+ 1

4
0

+ ‖ψ‖
Ḣs− 1

4
of the form

‖(η,ψ)(t)‖2Xs .s,N ‖(η,ψ)(0)‖2Xs +

∫ t

0
‖(η,ψ)(τ)‖N+3

Xs dτ . (1.2.51)

The fact that the right hand side of the above estimate contains the same norm ‖ ‖Xs of the left hand side
is non trivial at all because the equations (1.1.19) are quasi-linear. Also the presence of the exponent N is
highly not trivial because the non-linearity in (1.1.19) vanishes only quadratically at (η,ψ) = (0,0). This
will be a consequence of the Hamiltonian Birkhoff normal form reduction.
Wahlén coordinates and complex Hamiltonian form: As we already pointed out in (1.1.27), system
(1.1.19) is Hamiltonian but (η,ψ) are not standard Darboux variables. However, following Wahlén [115],
we introduce new coordinates (

η
ζ

)
=

(
η

ψ − γ
2∂
−1
x η

)
, (1.2.52)

which are standard Darboux variables, in the sense that, in these coordinates, the water waves system has
the form

∂t

(
η
ζ

)
= J

(
∇ηHγ(η,ζ)
∇ζHγ(η,ζ)

)
where J :=

(
0 Id
−Id 0

)
. (1.2.53)

Next, passing to the complex variable u, we get the system

∂tu = −iΩ(D)u− i∇uH(≥3)(U), Jc :=

(
0 −i
i 0

)
, U :=

(
u
u

)
(1.2.54)

where Ω(D) is the Fourier multiplier whose symbol is the water waves dispersion relation in (1.1.29) and
H(≥3)(U) = H(3)(U) + · · · + H(N+3)(U) + ... is the part of the real Hamiltonian Hγ(η,ζ) (written in
complex coordinate U ) with homogeneity≥ 3. The energy estimate (1.2.51) will follow from the equivalent
complex energy estimate

‖u(t)‖2
Ḣs .s,N ‖u(0)‖2

Ḣs +

∫ t

0
‖u(τ)‖N+3

Ḣs
dτ , N ≥ 0. (1.2.55)

The fact that the right hand side in (1.2.55) contains the same norm ‖ ‖Ḣs of the left hand side is non trivial
at all because the non-linear term Jc∇UH(≥3)(U) contains derivatives being (1.2.54) a quasi-linear system.
Symmetrization of the system: The first step is to prove estimate (1.2.55) for N = 0, which is already not
trivial. We follow a scheme close to Alazard-Burq-Zuily [2]:

(i) We para-linearize the water-waves system (Lemma 4.5.1 and Lemma 4.5.3);

(ii) We write it in complex variable;
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(iii) We write the system using a complex version of the so-called good unknown of Alinhac (Lemma
4.6.4)

ω = ψ −OpBW (B)η; (1.2.56)

(iv) We symmetrize the para-differential vector field of positive order (Lemma 4.6.5).

This procedure slightly differs from the one in [2] (who first perform the good unknown of Alinhac change
of variables (1.2.56)) but we prefer to follow this order because after step (ii) we obtain a system for the
complex variable u which is a complex Darboux variable (see (1.2.54)).

Summarizing Lemma 4.6.4 and Lemma 4.6.5 we find a transformation

V =

(
v
v

)
= G1(U)U, with ‖v‖Ḣs ∼ ‖u‖Ḣs ,

such that the variable V solves

∂tV = −iΩ(D)V + OpBWvec

(
ia 3

2
(V ; t,x,ξ)

)
V + OpBW (A0(V ; t,x,ξ))V +R(V ; t)V, (1.2.57)

where a 3
2

is a real symbol of order 3
2 and A0(V ; t,x,ξ) is a matrix of symbols of order 0, R(V ; t) are

smoothing operators, we used the notation in (4.2.24) for diagonal para-differential matrices and Ω(D) is
the diagonal matrix associated to the Fourier multiplier Ω(D) (see (4.5.10)). Actually due to the fact that we
do not completely invert our transformations, the high homogeneity part of the symbols and the smoothing
remainder in the above equation remain expressed in terms of U but we skip to discuss this technical detail
as does not play an important role in the proof.

Proceeding in the same way as in Section 1.2.1 at this level of the proof one can prove an energy
estimate of the form (1.2.55) with N = 0. To improve the estimate (1.2.55) for arbitrary N ≥ 1 we develop
a Hamiltonian normal form approach adapted to quasi-linear PDEs. As we will explain this requires several
additional ideas with respect to the classical normal form approach explained in Section 1.1.5.
A formal Birkhoff normal form approach: As we pointed out at the end of Section 1.1.5, for quasi-
linear systems the perturbative approach of the reduction in degree of homogeneity leads only to formal
results. We explain here again, using a different formalism with respect to Section 1.1.5, the difficulty that
one immediately encounters when using a direct Birkhoff normal form approach. We aim to eliminate the
quadratic terms present in the right-hand side of equation (1.2.57). Then expanding (1.2.57) in homogeneity
we write it as

∂tV = −iΩ(D)V +X(2)(V ) + . . . (1.2.58)

where X(2)(V ) is a quadratic, unbounded vector field which we want to remove by means of a change of
variable. The general idea to do so is to look for a change of variable of the form

W = F(V ) = Fτ (V )|τ=1,

{
∂τFτ (V ) = G(2)(Fτ (V ))

F0(V ) = V
(1.2.59)

whereG(2)(V ) is an appropriate quadratic vector field selected to cancelX(2)(V ) up to higher homogeneity
remainders. The new equation for W reads

∂tW =dV F(V )[−iΩ(D)V +X(2)(V ) + . . . ] (1.2.60)

=− iΩ(D)W (1.2.61)

+X(2)(V ) + iΩ(D)G(2)(V ) + dVG
(2)(V )[−iΩ(D)] (1.2.62)

+ dVG
(2)(V )[X(2)(V )] + . . . (1.2.63)
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where in (1.2.62) we collect the quadratic parts and in (1.2.63) the terms in the vector field which are at least
cubic. To remove the quadratic part of the equation one imposes the homological equation

X(2)(V ) + iΩ(D)G(2)(V ) + dVG
(2)(V )[−iΩ(D)] = 0 (1.2.64)

from which one finds G(2)(V ) if three wave interactions are absent for the frequencies Ωj(κ). We immedi-
ately note that

1. In general, if X(2)(V ) is unbounded, the solution G(2)(V ) of (1.2.64) is unbounded and it is not clear
if the change of variable is well-defined;

2. The higher homogeneity terms, as dVG
(2)(V )[X(2)(V )], accumulate derivatives.

In conclusion a direct approach to Birkhoff normal form for water waves does not seem to be possible and
a preliminary reduction in decreasing para-differential degree has to be performed before the reduction in
degree of homogeneity.
Linearly Hamiltonian para-differential normal form: To overcome to the unboundedness of water-
waves, starting from the system (1.2.57) for the variable V , we perform in Section 4.6 several para-differential
change of variable which reduce iteratively the system in decreasing para-differential order. The system
will be reduced to an unbounded, non-linear Fourier multiplier up to a smoothing remainder. In particular
the final outcome of Section 4.6 is Proposition 4.6.1 where is provided a para-differential transformation
W = B(U ; t)U such that W solves

∂tW = OpBWvec

(
im 3

2
(U ; t,ξ)

)
W +R(U ; t)W (1.2.65)

where m 3
2
(U ; t,ξ) is a Fourier multiplier (i.e. independent of x) whose imaginary part has order 0 and

vanishes at order O(‖U‖N+1) and R(U ; t) is a smoothing remainder.
Let us make some comment:

1. The linear map B(U ; t), as para-differential operators, is a spectrally localized map see Definition
4.2.16.

2. A pseudo-differential version of our para-differential reduction has been developed for irrotational
gravity-capillary water waves to overcome small divisors problems. In particular in Alazard-Baldi [1]
it is used to prove the existence of periodic standing waves and in Berti-Montalto [34] for the existence
of quasi-periodic standing waves. For the first time, similar reduction is performed in a non-linear
context by Berti-Delort [27] for water-waves and then by Feola- Iandoli [70] for reversible quasi-
linear Schrödinger equations. The main difference is that in [27] and [70], the linear Hamiltonian
structure on the symbols (as defined in Definition 4.3.7) is not preserved, while our reduction method
maintains it. Even though it is only the starting point to recover the full non-linear Hamiltonian
structure, a more accurate analysis is required to preserve the linear Hamiltonian one, as compared to
[27], indeed:

(i) The para-linearization formula of the Dirichlet-Neumann operator in [27] contains non-explicit
symbols of negative order (see (4.5.17)) which a priori do not satisfy the linear Hamiltonian
structure in (4.3.10). Despite this, we recover the linear Hamiltonian structure in complex coor-
dinates at every degree of homogeneity in Lemma 4.5.5 thanks to the abstract Lemma 4.3.20;

(ii) The map B(U ; t) is obtained by composing iteratively several para-differential transformations.
To preserve the linear Hamiltonian structure, each transformation has to be linearly symplec-
tic, for this reason we have to realize it as a U dependent linear flow G(U) of some linearly
Hamiltonian operator as we shall explain in the next paragraph;
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3. The liner map B(U ; t) preserves only the linear Hamiltonian structure and the full non-linear Hamil-
tonian one is not preserved; as a consequence the equation (1.2.65) is not Hamiltonian;

To recover the full non-linear Hamiltonian structure we prove the abstract Theorem 4.4.1 and we apply
it to the linearly symplectic map B(U ; t).

To fix ideas we illustrate in the next paragraph the way we proceed to preserve the Hamiltonian structure,
up to homogeneity N , in a generic transformation step along the proof of Theorem 1.1.3.
Symplectic conjugation step up to homogeneity N . Consider a real-to-real system in para-differential
form

∂tU = X(U) = OpBW (A(U ; t,x,ξ))[U ] +R(U ; t)[U ] , U =

[
u
u

]
, (1.2.66)

where A(U ; t,x,ξ) is a matrix of symbols and R(U ; t) are %-smoothing operators, which admit a homoge-
neous expansion up to homogeneity N , whereas the terms with homogeneity > N are dealt, as in [27], as
time dependent symbols and remainders, see Section 4.2.1. This is quite convenient from a technical point
of view because it does not demand much information about the higher degree terms. Moreover this enables
to directly use the para-linearization of the Dirichlet-Neumann operator proved in [27]. System (1.2.66)
is Hamiltonian up to homogeneity N , namely the homogeneous components of the vector field X(U) of
degree ≤ N + 1 have the Hamiltonian form

Jc∇H(U) where Jc =

[
0 −i
i 0

]
(1.2.67)

is the Poisson tensor and H(U) is a real valued pluri-homogeneous Hamiltonian of degree ≤ N + 2.
Moreover the para-differential operator OpBW (A(U)) in (1.2.66) is a linear Hamiltonian operator, up to ho-
mogeneity N , namely of the form OpBW (A(U)) = JcOpBW (B(U)) where B(U) is a symmetric operator
up to homogeneity N , see Definition 4.3.6.

In order to prove energy estimates for (1.2.66) we transform it under several changes of variables.
Actually we do not really perform changes of variables of the phase space, but we proceed in the time
dependent setting due to the high homogeneity terms. Let us discuss a typical transformation step. Let
G(U ; t) := Gτ (U ; t)|τ=1 be the time 1-flow

∂τGτ (U ; t) = JcOpBW
(
B(U ;τ, t,x,ξ)

)
Gτ (U ; t) , G0(U ; t) = Id , (1.2.68)

generated by a linearly Hamiltonian operator JcOpBW
(
B(U ;τ, t,x,ξ)

)
up to homogeneity N . The trans-

formation G(U ; t) is invertible and bounded on Ḣs(T) × Ḣs(T) for any s ∈ R and it admits a pluri-
homogeneous expansion G≤N (U), which is an unbounded operator if the generator JcOpBW

(
B
)

is un-
bounded, see Section 4.3.3. If U solves (1.2.66) then the variable

W := G(U ; t)U (1.2.69)

solves a new system in para-differential form

∂tW = X+(W ) = OpBW (A+(W ; t,x,ξ))[W ] +R+(W ; t)[W ] (1.2.70)

(actually the symbols and remainders of homogeneity > N in (1.2.70) are still expressed in terms of U ,
but for simplicity we skip to discuss this issue here). In Section 4.6 we perform several transformations
of this kind, choosing suitable generators JcOpBW

(
B
)

(either bounded or unbounded) in order to obtain a
diagonal matrix A+ with x-independent symbols.
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We remark that, with this procedure, since the time one flow map G(U ; t) of the linear Hamiltonian
system (1.2.68) is only linearly symplectic up to homogeneity N , namely

G(U ; t)>EcG(U ; t) = Ec + E>N (U ; t) , E>N (U ; t) = O(‖U‖N+1) ,

the new system (1.2.70) is not Hamiltonian anymore, not even its pluri-homogeneous components of degree
≤ N + 1. The new system (1.2.70) is only linearly symplectic, up to homogeneity N , see Lemma 4.3.15.
In order to obtain a new Hamiltonian system up to homogeneity N , we use the Darboux results of Section
4.4 to construct perturbatively a “symplectic corrector” of the transformation (1.2.69).

Let us say some words about the construction of the symplectic corrector. We remark that the per-
turbed symplectic tensor E≤N (V ) induced by the non-symplectic transformation G≤N (U) is not a smooth-
ing perturbation of the standard Poisson tensor Ec. However, Lemmata 4.4.4 and 4.4.5 prove that, for any
pluri-homogeneous vector field X(V ), we have

E≤N (V )[X(V )] = EcX(V ) +∇W(V ) + smoothing vector fields + high homogeneity terms

whereW(V ) is a scalar function. This algebraic structural property enables us to prove the Darboux Propo-
sition 4.4.7, thus Theorem 4.4.1, via a deformation argument à la Moser. We also remark that the operators
R≤N (·) of Theorem 4.4.1 are smoothing for arbitrary % ≥ 0, since they have 2 equivalent frequencies,
namely max2(n1, . . . ,np+1) ∼ max(n1, . . . ,np+1) in (4.2.38), arising by applications of Lemma 4.2.21.
This property compensates the presence of unbounded operators in G≤N (U).

In conclusion, Theorem 4.4.1 provides a nonlinear map W + R≤N (W )W , where R≤N (W ) are pluri-
homogeneous %-smoothing operators (for arbitrary % > 0) such that the pluri-homogeneous map

DN (U) := (Id +R≤N (·)) ◦ G≤N (U)U

is symplectic up to homogeneity N , i.e.[
dUDN (U)

]>
Ec
[
dUDN (U)

]
= Ec + E>N (U) (1.2.71)

where Ec := J−1
c is the standard symplectic tensor and E>N (U) is an operator of homogeneity degree

≥ N + 1. As a consequence, since (1.2.66) is Hamiltonian up to homogeneity N , the variable

Z(t) := D(U(t); t) := W (t) +R≤N (W (t)) = (Id +R≤N (·)) ◦ G(U(t); t)U(t)

satisfies a system which is Hamiltonian up to homogeneity N as well, and which has, since R≤N (·) are
smoothing operators, the same para-differential form as in (1.2.70),

∂tZ = X++(Z) = OpBW (A++(Z; t,x,ξ))[Z] +R++(Z; t)[Z] . (1.2.72)

This is the content of Theorem 4.7.1. Note that the matrix of symbols A++(Z; t,x,ξ) in (1.2.72) is obtained
by substituting inA+(W ; t,x,ξ) the relationW = Z−R≤N (Z)+. . . obtained invertingZ = W+R≤N (W )
approximately up to homogeneity N . This procedure is rigorously justified in Lemmata A.0.4 and A.0.5.
Hamiltonian Birkhoff normal form. We perform the Hamiltonian Birkhoff normal form reduction in
Section 4.7 for any value of the surface tension κ outside the set K defined in Theorem B.0.1. We start from
the Hamiltonian (up to homogeneity N ) equation of the form

∂tZ0 =OpBWvec

(
im 3

2
(Z0; t,ξ)

)
Z0 +R(Z0; t)Z0

= −iΩ(D)Z0 + Jc∇H(≥3)(Z0) + OpBWvec

(
i(m 3

2
)>N (U ; t,ξ)

)
Z0 +R>N (U ; t)Z0
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for the variableZ0 obtained fromW = B(U ; t)U by applying the Darboux corrector (see Proposition 4.7.2).
We first iteratively reduce the p–homogeneous x-independent para-differential symbol to its super-action-
preserving component, via the linear flow generated by an unbounded Fourier multiplier, see (4.7.42). Since
such transformation is only linearly symplectic, we apply again Theorem 4.7.1 to recover a Hamiltonian
system up to homogeneity N , see system (4.7.56). Finally we reduce the (p+ 1)-homogeneous component
of the Hamiltonian smoothing vector field to its super-action preserving part, see (4.7.70). The key property
is that, a super-action preserving Hamiltonian, Poisson commutes with the super-actions functionals (see e.g
(1.1.75)). After N iterations, the final outcome is the Hamiltonian Birkhoff normal form system (4.7.21),
which has the form

∂tZ = Jc∇H(SAP)(Z) + OpBWvec

(
−i(m 3

2
)>N (U ; t,ξ)

)
Z +R>N (U ; t)U (1.2.73)

where H(SAP)(Z) is a super-action preserving Hamiltonian (Definition 4.7.8) and the higher order homo-
geneity para-differential and smoothing terms admit energy estimates in Sobolev spaces (the imaginary part
of the symbol (m 3

2
)>N has order zero). Here are some comments:

• The super action preserving Hamiltonian contains only p-homogeneous monomials of even degree
p = 2` of the form

uj1 · · ·uj`uj`+1
· · ·ujp , {|j1|, . . . , |j`|} = {|j`+1|, . . . , |jp|} (1.2.74)

• The monomials in (1.2.74) can be either of the form |uj1 |2 · · · |uj` |2 (integrable monomials) or of the
more general form

uj1 · · ·uj`′u−j1 · · ·u−j`′ × integrable monomials. (1.2.75)

A non-integrable vector field correspondent to the monomial in (1.2.75) in general does not preserve
the Sobolev norm even if it is reversible, nevertheless if it is Hamiltonian, as we explained in Section
1.1.5, it preserves the super-actions

Jn(z) = |z−n|2 + |zn|2, for any n ∈ N

and all Sobolev norms are constant along its flow. For this reason the approach in [27, 70] allows to
deal only with standing waves (which are not invariant under the flow of (1.1.19) with γ 6= 0 );

• For irrotational fluids (γ = 0), super-action preserving monomials are always resonant because the
dispersion relation reduce to Ωj(κ) = ωj(κ) which is even with respect to j. On the other hand, when
γ 6= 0, the monomials in (1.2.75) can be either resonant or non-resonant: indeed the odd part of the
dispersion relation γ G(j)

j allows (using also the momentum restriction induced by the invariance by
translation) to exclude non-integrable 4 and 6 waves interactions, see Remark 4.7.16. However there
are several super-action preserving monomials which are resonant for any value of γ ∈ R and for
infinite depth h =∞:

zn1z−n1zn2z−n2z−n3zn3z−n4zn4 , n1 + n2 = n3 + n4. (1.2.76)

For this reason a Hamiltonian approach is necessary also in case γ 6= 0.

Energy estimates: The Hamiltonian Birkhoff normal form equation ∂tZ = Jc∇H(SAP)(Z) obtained ne-
glecting the terms of homogeneity larger than N in (1.2.73) possesses the super–actions |z−n|2 + |zn|2, for
any n ∈ N, as prime integrals. Thus it preserves the Sobolev norms and the solutions of (1.2.73) with initial
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data of size ε have energy estimates up to times of order ε−N−1. In conclusion, since the Sobolev norms of
U in (1.2.54) and Z in (1.2.73) are equivalent, we deduce energy estimates for (1.2.54),

‖U(t)‖2
Ḣs .s,N ‖U(0)‖2

Ḣs +

∫ t

0
‖U(τ)‖N+3

Ḣs
dτ

valid up to times of order ε−N−1. A standard bootstrap argument concludes the proof of Theorem 1.1.3.





Chapter 2

Local well posedness of the Euler-Korteweg
system

In this chapter we prove the local well-posedness result outlined in Section 1.1.1. The chapter is self-
contained. Also Section 2.1 provides a self-contained introduction to the problem, including the statement
of the main result, and a review of relevant literature on the topic.

2.1 Introduction to Chapter 2

We consider the compressible Euler-Korteweg (EK) system{
∂tρ+ div(ρ~u) = 0

∂t~u+ ~u · ∇~u+∇g(ρ) = ∇
(
K(ρ)∆ρ+ 1

2K
′(ρ)|∇ρ|2

)
,

(2.1.1)

which is a modification of the Euler equations for compressible fluids to include capillary effects, under
space periodic boundary conditions x ∈ Td := (R/2πZ)d. The scalar variable ρ(t,x) > 0 is the density of
the fluid and ~u(t,x) ∈ Rd is the time dependent velocity field. The functions K(ρ), g(ρ) are defined on R+,
smooth, and K(ρ) is positive.

The quasi-linear equations (2.1.1) appear in a variety of physical contexts modeling phase transitions
[64], water waves [41], quantum hydrodynamics where K(ρ) = κ/ρ [10], see also [42].

Local well posedness results for the (EK)-system have been obtained in Benzoni-Gavage, Danchin and
Descombes [22] for initial data sufficiently localized in the space variable x ∈ Rd. Then, thanks to dispersive
estimates, global in time existence results have been obtained for small irrotational data by Audiard-Haspot
[13], assuming the sign condition g′(ρ) > 0. The case of quantum hydrodynamics corresponds to K(ρ) =
κ/ρ and, in this case, the (EK)-system is formally equivalent, via Madelung transform, to a semi-linear
Schrödinger equation on Rd. Exploiting this fact, global in time weak solutions have been obtained by
Antonelli-Marcati [10, 11] also allowing ρ(t,x) to become zero (see also the recent paper [12]).

In [32] we prove a local in time existence result for the solutions of (2.1.1), with space periodic boundary
conditions, under natural minimal regularity assumptions on the initial datum in Sobolev spaces, see Theo-
rem 2.1.1. Relying on this result, in a forthcoming paper [103], we shall prove a set of long time existence
results for the (EK)-system in 1-space dimension, in the same spirit of [27], [28].

We consider an initially irrotational velocity field that, under the evolution of (2.1.1), remains irrotational
for all times. An irrotational vector field on Td reads (Helmholtz decomposition)

~u = ~c(t) +∇φ, ~c(t) ∈ Rd , ~c(t) =
1

(2π)d

∫
Td
~udx, (2.1.2)

39
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where φ : Td → R is a scalar potential. By the second equation in (2.1.1) and rot~u = 0, we get

∂t~c(t) = − 1

(2π)d

∫
Td
~u · ∇~udx =

1

(2π)d

∫
Td
−1

2
∇(|~u|2)dx = 0 =⇒ ~c(t) = ~c(0)

is independent of time. Note that if the dimension d = 1, the average 1
2π

∫
Tu(t,x)dx is an integral of

motion for (2.1.1), and thus any solution u(t,x), x ∈ T, of the (EK)-system (2.1.1) has the form (2.1.2) with
c(t) = c(0) independent of time, that is u(t,x) = c(0) + φx(t,x).

The (EK) system (2.1.1) is Galilean invariant: if (ρ(t,x),~u(t,x)) solves (2.1.1) then

ρ~c(t,x) := ρ~c(t,x+ ~ct) , ~u~c(t,x) := ~u(t,x+ ~ct)− ~c

solve (2.1.1) as well. Thus, regarding the Euler-Korteweg system in a frame moving with a constant speed
~c(0), we may always consider in (2.1.2) that

~u = ∇φ, φ : Td → R .

The Euler-Korteweg equations (2.1.1) read, for irrotational fluids,{
∂tρ+ div(ρ∇φ) = 0

∂tφ+ 1
2 |∇φ|

2 + g(ρ) = K(ρ)∆ρ+ 1
2K
′(ρ)|∇ρ|2 .

(2.1.3)

The main result of the present chapter proves local well posedness for the solutions of (2.1.3) with initial
data (ρ0,φ0) in Sobolev spaces

Hs(Td) :=
{
u(x) =

∑
j∈Zd

uje
ij·x : ‖u‖2s :=

∑
j∈Zd
|uj |2〈j〉2s < +∞

}
where 〈j〉 := max{1, |j|}, under the natural mild regularity assumption s > 2 + (d/2). Along the chapter,
Hs(Td) may denote either the Sobolev space of real valued functions Hs(Td,R) or the complex valued
ones Hs(Td,C).

Theorem 2.1.1. (Local existence on Td) Let s > 2 + d
2 and fix s0 ∈ (d2 ,s− 2]. For any initial data

(ρ0,φ0) ∈ Hs(Td,R)×Hs(Td,R) with ρ0(x) > 0 , ∀x ∈ Td ,

there exists T := T (‖(ρ0,φ0)‖s0+2,minx ρ0(x)) > 0 and a unique solution (ρ,φ) of (2.1.3) such that

(ρ,φ) ∈ C0
(

[−T,T ],Hs(Td,R)×Hs(Td,R)
)
∩ C1

(
[−T,T ],Hs−2(Td,R)×Hs−2(Td,R)

)
and ρ(t,x) > 0 for any t ∈ [−T,T ]. Moreover, for |t| ≤ T , the solution map (ρ0,φ0) 7→ (ρ(t, ·),φ(t, ·)) is
locally defined and continuous in Hs(Td,R)×Hs(Td,R).

We remark that it is sufficient to prove the existence of a solution of (2.1.3) on [0,T ] because system
(2.1.3) is reversible: the Euler-Korteweg vector field X defined by (2.1.3) satisfies X ◦ S = −S ◦X , where
S is the involution

S
(
ρ
φ

)
:=

(
ρ∨

−φ∨
)
, ρ∨(x) := ρ(−x) . (2.1.4)

Thus, denoting by (ρ,φ)(t,x) = Ωt(ρ0,φ0) the solution of (2.1.3) with initial datum (ρ0,φ0) in the time
interval [0,T ], we have that SΩ−t(S(ρ0,φ0)) solves (2.1.3) with the same initial datum but in the time
interval [−T,0].
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Let us make some comments about the phase space of system (2.1.3). Note that the average 1
(2π)d

∫
Td ρ(x)dx

is a prime integral of (2.1.3) (conservation of the mass), namely

1

(2π)d

∫
Td
ρ(x)dx = m , m ∈ R , (2.1.5)

remains constant along the solutions of (2.1.3). Note also that the vector field of (2.1.3) depends only on
φ − 1

(2π)d

∫
Td φdx. As a consequence, the variables (ρ − m,φ) belong naturally to some Sobolev space

Hs
0(Td)× Ḣs(Td), where Hs

0(Td) denotes the Sobolev space of functions with zero average

Hs
0(Td) :=

{
u ∈ Hs(Td) :

∫
Td
u(x)dx = 0

}
and Ḣs(Td), s ∈ R, the corresponding homogeneous Sobolev space, namely the quotient space obtained
by identifying all the Hs(Td) functions which differ only by a constant. For simplicity of notation we
denote the equivalent class [u] := {u + c,c ∈ R}, just by u. The homogeneous norm of u ∈ Ḣs(Td) is
‖u‖2s :=

∑
j∈Zd\{0} |uj |2|j|2s. We shall denote by ‖ ‖s either the Sobolev norm in Hs or that one in the

homogeneous space Ḣs, according to the context.

Let us make some comments about the proof. First, in view of (2.1.5), we rewrite system (2.1.3) in
terms of ρ; m + ρ with ρ ∈ Hs

0(Td), obtaining{
∂tρ = −m∆φ− div(ρ∇φ)

∂tφ = −1
2 |∇φ|

2 − g(m + ρ) +K(m + ρ)∆ρ+ 1
2K
′(m + ρ)|∇ρ|2 .

(2.1.6)

Then Theorem 2.1.1 follows by the following result, that we are going to prove

Theorem 2.1.2. Let s > 2 + d
2 , 0 < m1 < m2 and fix s0 ∈ (d2 ,s − 2]. For any initial data of the

form (m + ρ0,φ0) with (ρ0,φ0) ∈ Hs
0(Td) × Ḣs(Td) and m1 < m + ρ0(x) < m2, ∀x ∈ Td, there exists

T = T
(
‖(ρ0,φ0)‖s0+2,minx(m + ρ0(x))

)
> 0 and a unique solution (m + ρ,φ) of (2.1.6) such that

(ρ,φ) ∈ C0
(

[0,T ],Hs
0(Td,R)× Ḣs(Td,R)

)
∩ C1

(
[0,T ],Hs−2

0 (Td,R)× Ḣs−2(Td,R)
)

and m1 < m + ρ(t,x) < m2 holds for any t ∈ [0,T ]. Moreover, for |t| ≤ T , the solution map (ρ0,φ0) 7→
(ρ(t, ·),φ(t, ·)) is locally defined and continuous in Hs

0(Td)× Ḣs(Td).

We consider system (2.1.6) as a system on the homogeneous space Ḣs × Ḣs, that is we study{
∂tρ = −m∆φ− div((Π⊥0 ρ)∇φ)

∂tφ = −1
2 |∇φ|

2 − g(m + Π⊥0 ρ) +K(m + Π⊥0 ρ)∆ρ+ 1
2K
′(m + Π⊥0 ρ)|∇ρ|2

(2.1.7)

where Π⊥0 is the projector onto the Fourier modes of index 6= 0. For simplicity of notation we shall not
distinguish between systems (2.1.7) and (2.1.6). In Section 2.3, we para-linearize (2.1.6), i.e. (2.1.7), up to
bounded semi-linear terms (for which we do not need Bony para-linearization formula). Then, introducing a
suitable complex variable, we transform it into a quasi-linear type Schrödinger equation, see system (2.3.4),
defined in the phase space

Ḣs :=
{
U =

(
u
u

)
: u ∈ Ḣs(Td,C)

}
, ‖U‖2s := ‖U‖2

Ḣs = ‖u‖2s + ‖u‖2s . (2.1.8)
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We use para-differential calculus in the Weyl quantization, because it is quite convenient to prove energy
estimates for this system. Since (2.3.4) is a quasi-linear system, in order to prove local well posedness
(Proposition 2.4.1) we follow the strategy, initiated by Kato [90], of constructing inductively a sequence of
linear problems whose solutions converge to the solution of the quasi-linear equation. Such a scheme has
been widely used, see e.g. [99, 2, 22, 72] and reference therein.

The equation (2.1.3) is a Hamiltonian PDE. We do not exploit explicitly this fact, but it is indeed re-
sponsible for the energy estimate of Proposition 2.4.4. The method of proof of Theorem 2.1.1 is similar to
the one in Feola-Iandoli [70] for Hamiltonian quasi-linear Schrödinger equations on Td (and Alazard-Burq-
Zuily [2] in the case of gravity-capillary water waves in Rd). The main difference is that we aim to obtain
the minimal smoothness assumption s > 2 + (d/2). This requires to optimize several arguments, and, in
particular, to develop a sharp para-differential calculus for periodic functions that we report in the Appendix
in a self-contained way. Some other technical differences are in the use of the modified energy (Section
2.4.2), the mollifiers (2.4.17) which enables to prove energy estimates independent of ε for the regularized
system, the argument for the continuity of the flow in Hs.

We now set some notation that will be used throughout the chapter. Since K : R+ → R is positive,
given 0 < m1 < m2, there exist constants cK ,CK > 0 such that

cK ≤ K(ρ) ≤ CK , ∀ρ ∈ (m1,m2) . (2.1.9)

Since the velocity potential φ is defined up to a constant, we may assume in (2.1.6) that

g(m) = 0 . (2.1.10)

From now on we fix s0 so that
d

2
< s0 < s− 2 . (2.1.11)

The initial datum ρ0(x) belongs to the open subset of Hs0
0 (Td) defined by

Q :=
{
ρ ∈ Hs0

0 (Td) : m1 < m + ρ(x) < m2

}
(2.1.12)

and we shall prove that, locally in time, the solution of (2.1.6) stays in this set.
We write a . b with the meaning a ≤ Cb for some constant C > 0 which does not depend on relevant

quantities.

2.2 Para-differential calculus

We introduce the notions of para-differential calculus that we shall use for the proof of Theorem 2.1.1. As in
Theorem 2.1.1 we want to reach the minimal regularity assumption given by the energy method, in Section
2.2.1, we demonstrate the classic results of para-differential calculus with a specific focus on their optimality
in terms of regularity with respect to the variable x of the symbols. We shall prove only the results needed
for the proof of Theorem 2.1.1. For a more detailed understanding of para-differential calculus, we refer
readers to the book [99], which mostly inspired this present section.

It is worth noting that in Section 4.2, we will introduce a slightly modified version of para-differential
calculus specifically tailored for the purpose of proving Theorem 1.1.3. Indeed, Theorem 1.1.3 necessitates
careful monitoring of the multilinear expansion of the symbols with respect to the solution U , but it does
not require any particular attention to the threshold of regularity.



2.2. PARA-DIFFERENTIAL CALCULUS 43

2.2.1 Para-differential calculus in low regularity

The main results of this section are the continuity Theorem 2.2.12 and the composition Theorem 2.2.13,
which require mild regularity assumptions of the symbols in the space variable (they are deduced by the
sharper results proved in Theorems 2.2.10 and 2.2.11 in the Appendix). This is needed in order to prove the
local existence Theorem 2.1.1 with the natural minimal regularity on the initial datum (ρ0,φ0) ∈ Hs ×Hs

with s > 2 + d
2 .

Along the section W may denote either the Banach space L∞(Td), or the Sobolev spaces Hs(Td),
or the Hölder spaces W %,∞(Td), introduced in Definition 2.2.6. Given a multi-index β ∈ Nd0 we define
|β| := β1 + . . .+ βd.

Definition 2.2.1. (Symbols with finite regularity)
Given m ∈ R and a Banach space W ∈ {L∞(Td),Hs(Td),W %,∞(Td)}, we denote by ΓmW the space

of functions a : Td×Rd → C, a(x,ξ), which are C∞ with respect to ξ and such that, for any β ∈ Nd0, there
exists a constant Cβ > 0 such that∥∥∂βξ a(·, ξ)

∥∥
W
≤ Cβ 〈ξ〉m−|β|, ∀ξ ∈ Rd . (2.2.1)

We denote by Σm
W the subclass of symbols a ∈ ΓmW which are spectrally localized, that is

∃δ ∈ (0,1) : â(j,ξ) = 0 , ∀|j| ≥ δ〈ξ〉 , (2.2.2)

where â(j,ξ) := (2π)−d
∫
Td a(x,ξ)e−ij·xdx, j ∈ Zd, are the Fourier coefficients of the function x 7→

a(x,ξ).
We endow ΓmW with the family of norms defined, for any n ∈ N0, by

|a|m,W ,n := max
|β|≤n

sup
ξ∈Rd

∥∥〈ξ〉−m+|β|∂βξ a(·, ξ)
∥∥

W
. (2.2.3)

When W = Hs, we also denote Γms ≡ ΓmHs and |a|m,s,n ≡ |a|m,Hs,n. We denote by Γms ⊗M2(C) the 2× 2

matrices A =

(
a1 a2

a3 a4

)
of symbols in Γms and |A|m,W ,n := maxi=1,...,4{|ai|m,W ,n}. Similarly we denote

by Γms ⊗ Rd the d-dimensional vectors of symbols in Γms .

Let us make some simple remarks:
• (i) given a function a(x) ∈ W then a(x) ∈ Γ0

W and

|u|0,W ,n = ‖u‖W ,∀n ∈ N0 . (2.2.4)

• (ii) For any s0 >
d
2 and 0 ≤ %′ ≤ %, we have that

|a|m,L∞,n . |a|m,W %′,∞,n . |a|m,W %,∞,n . |a|m,Hs0+%,n , ∀n ∈ N0 . (2.2.5)

• (iii) If a ∈ ΓmW , then, for any α ∈ Nd0, we have ∂αξ a ∈ Γ
m−|α|
W and

|∂αξ a|m−|α|,W ,n . |a|m,W ,n+|α| , ∀n ∈ N0 . (2.2.6)

• (iv) If a ∈ ΓmHs , resp. a ∈ ΓmW %,∞ , then ∂αx a ∈ Γm
Hs−|α| , resp. ∂αx a ∈ Γm

W %−|α|,∞ for any multi-indices α
with |α| ≤ % , and

|∂αx a|m,s−|α|,n . |a|m,s,n , resp. |∂αx a|m,W %−|α|,∞,n . |a|m,W %,∞,n , ∀n ∈ N0 . (2.2.7)
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• (v) If a,b ∈ ΓmW then ab ∈ ΓmW with |ab|m+m′,W ,n . |a|m,W ,N |b|m′,W ,n for any n ∈ N0. In particular, if
a,b ∈ Γms with s > d/2 then ab ∈ Γm+m′

s and

|ab|m+m′,s,n . |a|m,s,n|b|m′,s0,n + |a|m,s0,n|b|m′,s,n , ∀n ∈ N0 . (2.2.8)

Let ε ∈ (0,1) and consider a C∞, even cut-off function χ : Rd → [0,1] such that

χ(ξ) =

{
1 if |ξ| ≤ 1.1

0 if |ξ| ≥ 1.9 ,
χε(ξ) := χ

(
ξ

ε

)
. (2.2.9)

Given a symbol a in ΓmW we define the regularized symbol

aχ(x,ξ) := χε〈ξ〉(D)a(x,ξ) =
∑
j∈Zd

χε

( j

〈ξ〉

)
â(j,ξ)eij·x . (2.2.10)

Note that aχ is analytic in x (it is a trigonometric polynomial) and it is spectrally localized.
In order to define the Bony-Weyl quantization of a symbol a(x,ξ) we first remind the Weyl quantization

formula
OpW (a)[u] :=

∑
j∈Zd

(∑
k∈Zd

â
(
j − k, k + j

2

)
uk

)
eij·x . (2.2.11)

Definition 2.2.2. (Bony-Weyl quantization) Given a symbol a ∈ ΓmW , we define the Bony-Weyl para-
differential operator OpBW (a) = OpW (aχ) that acts on a periodic function u as

(
OpBW (a)[u]

)
(x) :=

∑
j∈Zd

(∑
k∈Zd

âχ

(
j − k, j + k

2

)
uk

)
eij·x

=
∑
j∈Zd

(∑
k∈Zd

â
(
j − k, j + k

2

)
χε

( j − k
〈j + k〉

)
uk

)
eij·x .

(2.2.12)

If A =

(
a1 a2

a3 a4

)
is a matrix of symbols in Γms , then OpBW (A) is defined as the matrix valued operator(

OpBW (a1) OpBW (a2)

OpBW (a3) OpBW (a4)

)
.

Given a symbol a(ξ) independent of x, then OpBW (a) is the Fourier multiplier operator

OpBW (a)u = a(D)u =
∑
j∈Zd

a(j)uj e
ij·x .

Note that if χε
(
k−j
〈k+j〉

)
6= 0 then |k − j| ≤ ε〈j + k〉 and therefore, for ε ∈ (0,1),

1− ε
1 + ε

|k| ≤ |j| ≤ 1 + ε

1− ε
|k| , ∀j,k ∈ Zd . (2.2.13)

This relation shows that the action of a para-differential operator does not spread much the Fourier support of
functions. In particular OpBW(a) sends a constant function into a constant function and therefore OpBW(a)
sends homogenous spaces into homogenous spaces.

Remark 2.2.3. Actually, if χε
( k−j
〈k+j〉

)
6= 0, ε ∈ (0,1/4), then |j| ≤ |j + k| ≤ 3|j|, for all j,k ∈ Zd.
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2.2.2 Bony-Weyl calculus in periodic Hölder spaces

In this section we develop in a self-contained manner para-differential calculus for space periodic symbols
a(x,ξ) which belong to the Banach scale of Hölder spaces W %,∞(Td). The main results are the continuity
Theorem 2.2.10 and the composition Theorem 2.2.11, which require mild regularity assumptions of the
symbols in the space variable, and imply Theorems 2.2.12 and 2.2.13. We first provide some preliminary
technical results.

Technical lemmas. In the following we denote by ∂m, m = 1, . . . ,d the discrete derivative, defined for
functions f : Zd → C as

(∂mf)(n) := f(n)− f(n− ~em) , n ∈ Zd , (2.2.14)

where ~em denotes the usual unit basis vector of Nd0 with 0 components expect the m-th one. Given a multi-
index β ∈ Nd0, we set ∂βf := ∂β1

1 · · ·∂
βd
d f .

We shall use the Leibniz rule for finite differences in the following form: given k ∈ N, m = 1, . . . ,d,
there exist constants Ck1,k2 (binomial coefficients) such that

(∂km)(fg)(n) =
∑

k1+k2=k

Ck1,k2(∂k1
m f)(n− k2)(∂k2

m g)(n) . (2.2.15)

Moreover, when using discrete derivatives, the analogous of the integration by parts formula is given by the
Abel resummation formula:∑

n∈Zd
ein·zβ(x,n) = − 1

ei~em·z − 1

∑
n∈Zd

ein·z(∂mβ)(x,n) , ∀m = 1, . . . ,d . (2.2.16)

Lemma 2.2.4. Let K : Td → C be a function satisfying, for constants A and B, the estimate

|K(y)| . AdBmin

(
1, min

1≤m≤d

1

|A2sin ym
2 |(d+1)

)
, ∀y ∈ Td . (2.2.17)

Then ∫
Td
|K(y)|dy . B . (2.2.18)

Proof. If A ≤ 1 the bound (2.2.18) follows trivially integrating the first inequality in (2.2.17). Then we
suppose A > 1. We split the integral in (2.2.18) as∫

Td
|K(y)|dy =

∫
Td∩{|y|≤ 1

A
}

|K(y)|dy +

∫
Td∩{|y|> 1

A
}

|K(y)|dy . (2.2.19)

We bound the first integral using the first inequality in (2.2.17), getting∫
Td∩{|y|≤ 1

A
}

|K(y)|dy . AdBmeas

(
y ∈ [−π,π]d : |y| ≤ 1

A

)
. B . (2.2.20)

To bound the second integral in (2.2.19) we use that, for some c > 0, max1≤m≤d
∣∣sin(ym2 )∣∣ ≥ c|y|,

∀y ∈ [−π,π]d, and therefore the second inequality in (2.2.17) implies∫
Td∩{|y|> 1

A
}

|K(y)|dy . AdB
∫

{y∈Rd : |y|> 1
A
}

dy

|Ay|d+1

z=Ay

. B

∫
{|z|>1}

dz

|z|d+1
. B . (2.2.21)

The bounds (2.2.20)-(2.2.21) and (2.2.19) imply (2.2.18).
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The next lemma represents a Fourier multiplier operator acting on periodic functions as a convolution
integral on Rd. The key step is the use of Poisson summation formula.

Lemma 2.2.5. Let χ ∈ S(Rd). Then the Fourier multiplier χθ(D) := χ(θ−1D), θ ≥ 1, acting on a
periodic function u ∈ L1(Td,C) can represented by

χθ(D)u =

∫
Rd
u(y)ψθ(x− y)dy =

∫
Rd
u(x− y)ψθ(y)dy (2.2.22)

where ψθ(z) := θdψ(θz) and ψ denotes the anti-Fourier transform of χ on Rd.

Proof. For θ ≥ 1 we write

χ

(
D

θ

)
u =

∫
Td
u(y)hθ(x− y)dy where hθ(z) :=

1

(2π)d

∑
j∈Zd

χ

(
j

θ

)
eij·z . (2.2.23)

Then the Fourier transform ψ̂θ(ξ) =
∫
Rd θ

dψ(θz)e−iz·ξdz =
∫
Rd ψ(y)e−iy· ξ

θ dy = ψ̂
(
ξ
θ

)
= χ

(
ξ
θ

)
, and,

using Poisson summation formula, we write the periodic function hθ(z) in (2.2.23) as

hθ(z) =
1

(2π)d

∑
j∈Zd

ψ̂θ(j)e
ij·z =

∑
j∈Zd

ψθ(z + 2πj) .

Therefore the integral (2.2.23) is

χ(θ−1D)u =
∑
j∈Zd

∫
Td
u(y)ψθ(x− y + 2πj)dy =

∑
j∈Zd

∫
[0,2π]d+2πj

u(y)ψθ(x− y)dy

=

∫
Rd
u(y)ψθ(x− y)dy =

∫
Rd
u(x− y)ψθ(y)dy

proving (2.2.22).

We now give the definition and basic properties of the Hölder spaces W %,∞(Td).

Definition 2.2.6. (Periodic Hölder spaces) Given % ∈ N0, we denote byW %,∞(Td) the space of continuous
functions u : Td → C, 2π-periodic in each variable (x1, . . . ,xd), whose derivatives of order % are in L∞,
equipped with the norm ‖u‖W %,∞ :=

∑
|α|≤% ‖∂αxu‖L∞ , α ∈ Nd0. In case % > 0, % /∈ N, we denote b%c the

integer part of %, and we define W %,∞(Td) as the space of functions u in Cb%c(Td,C) whose derivatives of
order b%c are (%− b%c)-Hölder-continuous, that is

[∂αxu]% := sup
x 6=y

|∂αxu(x)− ∂αxu(y)|
|x− y|%−b%c

< +∞ , ∀|α| = b%c ,

equipped with the norm

‖u‖W %,∞ :=
∑
|α|≤b%c

‖∂αxu‖L∞ +
∑
|α|=b%c

[∂αxu]% .

For % = 0 the norm ‖ ‖W %,∞ = ‖ ‖L∞ .
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The Hölder spaces W %,∞(Td) can be described by the Paley-Littlewood decomposition of a function.
Consider the locally finite partition on unity

1 = χ(ξ) +
∑
k≥1

ϕ(2−kξ) , ϕ(z) := χ(z)− χ(2z) , (2.2.24)

where χ : Rd → R is the cut-off function defined in (2.2.9). It induces the decomposition of a distribution
u ∈ S ′(Td) as

u =
∑
k≥0

∆ku where ∆0 := χ(D) , ∆k := ϕ(2−kD) = χ2k(D)− χ2k−1(D) , k ≥ 1 . (2.2.25)

We also set
Sk :=

∑
0≤j≤k

∆j = χ2k(D) . (2.2.26)

The Paley-Littlewood theory of the Hölder spaces W %,∞(Td) follows as in Rd, see e.g. [99], once we
represent the Fourier multipliers ∆k as integral convolution operators on Rd, by Lemma 2.2.5. In particular
the following smoothing estimates hold: for any α ∈ Nd0, % ≥ 0,

‖∂αxSku‖L∞ . 2k(|α|−%)‖u‖W %,∞ , (2.2.27)

and, for any % > 0,
‖u− χθ(D)u‖L∞ . θ−%‖u‖W %,∞ . (2.2.28)

In this way it results as in Rd that the Hölder norms ‖ ‖W %,∞ satisfy interpolation estimates. In particular
we shall use that, given %,%1,%2 ≥ 0,

‖uv‖W %,∞ . ‖u‖W %,∞‖v‖L∞ + ‖u‖L∞‖v‖W %,∞

‖u‖W %,∞ . ‖u‖θW %1,∞ ‖u‖1−θW %2,∞ , % = θ%1 + (1− θ)%2 , θ ∈ (0,1) .
(2.2.29)

Hölder estimates of regularized symbols. In order to prove estimates of the regularized symbol aχ de-
fined in (2.2.10) in Hölder spaces (Lemma 2.2.8) we represent it as a convolution integral on Rd, by Lemma
2.2.5,

aχ(x,ξ) =

∫
Rd
a(x− y,ξ)ψε〈ξ〉(y)dy (2.2.30)

where ψθ(z) = θdψ(θz) and ψ is the anti-Fourier transform of χ.
In the proof of Lemma 2.2.8 we shall use the following estimate.

Lemma 2.2.7. For any β ∈ Nd0, u ∈ L∞(Td), we have

‖∂βξ χε〈ξ〉(D)u‖L∞ . 〈ξ〉−|β|‖u‖L∞ . (2.2.31)

Proof. By (2.2.30) we have, for all β ∈ Nd0,

∂βξ χε〈ξ〉(D)u =

∫
Rd
u(x− y)∂βξ ψε〈ξ〉(y)dy . (2.2.32)

By the definition ψε〈ξ〉(y) = (ε〈ξ〉)dψ(ε〈ξ〉y) and Faà di Bruno formula, we have that∫
Rd

∣∣∂βξ ψε〈ξ〉(y)
∣∣dy . 〈ξ〉−|β|, ∀ξ ∈ Rd . (2.2.33)

Then (2.2.31) follows by (2.2.32) and (2.2.33).
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The next lemma provides estimates of the regularized symbol aχ in terms of the symbol a.

Lemma 2.2.8. (Estimates on regularized symbols) Let m ∈ R, N ∈ N0.

1. If a ∈ ΓmL∞ , m ∈ R, then aχ defined in (2.2.10) belongs to Σm
L∞ and

|aχ|m,L∞,N . |a|m,L∞,N . (2.2.34)

2. If a ∈ Γm
Hs0−% , % ≥ 0, s0 >

d
2 , then aχ belongs to Γm+%

L∞ and

|aχ|m+%,L∞,N . |a|m,Hs0−%,N . (2.2.35)

3. If a ∈ ΓmW %,∞ , % > 0, then, for any β ∈ Nd0, ∂βξ aχ − (∂βξ a)χ ∈ Σ
m−|β|−%
L∞ and∣∣∂βξ aχ − (∂βξ a)χ

∣∣
m−|β|−%,L∞,N . |a|m,W %,∞,N+|β| . (2.2.36)

4. If a ∈ ΓmW %,∞ , % ≥ 0, then, for any α ∈ Nd0 with |α| ≥ %, ∂αx aχ = (∂αx a)χ ∈ Σ
m+|α|−%
L∞ and

|∂αx aχ|m+|α|−%,L∞,N . |a|m,W %,∞,N . (2.2.37)

5. If a ∈ ΓmW %,∞ , % > 0, then, a− aχ ∈ Γm−%L∞ and

|a− aχ|m−%,L∞,N . |a|m,W %,∞,N . (2.2.38)

Proof. PROOF OF (2.2.34). Differentiating (2.2.10) for any β ∈ Nd0, we have

∂βξ aχ(x,ξ) =
∑

β1+β2=β

Cβ1,β2∂
β1

ξ χε〈ξ〉(D)∂β2

ξ a(·, ξ) .

Then (2.2.3) and (2.2.31) directly imply (2.2.34).
PROOF OF (2.2.35) By the Cauchy-Schwartz inequality

|aχ(x,ξ)| =
∣∣∣ ∑
n∈Zd

χε

(
n

〈ξ〉

)
â(n,ξ)ein·x

∣∣∣ ≤ ∑
n∈Zd

χε

( n

〈ξ〉

) 〈n〉%
〈n〉s0

〈n〉s0−% |â(n,ξ)|

.
( ∑
n∈Zd

χ2
ε

( n

〈ξ〉

) 〈n〉2%
〈n〉2s0

)1/2
‖a(·, ξ)‖Hs0−% . 〈ξ〉m+% |a|m,Hs0−%,0 .

The case N ≥ 1 follows in the same way.
PROOF OF (2.2.36). First, for any ξ ∈ Rd, we define k ∈ N such that 2k−1 ≤ 2ε〈ξ〉 ≤ 2k. Then, by the
properties of the cut-off function χ in (2.2.9) and the projector Sk in (2.2.26) we have

∂βξ χε

(
η

〈ξ〉

)
=
(
∂βξ χε

( η

〈ξ〉

))
Sk , ∀η ∈ Rd , ∀β ∈ Nd0 . (2.2.39)

Differentiating (2.2.10) and using (2.2.39) we get

∂βξ aχ − (∂βξ a)χ =
∑

β1+β2=β,β1 6=0

Cβ1β2 ∂
β1

ξ χε〈ξ〉(D)Sk ∂
β2

ξ a(·, ξ) ,
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and, using (2.2.31) and (2.2.27)∥∥(∂βξ aχ − (∂βξ a)χ
)
(·, ξ)

∥∥
L∞
.

∑
β1+β2=β,β1 6=0

〈ξ〉−|β1| 2−k%
∥∥∂β2

ξ a(·, ξ)
∥∥
W %,∞

. 〈ξ〉m−|β| 2−k% |a|m,W %,∞,|β| . 〈ξ〉
m−|β|−% |a|m,W %,∞,|β|

because 〈ξ〉 . 2k. This proves (2.2.36) for N = 0. For N ≥ 1 the estimate is similar.
PROOF OF (2.2.37). For any ξ ∈ Rd, we define k ∈ N such that 2k−1 ≤ 2ε〈ξ〉 ≤ 2k. By (2.2.10) and
(2.2.39) with β = 0, we write aχ(·, ξ) = χε〈ξ〉(D)a(·, ξ) = χε〈ξ〉(D)Ska(·, ξ), and then

‖∂αx aχ(·, ξ)‖L∞ = ‖χε〈ξ〉(D)∂αxSka(·, ξ)‖L∞
(2.2.31)
. ‖∂αxSka(·, ξ)‖L∞

(2.2.27)
. 2k(|α|−%)‖a(·, ξ)‖W %,∞

〈ξ〉∼2k

. 〈ξ〉|α|−%‖a(·, ξ)‖W %,∞ . 〈ξ〉m+|α|−%|a|m,W %,∞,0

by (2.2.3). This proves (2.2.37) with N = 0. For N ≥ 1 the estimate is similar.
PROOF OF (2.2.38). For any β ∈ Nd0 we write ∂βξ (a− aχ) =

[
∂βξ a− (∂βξ a)χ

]
+
[
(∂βξ a)χ− ∂βξ aχ

]
. The first

term is bounded, using (2.2.28) with θ = ε〈ξ〉, as∥∥(∂βξ a− (∂βξ a)χ
)
(·, ξ)

∥∥
L∞
. 〈ξ〉−%‖∂βξ a(·, ξ)‖W %,∞ . |a|m,W %,∞,|β|〈ξ〉m−%−|β|

The second term satisfies the same bound by (2.2.36). This proves (2.2.38).

Change of quantization. In order to prove the boundedness Theorem 2.2.10 and the composition Theo-
rem 2.2.11, it is convenient to pass from the Weyl quantization of a symbol a(x,ξ), defined in (2.2.11), to
the standard quantization which is defined, given a symbol b(x,ξ), as

Op(b)[u] :=
∑
j∈Zd

(∑
k∈Zd

b̂(j − k,k) uk

)
eij·x =

∑
k∈Zd

b(x,k)uke
ik·x . (2.2.40)

We have the change of quantization formula

OpW (a) = Op(b) ⇔ b̂(n,ξ) := â
(
n,ξ +

n

2

)
. (2.2.41)

In the next lemma we estimate the norms of b in terms of those of a. We remind that Σm
W denotes the set of

spectrally localized symbols, i.e. satisfying (2.2.2).

Lemma 2.2.9. (Change of quantization) Let a ∈ Σm
L∞ , m ∈ R. If δ > 0 in (2.2.2) is small enough, then

(cfr. (2.2.41))
b(x,ξ) :=

∑
n∈Zd

â
(
n,ξ +

n

2

)
ein·x (2.2.42)

is a symbol in Σm
L∞ satisfying

|b|m,L∞,N . |a|m,L∞,N+d+1 , ∀N ∈ N0 . (2.2.43)

Proof. Since a satisfies (2.2.2) with δ small enough, it follows that b satisfies (2.2.2). In order to prove
(2.2.43) we differentiate (2.2.42) obtaining that, for any β ∈ Nd0,

∂βξ b(x,ξ) =
∑
n∈Zd

∂̂βξ a(n,ξ +
n

2
)ein·x =

∑
n∈Zd

∂̂βξ a(n,ξ +
n

2
) χε

(
n

〈ξ〉

)
ein·x
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for some ε = ε(δ′) > 0, where in the last equality we used that the sum is actually restricted over the indexes
for which |n| ≤ δ′〈ξ〉, δ′ ∈ (0,1). Then we represent ∂βξ b as the integral

∂βξ b(x,ξ) =

∫
Td
K(x,y)dy , K(x,y) :=

1

(2π)d

∑
n∈Zd

(∂βξ a)
(
x− y,ξ +

n

2

)
χε

(
n

〈ξ〉

)
ein·y . (2.2.44)

We are going to estimate the L1-norm of K(x, ·) using Lemma 2.2.4. First note that, since a ∈ Σm
L∞ , we

have 〈ξ + n
2 〉 ∼ 〈ξ〉 on the support of ∂̂βξ a(n,ξ + (n/2)), and then we bound (2.2.44) as

|K(x,y)| .
∑

|n|≤δ′〈ξ〉

|a|m,L∞,|β|〈ξ〉m−|β| . |a|m,L∞,|β| 〈ξ〉d+m−|β| , (2.2.45)

uniformly in x. Moreover, using Abel resummation formula (2.2.16) and the Leibniz rule (2.2.15) for finite
differences, we get, for any h = 1, . . . ,d,

K(x,y) =
1

(eiyh − 1)d+1

∑
k1+k2=d+1

Ck1,k2

∑
|n|≤δ′〈ξ〉

∂k1
h (∂βξ a)

(
x− y,ξ +

n

2

)
∂k2
h χε

(
n

〈ξ〉

)
ein·y .

Then, using (2.2.3) and that
∣∣∂khχε( n〈ξ〉)∣∣ . 〈ξ〉−k, ∀h = 1, . . . ,d, we estimate

|K(x,y)| . 〈ξ〉
m−(d+1)−|β|

|2sin(yh/2)|d+1
|a|m,L∞,|β|+d+1

∑
|n|≤δ′〈ξ〉

1 .
〈ξ〉d+m−|β| |a|m,L∞,|β|+d+1

|〈ξ〉2sin(yh/2)|d+1
(2.2.46)

uniformly in x. In view of (2.2.45)-(2.2.46) we apply Lemma 2.2.4 withA = 〈ξ〉 andB = 〈ξ〉m−|β| |a|m,L∞,|β|+d+1

obtaining ∣∣∂βξ b(x,ξ)∣∣ ≤ ∫
Td
|K(x,y)|dy . 〈ξ〉m−|β| |a|m,L∞,|β|+d+1 , ∀(x,ξ) ∈ Td × Rd,

that proves (2.2.43).

Continuity. We now prove boundedness estimates in Sobolev spaces of operators with spectrally localized
symbols, requiring derivatives in ξ of the symbol and no derivatives in x.

Theorem 2.2.10. (Continuity) Let a ∈ Σm
L∞ with m ∈ R. Then Op(a) defined in (2.2.40) extends to a

bounded operator from Hs → Hs−m, for any s ∈ R, satisfying

‖Op(a)u‖s−m . |a|m,L∞,d+1 ‖u‖s. (2.2.47)

Moreover, if a fulfills (2.2.2) with δ > 0 small enough, then the operator OpW (a) defined in (2.2.11) satisfies

‖OpW (a)u‖s−m . |a|m,L∞,2(d+1) ‖u‖s . (2.2.48)

Proof. We first recall the Littlewood-Paley characterization of the Sobolev norm

‖u‖2s ∼
∑
k≥0

22ks‖∆ku‖20 (2.2.49)
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where ∆k are defined in (2.2.25). The norm ‖ ‖0 = ‖ ‖L2 . We first prove (2.2.47).
Step 1: according to (2.2.24), we perform the Littlewood-Paley decomposition of Op(a) ,

Op(a)v =
∑
k≥0

Op(ak)v , (2.2.50)

where
a0(x,ξ) := a(x,ξ)χ(ξ) , ak(x,ξ) := a(x,ξ)ϕ(2−kξ) , k ≥ 1 . (2.2.51)

In order to prove (2.2.47), it is sufficient to prove that

‖Op(ak)v‖0 . |a|m,L∞,d+1 2km ‖v‖0, ∀k ∈ N0 , ∀v ∈ L2 . (2.2.52)

Indeed, decomposing v in Paley-Littlewood packets as in (2.2.25),

v =
∑
j≥0

∆jv , ∆0 = χ(D) , ∆j = ϕ(2−jD) , (2.2.53)

which are almost orthogonal in L2 (namely ∆k∆j = 0 for any |j − k| ≥ 3), using the fact that Op(ak)v =
Op(a)∆kv, and since the action of Op(ak) does not spread much the Fourier support of functions being a
spectrally localized, according to (2.2.13), we have

‖Op(a)v‖2s−m
(2.2.50)

=
∥∥∥∑
k≥0

Op(ak)v
∥∥∥2

s−m

(2.2.53),(2.2.51)
=

∥∥∥ ∑
|j−k|<3

Op(ak)∆jv
∥∥∥2

s−m

∼
∑
|j−k|<3

22k(s−m) ‖Op(ak)∆jv‖20
(2.2.52)
. |a|2m,L∞,d+1

∑
|j−k|<3

22ks ‖∆jv‖20

. |a|2m,L∞,d+1

∑
k≥0

22ks‖∆kv‖20
(2.2.49)∼ |a|2m,L∞,d+1‖v‖2s .

Step 2: By (2.2.51) and (2.2.40) we write Op(ak) as the integral operator

(Op(ak)v)(x) =

∫
Td
Kk(x,x− y)v(y)dy (2.2.54)

with kernel
Kk(x,z) :=

1

(2π)d

∑
`∈Zd

ei`·z a(x,`)ϕ(2−k`) . (2.2.55)

We shall deduce (2.2.52) by applying the Schur lemma: if

sup
x∈Td

∫
Td
|K(x,x− y)|dy =: C1 < +∞ , sup

y∈Td

∫
Td
|K(x,x− y)|dx =: C2 < +∞ (2.2.56)

then Schur lemma guarantees that the integral operator (2.2.54) is bounded on L2(Td) and

‖Op(ak)v‖0 ≤ (C1C2)1/2‖v‖0 . (2.2.57)

Let us prove (2.2.56) and estimate the constants C1,C2. By (2.2.55) we have that

|Kk(x,z)| .
∑
`∈Zd
|a(x,`)|ϕ(2−k`)

(2.2.3)
. |a|m,L∞,0

∑
`∈Zd
〈`〉mϕ(2−k`) . 2k(d+m)|a|m,L∞,0 . (2.2.58)
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Then, applying (d+1)-times Abel resummation formula (2.2.16) to (2.2.55), we obtain, for any h = 1, . . . ,d,

Kk(x,z) =
1

(2π)d
1

(eizh − 1)d+1

∑
`∈Zd

ei`·z ∂d+1
h (a(x,`)ϕ(2−k`))

and we deduce, using (2.2.3), (2.2.15), |Kk(x,z)| . |2sin(zh/2)|−d−1 |a|m,L∞,d+12k(m−1) for any h =
1, . . . ,d, thus

|Kk(x,z)| . 2k(d+m) |a|m,L∞,d+1 min
h=1,...,d

1

(2k2 |sin(zh/2)|)d+1
. (2.2.59)

By (2.2.58), (2.2.59) we apply Lemma 2.2.4 with A = 2k and B = 2km|a|m,L∞,d+1, deducing that∫
Td
|Kk

(
x,x− y

)
|dy =

∫
Td
|Kk

(
x,z
)
|dz . 2km |a|m,L∞,d+1 (2.2.60)

uniformly for x ∈ Td. Similarly ∫
Td
|Kk

(
x,x− y

)
|dx . 2km |a|m,L∞,d+1 (2.2.61)

uniformly for y ∈ Td. Finally (2.2.60), (2.2.61), (2.2.57) prove (2.2.52) completing the proof of (2.2.47).
PROOF OF (2.2.48). By Lemma 2.2.9 we have OpW (a) = Op(b) for a spectrally localized symbol b ∈ Σm

L∞

which fulfills estimate (2.2.43). Then (2.2.48) follows by (2.2.47).

Composition of para-differential operators. We finally prove a composition result for para-differential
operators. The difference with respect to Theorem 6.1.1 and 6.1.4 in [99] is to have periodic symbols and
the use of the Weyl quantization.

We shall use that, in view of the interpolation inequality (2.2.29), if a ∈ ΓmW %,∞ and b ∈ Γm
′

W %,∞ then
ab ∈ Γm+m′

W %,∞ and, for any N ∈ N0, any 0 ≤ %1 ≤ α ≤ β ≤ %2 such that %1 + %2 = α+ β

|ab|m+m′,W %,∞,N . |a|m,W %,∞,N |b|m′,L∞,N + |a|m,L∞,N |b|m′,W %,∞,N ,

|a|m,Wα,∞,N |b|m′,Wβ,∞,N . |a|m,W %1,∞,N |b|m′,W %2,∞,N + |a|m,W %2,∞,N |b|m′,W %1,∞,N .
(2.2.62)

Theorem 2.2.11. (Composition) Let a ∈ ΓmW %,∞ , b ∈ Γm
′

W %,∞ with m,m′ ∈ R and % ∈ (0,2]. Then

OpBW (a)OpBW (b) = OpBW (a#%b) +R−%(a,b) (2.2.63)

where the linear operator R−%(a,b) : Ḣ
s → Ḣ

s−(m+m′)+%
, ∀s ∈ R, satisfies

‖R−%(a,b)u‖s−(m+m′)+% .
(
|a|m,W %,∞,N |b|m′,L∞,N + |a|m,L∞,N |b|m′,W %,∞,N

)
‖u‖s (2.2.64)

with N ≥ 3d+ 4.

Proof. We give the proof in the case % ∈ (1,2]. We first compute OpBW (a)OpBW (b). Recalling the
definition (2.2.12) we obtain

OpBW (a)OpBW (b)u = OpW (aχ)OpW (bχ) =
∑
j,k,`

âχ

(
j − k, j + k

2

)
b̂χ

(
k − `, k + `

2

)
u` e

ij·x .
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We now perform a Taylor expansion of âχ
(
j−k, j+k2

)
in the second variable, around the point j+`2 . Writing

j + k = j + `+ (k − `), we obtain

âχ

(
j − k, j + k

2

)
= âχ

(
j − k, j + `

2

)
+
(k − `

2

)
· ∂ξâχ

(
j − k, j + `

2

)
+

∑
α∈Nd0,|α|=2

(k − `
2

)α∫ 1

0
(1− t)∂αξ âχ

(
j − k, j + `+ t(k − `)

2

)
dt .

We expand analogously b̂χ
(
k − `, k+`

2

)
around the point j+`2 . Writing k + ` = j + `− (j − k), we obtain

b̂χ

(
k − `, k + `

2

)
= b̂χ

(
k − `, j + `

2

)
−
(j − k

2

)
· ∂ξ b̂χ

(
k − `, j + `

2

)
+

∑
β∈Nd0,|β|=2

(k − j
2

)β ∫ 1

0
(1− t)∂βξ b̂χ

(
k − `, j + `+ t(k − j)

2

)
dt .

Moreover, recalling (2.2.87) and (2.2.11), we write OpBW (a#%b)u = OpW
(
(ab+ 1

2i{a,b})χ
)
u and, by

the previous expansions,

(
OpBW (a)OpBW (b)−OpBW

(
ab+

1

2i
{a,b}

))
u =

4∑
i=1

Ri(a,b)u

where

R1(a,b)u := OpW
(
aχbχ − (ab)χ +

1

2i

(
{aχ, bχ} − ({a,b})χ

))
u (2.2.65)

R2(a,b)u :=
∑
j,k,`

b̂χ

(
k − `, k + `

2

)∑
|α|=2

(k − `
2

)α∫ 1

0
(1− t)∂αξ âχ

(
j − k, j + `+ t(k − `)

2

)
dtu` e

ij·x

(2.2.66)

R3(a,b)u :=
∑
j,k,`

−
(k − `

2

)
· ∂ξâχ

(
j − k, j + `

2

)(j − k
2

)
·
∫ 1

0
∂ξ b̂χ

(
k − `, j + `+ t(k − j)

2

)
dtu` e

ij·x

(2.2.67)

R4(a,b)u :=
∑
j,k,`

âχ

(
j − k, j + `

2

)∑
|β|=2

(k − j
2

)β∫ 1

0
(1− t)∂βξ b̂χ

(
k − `, j + `+ t(k − j)

2

)
dtu` e

ij·x.

(2.2.68)

We show now that the operators Ri(a,b), i = 1, . . . ,4 fulfill estimate (2.2.64).

Estimate of R1(a,b). By exchanging the role of a and b it is enough to prove that the symbols ∂αξ aχ∂
α
x bχ−

(∂αξ a∂
α
x b)χ, |α| ≤ 1, belong to Σm+m′−%

L∞ and then apply Theorem 2.2.10. The spectral localization property
follows because of the cut-off χε and ε small. As ∂αx commutes with the Fourier multiplier χε〈ξ〉(D) we have
that ∂αx bχ = (∂αx b)χ and we write ∂αξ aχ∂

α
x bχ − (∂αξ a∂

α
x b)χ as

(∂αξ a)χ [(∂αx b)χ − ∂αx b] +
[
(∂αξ a)χ − ∂αξ a

]
∂αx b+

[
∂αξ a∂

α
x b− (∂αξ a∂

α
x b)χ

]
(2.2.69)

+
[
∂αξ aχ − (∂αξ a)χ

]
(∂αx b)χ . (2.2.70)
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Consider first the term in (2.2.70). By Lemma 2.2.8, ∂αξ aχ − (∂αξ a)χ ∈ Γ
m−%−|α|
L∞ and (∂αx b)χ ∈ Γ

m′+|α|
L∞

and by remark (v) after Definition 2.2.1, for any n ∈ N0,∣∣[∂αξ aχ − (∂αξ a)χ
]
(∂αx b)χ

∣∣
m+m′−%,L∞,n ≤

∣∣∂αξ aχ − (∂αξ a)χ
∣∣
m−|α|−%,L∞,n|(∂

α
x b)χ|m′+|α|,L∞,n

(2.2.36),(2.2.37)
. |a|m,W %,∞,n+|α| |b|m′,L∞,n .

Next consider the terms in (2.2.69). By remarks (iii), (iv) after Definition 2.2.1, we have ∂αξ a ∈ Γ
m−|α|
W %,∞ ⊂

Γ
m−|α|
W %−|α|,∞ , ∂αx b ∈ Γm

′

W %−|α|,∞ , so we can apply Lemma 2.2.8, property (2.2.62) and (2.2.6) to obtain

|(2.2.69)|m+m′−%,L∞,n . |a|m,W %−|α|,∞,n+|α| |b|m′,W |α|,∞,N + |a|m,L∞,n+|α| |b|m′,W %,∞,n

. |a|m,W %,∞,n+1 |b|m′,L∞,n+1 + |a|m,L∞,n+1 |b|m′,W %,∞,n+1 (2.2.71)

where to pass from the first to the second line we used the second interpolation inequality in (2.2.62). Alto-
gether we have proved that the symbol in (4.7.24) belongs to Σm+m′−%

L∞ and its semi-norms are bounded by
(2.2.71). Then Theorem 2.2.10 proves that R1(a,b) fulfills estimate (2.2.64).

Estimate of R2(a,b). First we rewrite (2.2.66) as

R2(a,b)u =
1

4

∑
j,`

(∫ 1

0
(1− t)

∑
|α|=2

f̂αt (j − `,`)dt
)
u` e

ij·x

where

f̂αt (n,`) :=
∑
k∈Zd

D̂α
x bχ

(
k − `, k + `

2

)
∂αξ âχ

(
n+ `− k, `+

n+ t(k − `)
2

)
j=k−`

=
∑
j∈Zd

D̂α
x bχ

(
j,`+

j

2

)
∂αξ âχ

(
n− j, `+

n+ tj

2

)
and Dxn := ∂xn/i and Dα

x := Dα1
x1
· · ·Dαd

xd
. Then, recalling (2.2.40),

R2(a,b)u =
1

4

∫ 1

0
(1− t)

∑
|α|=2

Op(fαt )udt

where
fαt (x,ξ) :=

∑
n,j

D̂α
x bχ

(
j,ξ +

j

2

)
∂αξ âχ

(
n− j, ξ +

n+ tj

2

)
ein·x. (2.2.72)

We claim that fαt (x,ξ) is spectrally localized, namely

∃δ ∈ (0,1) : |n| ≤ δ〈ξ〉, ∀(n,ξ) ∈ supp f̂αt . (2.2.73)

In fact on the support of b̂χ
(
j,ξ + j

2

)
we have, for some δ′ ∈ (0,1),

|j| ≤ δ′〈ξ〉 , (2.2.74)

whereas, on the support of ∂αξ âχ
(
n− j,ξ + n+tj

2

)
, t ∈ [0,1],

|n− j| ≤ δ〈ξ〉+ δ〈n〉+ δ〈j〉
(2.2.74)
≤ (δ + δδ′)〈ξ〉+ δ〈n〉 . (2.2.75)
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The estimates (2.2.74)-(2.2.75) then give |n| ≤ |j|+ |n− j| ≤ δ′〈ξ〉+ (δ + δδ′)〈ξ〉+ δ〈n〉, which implies
(2.2.73).

In order to apply Theorem 2.2.10 it remains to prove that, for any N ≥ 3d+ 4,

|fαt (x,ξ)|m+m′−%,L∞,d+1 . |b|m′,W %,∞,N |a|m,L∞,N , (2.2.76)

which implies, for any s ∈ R, u ∈ Ḣs, ‖R2(a,b)u‖s−m−m′+% . |b|m′,W %,∞,N |a|m,L∞,N ‖u‖s. Thus
R2(a,b) satisfies the estimate (2.2.64).

In order to prove (2.2.76) note that, differentiating (2.2.72), for any β ∈ Nd0,

∂βξ f
α
t (x,ξ) =

∑
β1+β2=β

Cβ1,β2

∑
n,j

̂
∂β1

ξ D
α
x bχ

(
j,ξ +

j

2

)
∂α+β2

ξ âχ

(
n− j, ξ +

n+ tj

2

)
ein·x

=
∑

β1+β2=β

Cβ1,β2

∫
T2d

Kβ1,β2
t (x,y,z)dydz (2.2.77)

where Cβ1,β2 are binomial coefficients and

Kβ1,β2
t (x,y,z) :=

1

(2π)2d

∑
n,j

(∂β1

ξ D
α
x bχ)

(
x− z − y,ξ +

j

2

)
∂α+β2

ξ aχ

(
x− z, ξ +

n+ tj

2

)
ei(n·z+j·y) .

(2.2.78)
By (2.2.73) and (2.2.74) the sum over n in (2.2.72) is restricted to indexes satisfying

|n| � 〈ξ〉 , |j| � 〈ξ〉 , and therefore 〈ξ +
j

2
〉 ∼ 〈ξ +

n+ tj

2
〉 ∼ 〈ξ〉 .

We deduce that the sum in (2.2.78) is bounded by∣∣Kβ1,β2
t (x,y,z)

∣∣ . 〈ξ〉2d+m+m′−|β|−% |∂β1

ξ D
α
x bχ|m′−|β1|+|α|−%,L∞,0 |∂

α+β2

ξ aχ|m−|α|−|β2|,L∞,0
(2.2.6),(2.2.37),(2.2.34)

. 〈ξ〉2d+m+m′−|β|−% |b|m′,W %,∞,|β| |a|m,L∞,2+|β| , (2.2.79)

recalling that |α| = 2. We also estimate Kβ1,β2
t (x,y,z) applying Abel resummation formula (2.2.16) in the

sum (2.2.78), in the index n and in the index j separately, obtaining, using (2.2.37), (2.2.34), (2.2.15) and
(2.2.6), ∣∣Kβ1,β2

t (x,y,z)
∣∣ . 〈ξ〉2d+m+m′−|β|−% |b|m′,W %,∞,2d+1+|β||a|m,L∞,2d+3+|β|

× min
1≤h≤d

(∣∣∣〈ξ〉2sin
yh
2

∣∣∣−(2d+1)
,
∣∣∣〈ξ〉2sin

zh
2

∣∣∣−(2d+1))
.

(2.2.80)

In view of (2.2.79)-(2.2.80) and |β| ≤ d + 1, we apply Lemma 2.2.4 with d ; 2d, choosing A = 〈ξ〉,
B = 〈ξ〉m+m′−|β|−% |b|m′,W %,∞,2d+1+|β| |a|m,L∞,2d+3+|β| and we obtain

‖∂βξ f
α
t (·, ξ)‖L∞ .

∫
T2d

|Kβ1,β2
t (x,y,z)|dydz . 〈ξ〉m+m′−%−|β| |b|m′,W %,∞,3d+2 |a|m,L∞,3d+4

proving (2.2.76).
The proof that R3(a,b) and R4(a,b) satisfy the estimate (2.2.64) follows similarly.
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2.2.3 Para-differential calculus in Sobolev spaces

The Sobolev norms ‖ ‖s satisfy interpolation inequalities (see e.g. section 3.5 in [26]):
(i) for all s ≥ s0 >

d
2 , u,v ∈ Hs,

‖uv‖s . ‖u‖s0‖v‖s + ‖u‖s‖v‖s0 . (2.2.81)

(ii) For all 0 ≤ s ≤ s0, v ∈ Hs, u ∈ Hs0 ,

‖uv‖s . ‖u‖s0‖v‖s . (2.2.82)

(iii) For all s1 < s2, θ ∈ [0,1] and u ∈ Hs2 ,

‖u‖θs1+(1−θ)s2 ≤ ‖u‖
θ
s1‖u‖

1−θ
s2 . (2.2.83)

(iv) For all a ≤ α ≤ β ≤ b, u,v ∈ Hb,

‖u‖α‖v‖β ≤ ‖u‖a‖v‖b + ‖u‖b‖v‖a . (2.2.84)

Para-differential operator act on Sobolev spaces, namely the following result holds true .

Theorem 2.2.12. (Continuity of Bony-Weyl operators) Let a ∈ Γms0 , resp. a ∈ ΓmL∞ , with m ∈ R. Then
OpBW (a) extends to a bounded operator Ḣs → Ḣs−m for any s ∈ R satisfying the estimate, for any
u ∈ Ḣs,

‖OpBW (a)u‖s−m . |a|m,s0,2(d+1) ‖u‖s (2.2.85)

Moreover, for any % ≥ 0, s ∈ R, u ∈ Ḣs(Td),

‖OpBW (a)u‖s−m−% . |a|m,s0−%,2(d+1) ‖u‖s . (2.2.86)

Proof. Since OpBW (a) = OpW (aχ), the estimate (2.2.85) follows by (2.2.48), (2.2.34) and |a|m,L∞,N .
|a|m,s0,N . Note that the condition on the Fourier support of aχ in Theorem 2.2.10 is automatically satisfied
provided ε in (2.2.9) is sufficiently small. To prove (2.2.86) we use also (2.2.35).

The second result of symbolic calculus that we shall use regards composition for Bony-Weyl para-
differential operators at the second order with mild smoothness assumptions for the symbols in the space
variable x. Given symbols a ∈ Γms0+%, b ∈ Γm

′
s0+% with m,m′ ∈ R and % ∈ (0,2] we define

a#%b :=

{
ab, % ∈ (0,1]

ab+ 1
2i{a,b} , % ∈ (1,2] , where {a,b} := ∇ξa · ∇xb−∇xa · ∇ξb ,

(2.2.87)

is the Poisson bracket between a(x,ξ) and b(x,ξ). By (2.2.6) and (2.2.8) we have that ab is a symbol in
Γm+m′
s0+% and {a,b} is in Γm+m′−1

s0+%−1 . The next result follows directly by Theorem 2.2.11 and (2.2.5).

Theorem 2.2.13. (Composition) Let a ∈ Γms0+%, b ∈ Γm
′

s0+% with m,m′ ∈ R and % ∈ (0,2]. Then

OpBW (a)OpBW (b) = OpBW (a#%b) +R−%(a,b) (2.2.88)

where the linear operator R−%(a,b) : Ḣs → Ḣs−(m+m′)+%, ∀s ∈ R, satisfies, for any u ∈ Ḣs,

‖R−%(a,b)u‖s−(m+m′)+% .
(
|a|m,s0+%,N |b|m′,s0,N + |a|m,s0,N |b|m′,s0+%,N

)
‖u‖s (2.2.89)

where N ≥ 3d+ 4.
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A useful corollary of Theorems 2.2.13 and 2.2.12 (using also (2.2.6)-(2.2.8)) is the following:

Corollary 2.2.14. Let a ∈ Γms0+2, b ∈ Γm
′

s0+2, c ∈ Γm
′′

s0+2 with m,m′,m′′ ∈ R. Then

OpBW (a) ◦OpBW (b) ◦OpBW (c) = OpBW (abc) +R1(a,b,c) +R0(a,b,c), (2.2.90)

where

R1(a,b,c) :=
1

2i
OpBW

(
{a,c}b+ {b,c}a+ {a,b}c

)
(2.2.91)

satisfies R1(a,b,c) = −R1(c,b,a) and R0(a,b,c) is a bounded operator Ḣs → Ḣs−(m+m′+m′′)+2, ∀s ∈
R, satisfying, for any u ∈ Ḣs,

‖R0(a,b,c)‖s−(m+m′+m′′)+2 . |a|m,s0+2,N |b|m′,s0+2,N |c|m′′,s0+2,N ‖u‖s (2.2.92)

where N ≥ 3d+ 5.

We now provide the Bony-para-product decomposition for the product of Sobolev functions in the Bony-
Weyl quantization. Recall that Π⊥0 denotes the projector on the subspace Hs

0 .

Lemma 2.2.15. (Bony para-product decomposition) Let u ∈ Hs, v ∈ Hr with s+ r ≥ 0. Then

uv = OpBW (u)v + OpBW (v)u+R(u,v) (2.2.93)

where the bi-linear operator R : Hs ×Hr → Hs+r−s0 is symmetric and satisfies the estimate

‖R(u,v)‖s+r−s0 . ‖u‖s ‖v‖r . (2.2.94)

Moreover R(u,v) = R(Π⊥0 u,Π
⊥
0 v)− u0v0 and then

‖Π⊥0 R(u,v)‖s+r−s0 . ‖Π⊥0 u‖s ‖Π⊥0 v‖r . (2.2.95)

Proof. Introduce the function θε(j,k) by

1 = χε

( j − k
〈j + k〉

)
+ χε

( k

〈2j − k〉

)
+ θε(j,k) . (2.2.96)

Note that |θε(j,k)| ≤ 1. Let Σ := {(j,k) ∈ Zd × Zd : θε(j,k) 6= 0} denote the support of θε. We claim
that

(j,k) ∈ Σ =⇒ |j| ≤ Cεmin(|j − k|, |k|) . (2.2.97)

Indeed, recalling the definition of the cut-off function χ in (2.2.9), we first note that1

Σ = {(0,0)} ∪
{
|j − k| ≥ ε〈j + k〉 , |k| ≥ ε〈2j − k〉

}
.

Thus, for any (j,k) ∈ Σ,

|j| ≤ 1

2
|j − k|+ 1

2
|j + k| ≤

(
1

2
+

1

2ε

)
|j − k| , |j| ≤ 1

2
|2j − k|+ 1

2
|k| ≤

(
1

2
+

1

2ε

)
|k|

1For δ sufficiently small, if |j − k| ≤ δ〈j + k〉 and |k| ≤ δ〈2j − k〉 then (j,k) = (0,0).
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proving (2.2.97). Using (2.2.96) we decompose

uv =
∑
j,k

ûj−kχε

( j − k
〈j + k〉

)
v̂k e

ij·x +
∑
j,k

v̂kχε

( k

〈2j − k〉

)
ûj−k e

ij·x +
∑
j,k

θε(j,k)ûj−k v̂k e
ij·x

= OpBW (u)v + OpBW (v)u+R(u,v) .

By (2.2.97), s+ r ≥ 0, and the Cauchy-Schwartz inequality, we get

‖R(u,v)‖2s+r−s0 ≤
∑
j

〈j〉2(s+r−s0)
∣∣∣∑
k

θε(j,k)ûj−k v̂k

∣∣∣2
.
∑
j

〈j〉−2s0
∣∣∣∑
k

〈j − k〉s |ûj−k| 〈k〉r |v̂k|
∣∣∣2 . ‖u‖2s ‖v‖2r

proving (2.2.94). Finally, since on the support of θε we have or (j,k) = (0,0) or j − k 6= 0 and k 6= 0, we
deduce that

R(u,v) = θε(0,0)û0 v̂0 +
∑

j−k 6=0,k 6=0

θε(j,k)ûj−k v̂k e
ij·x = −û0 v̂0 +R(Π⊥0 u,Π

⊥
0 v)

and we deduce (2.2.95).

Composition estimates. We will use the following Moser estimates for composition of functions in
Sobolev spaces.

Theorem 2.2.16. Let I ⊆ R be an open interval and F ∈ C∞(I;C) a smooth function. Let J ⊂ I be a
compact interval. For any function u,v ∈ Hs(Td,R), s > d

2 , with values in J , we have

‖F (u)‖s ≤ C(s,F,J)(1 + ‖u‖s) ,
‖F (u)− F (v)‖s ≤ C(s,F,J)(‖u− v‖s + (‖u‖s + ‖v‖s)‖u− v‖L∞)

‖F (u)‖s ≤ C(s,F,J)‖u‖s if F (0) = 0 .

(2.2.98)

Proof. Take an extension F̃ ∈ C∞(R;C) such that F̃|I = F . Then F (u) = F̃ (u) for any u ∈ Hs(Td;R)
with values in J , and apply the usual Moser estimate, see e.g. [6], replacing the Littlewood-Paley decom-
position on Rd with the one on Td in (2.2.25).

2.3 Para-linearization of (EK)-system and complex form

In this section we para-linearize the Euler-Korteweg system (2.1.6) and write it in terms of the complex
variable

u :=
1√
2

(
m

K(m)

)−1/4

ρ+
i√
2

(
m

K(m)

)1/4

φ, ρ ∈ Ḣs , φ ∈ Ḣs . (2.3.1)

The variable u ∈ Ḣs. We denote this change of coordinates in Ḣs × Ḣs by(
u
u

)
= C−1

(
ρ
φ

)
,

C :=
1√
2


(

m
K(m)

) 1
4

(
m

K(m)

) 1
4

−i
(

m
K(m)

)− 1
4

i
(

m
K(m)

)− 1
4

 , C−1 =
1√
2


(

m
K(m)

)− 1
4

i
(

m
K(m)

) 1
4(

m
K(m)

)− 1
4 −i

(
m

K(m)

) 1
4

 .

(2.3.2)
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We also define the matrices

J :=

[
0 1
−1 0

]
, J :=

[
−i 0
0 i

]
, Id :=

[
1 0
0 1

]
. (2.3.3)

Proposition 2.3.1. (Para-linearized Euler-Korteweg equations in complex coordinates) The (EK)-system

(2.1.6) can be written in terms of the complex variable U :=

(
u
u

)
with u defined in (2.3.1), in the para-

linearized form

∂tU = J
[
OpBW (A2(U ;x,ξ) +A1(U ;x,ξ))

]
U +R(U) (2.3.4)

where, for any function U ∈ Ḣs0+2 such that

ρ(U) :=
1√
2

(
m

K(m)

)1/4

Π⊥0 (u+ u) ∈ Q (see (2.1.12)) , (2.3.5)

(i) A2(U ;x,ξ) ∈ Γ2
s0+2 ⊗M2(C) is the matrix of symbols

A2(U ;x,ξ) :=
√
mK(m)|ξ|2

[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)

]
(2.3.6)

where a±(U ;x) ∈ Γ0
s0+2 are the ξ-independent functions

a±(U ;x) :=
1

2

(
K(ρ+ m)−K(m)

K(m)
± ρ

m

)
. (2.3.7)

(ii) A1(U ;x,ξ) ∈ Γ1
s0+1 ⊗M2(C) is the diagonal matrix of symbols

A1(U ;x,ξ) :=

[
b(U ;x) · ξ 0

0 −b(U ;x) · ξ

]
, b(U ;x) := ∇φ ∈ Γ0

s0+1 ⊗ Rd . (2.3.8)

Moreover for any σ ≥ 0 there exists a non decreasing function C( ) : R+ → R+ (depending on K) such
that, for any U,V ∈ Ḣs0 with ρ(U),ρ(V ) ∈ Q, W ∈ Ḣσ+2 and j = 1,2, we have

‖OpBW (Aj(U))W‖σ ≤ C(‖U‖s0)‖W‖σ+2 (2.3.9)

‖OpBW (Aj(U)−Aj(V ))W‖σ ≤ C(‖U‖s0 ,‖V ‖s0)‖W‖σ+2‖U − V ‖s0 (2.3.10)

where in (2.3.10) we denoted by C(·, ·) := C(max{·, ·}).

(iii) The vector field R(U) satisfies the following “semi-linear” estimates: for any σ ≥ s0 > d/2 there
exists a non decreasing function C( ) : R+ → R+ (depending also on g,K) such that, for any U,V ∈ Ḣσ+2

such that ρ(U),ρ(V ) ∈ Q, we have

‖R(U)‖σ ≤ C(‖U‖s0+2)‖U‖σ, ‖R(U)‖σ ≤ C(‖U‖s0)‖U‖σ+2 , (2.3.11)

‖R(U)−R(V )‖σ ≤ C(‖U‖s0+2, ‖V ‖s0+2)‖U − V ‖σ + C(‖U‖σ, ‖V ‖σ)‖U − V ‖s0+2 (2.3.12)

‖R(U)−R(V )‖s0 ≤ C(‖U‖s0+2, ‖V ‖s0+2)‖U − V ‖s0 , (2.3.13)

where in (2.3.12) and (2.3.13) we denoted again by C(·, ·) := C(max{·, ·}).
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Proof. We first para-linearize the original equations (2.1.6), then we switch to complex coordinates.
Step 1: para-linearization of (2.1.6). We apply several times the para-product Lemma 4.2.12 and the
composition Theorem 2.2.13. In the following we denote by Rp the remainder that comes from Lemma
4.2.12, and by R−%, % = 1,2, the remainder that comes from Theorem 2.2.13. We shall adopt the following
convention: given Rd-valued symbols a = (aj)j=1,...,d, b = (bj)j=1,...,d in some class Γms ⊗ Rd, we denote
Rp(a,b) :=

∑d
j=1R

p(aj , bj),

R−%(a,b) :=
d∑
j=1

R−%(aj , bj) and OpBW (a) ·OpBW (b) :=
d∑
j=1

OpBW (aj)OpBW (bj) .

We para-linearize the terms in the first line of (2.1.6). We have ∆φ = −OpBW
(
|ξ|2
)
φ and div(ρ∇φ) =

∇ρ · ∇φ+ ρ∆φ can be written as

ρ∆φ = −OpBW
(
ρ|ξ|2 +∇ρ · iξ

)
φ

+ OpBW (∆φ)ρ+Rp(ρ,∆φ) +R−2(ρ, |ξ|2)φ, (2.3.14)

∇ρ · ∇φ = OpBW (∇ρ · iξ)φ+ OpBW (∇φ · iξ)ρ
+Rp(∇ρ,∇φ) +R−1(∇ρ, iξ)φ+R−1(∇φ, iξ)ρ. (2.3.15)

Then we para-linearize the terms in the second line of (2.1.6). We have

1

2
|∇φ|2 = OpBW (∇φ · iξ)φ

+
1

2
Rp(∇φ,∇φ) +R−1(∇φ, iξ)φ. (2.3.16)

Using (2.1.10) we regard the semi-linear term

g(m + ρ) = g(m + ρ)− g(m) =: R(ρ) (2.3.17)

directly as a remainder. Moreover, writing ∆ρ = −OpBW
(
|ξ|2
)
ρ, we get

K(m + ρ)∆ρ = OpBW (K(m + ρ))∆ρ+ OpBW (∆ρ)K(m + ρ) +Rp(∆ρ,K(m + ρ))

= −OpBW
(
K(m + ρ)|ξ|2 +K ′(m + ρ)∇ρ · iξ

)
ρ

+ OpBW (∆ρ)K(m + ρ) +Rp(∆ρ,K(m + ρ))−R−2(K(m + ρ), |ξ|2)ρ. (2.3.18)

Finally, using for 1
2 |∇ρ|

2 the expansion (2.3.16) for ρ instead of φ, we obtain

1

2
K ′(m + ρ)|∇ρ|2 =

1

2
OpBW

(
K ′(m + ρ)

)
|∇ρ|2 +

1

2
OpBW

(
|∇ρ|2

)
K ′(m + ρ)

+
1

2
Rp(|∇ρ|2,K ′(m + ρ)) = OpBW

(
K ′(m + ρ)∇ρ · iξ

)
ρ+ R(ρ)

where

R(ρ) :=
1

2
OpBW

(
|∇ρ|2

)
K ′(m + ρ) +

1

2
Rp(|∇ρ|2,K ′(m + ρ)) (2.3.19)

+
1

2
OpBW

(
K ′(m + ρ)

)
Rp(∇ρ,∇ρ) (2.3.20)

+ OpBW
(
K ′(m + ρ)

)
R−1(∇ρ, iξ)ρ+R−1(K ′(m + ρ), i∇ρ · ξ)ρ. (2.3.21)
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Collecting all the above expansions and recalling the definition of the symplectic matrix J in (2.3.3), the
system (2.1.6) can be written in the para-linearized form

∂t

(
ρ
φ

)
= JOpBW

([
K(m + ρ)|ξ|2 ∇φ · iξ
−∇φ · iξ (m + ρ)|ξ|2

])(
ρ
φ

)
+R(ρ,φ) (2.3.22)

where we collected in R(ρ,φ) all the terms in lines (2.3.14)–(2.3.21).

Step 2: complex coordinates. We now write system (2.3.22) in the complex coordinates U = C−1

(
ρ
φ

)
.

Note that C−1 conjugates the Poisson tensor J to J defined in (2.3.3), i.e. C−1J = JC∗ and therefore
system (2.3.22) is conjugated to

∂tU = JC∗OpBW

([
K(m + ρ)|ξ|2 ∇φ · iξ
−∇φ · iξ ρ |ξ|2

])
CU + C−1R(CU) . (2.3.23)

Using (2.3.2), system (2.3.23) reads as system (2.3.4)-(4.5.39) with R(U) := C−1R(CU).
We note also that estimates (2.3.9) and (2.3.10) for j = 2 follow by (2.2.85) and (2.2.98), whereas in

case j = 1 follow by (2.2.86) applied with m = 1, % = 1.
Step 3: Estimate of the remainder R(U). We now prove (2.3.11)-(2.3.13). Since ‖ρ‖σ,‖φ‖σ ∼ ‖U‖σ for
any σ ∈ R by (2.3.2), the estimates (2.3.11)-(2.3.13) directly follow from those of R(ρ,φ) in (2.3.22). We
now estimate each term in (2.3.14)–(2.3.21). In the sequel σ ≥ s0 > d/2.
ESTIMATE OF THE TERMS IN LINE (2.3.14). Applying first (2.2.85) with m = 0, and then (2.2.86) with
% = 2, we have

‖OpBW (∆φ)ρ‖σ . ‖φ‖s0+2‖ρ‖σ , ‖OpBW (∆φ)ρ‖σ . ‖φ‖s0‖ρ‖σ+2 . (2.3.24)

By (2.2.94), the smoothing remainder in line (2.3.14) satisfies the estimates

‖Rp(ρ,∆φ)‖σ . ‖φ‖s0+2‖ρ‖σ , ‖Rp(ρ,∆φ)‖σ . ‖φ‖s0‖ρ‖σ+2 , (2.3.25)

and, by (2.2.89) with % = 2, and the interpolation estimate (2.2.84),

‖R−2(ρ, |ξ|2)φ‖σ . ‖ρ‖s0+2‖φ‖σ . ‖φ‖s0‖ρ‖σ+2 + ‖ρ‖s0‖φ‖σ+2 . (2.3.26)

By (2.3.24)-(2.3.26) and ‖ρ‖σ,‖φ‖σ ∼ ‖U‖σ we deduce that the terms in line (2.3.14), written in function
of U , satisfy (2.3.11). Next we write

OpBW (∆φ1)ρ1 −OpBW (∆φ2)ρ2 = OpBW (∆φ1)[ρ1 − ρ2] + OpBW (∆φ1 −∆φ2)ρ2

and, applying (2.2.85) with m = 0, and (2.2.86) with % = 2 to OpBW (∆φ1 −∆φ2)ρ2, we get

‖OpBW (∆φ1)ρ1 −OpBW (∆φ2)ρ2‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖φ1 − φ2‖s0+2‖ρ2‖σ
‖OpBW (∆φ1)ρ1 −OpBW (∆φ2)ρ2‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖φ1 − φ2‖s0‖ρ2‖σ+2 .

(2.3.27)

Concerning the remainder Rp(ρ,∆φ), we write Rp(ρ1,∆φ1) − Rp(ρ2,∆φ2) = Rp(ρ1 − ρ2,∆φ1) +
Rp(ρ2,∆φ2 −∆φ1) and, applying (2.2.94), we get

‖Rp(ρ1,∆φ1)−Rp(ρ2,∆φ2)‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖ρ2‖σ‖φ1 − φ2‖s0+2

‖Rp(ρ1,∆φ1)−Rp(ρ2,∆φ2)‖σ . ‖φ1‖s0+2‖ρ1 − ρ2‖σ + ‖ρ2‖σ+2‖φ1 − φ2‖s0 .
(2.3.28)
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Finally we writeR−2(ρ1, |ξ|2)φ1−R−2(ρ2, |ξ|2)φ2 = R−2(ρ1−ρ2, |ξ|2)φ1+R−2(ρ2, |ξ|2)[φ1−φ2]. Using
(2.2.89) we get

‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖φ1‖σ‖ρ1 − ρ2‖s0+2 + ‖φ1 − φ2‖σ‖ρ2‖s0+2 . (2.3.29)

We also claim that

‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖ρ1 − ρ2‖s0‖φ1‖σ+2 + ‖φ1 − φ2‖σ‖ρ2‖s0+2 . (2.3.30)

Indeed, we bound

‖R−2(ρ1, |ξ|2)φ1 −R−2(ρ2, |ξ|2)φ2‖σ . ‖R−2(ρ1 − ρ2, |ξ|2)φ1‖σ + ‖φ1 − φ2‖σ‖ρ2‖s0+2

and, to control R−2(ρ1 − ρ2, |ξ|2)φ1, we use that, by definition, it equals

OpBW (ρ1 − ρ2)OpBW
(
|ξ|2
)
φ1 −OpBW

(
(ρ1 − ρ2)|ξ|2

)
φ1 −OpBW (∇(ρ1 − ρ2) · iξ)φ1

and we estimate the first two terms using (2.2.86) with % = 0 and the last term with % = 1, by ‖R−2(ρ1 −
ρ2, |ξ|2)φ1‖σ . ‖ρ1 − ρ2‖s0‖φ1‖σ+2, proving (2.3.30). By (2.3.27)-(2.3.30) and ‖ρ‖σ,‖φ‖σ ∼ ‖U‖σ we
deduce that the terms in line (2.3.14), written in function of U , satisfy (2.3.12)-(2.3.13).
The estimates (2.3.11)-(2.3.13) for the terms in lines (2.3.15), (2.3.16), (2.3.18) and (2.3.17), follow by
similar arguments, using also (2.2.98).
ESTIMATES OF R(ρ) DEFINED IN (2.3.19)-(2.3.21).

Writing OpBW
(
|∇ρ|2

)
K ′(m + ρ) = OpBW

(
|∇ρ|2

)
(K ′(m + ρ) −K ′(m)) (in the homogeneous spaces

Ḣs), we have, by (2.2.85), the fact that ρ ∈ Q, Theorem 2.2.16, (2.2.94), (2.2.82), (2.2.89) with % = 1,

‖R(ρ)‖σ ≤ C
(
‖ρ‖s0+2

)
‖ρ‖σ .

Thus R(ρ), written as a function of U , satisfies (2.3.11). The estimates (2.3.12)-(2.3.13) follow by

‖R(ρ1)− R(ρ2)‖σ ≤ C
(
‖ρ1‖s0+2,‖ρ2‖s0+2

)
‖ρ1 − ρ2‖σ + C

(
‖ρ1‖σ,‖ρ2‖σ

)
‖ρ1 − ρ2‖s0+2 (2.3.31)

‖R(ρ1)− R(ρ2)‖s0 ≤ C
(
‖ρ1‖s0+2,‖ρ2‖s0+2

)
‖ρ1 − ρ2‖s0 . (2.3.32)

PROOF OF (2.3.31). Defining w := ∇(ρ1 + ρ2), v := ∇(ρ1 − ρ2), then we have, by (2.2.81),

‖|∇ρ1|2 − |∇ρ2|2‖s0 = ‖w · v‖s0 .
(
‖ρ1‖s0+1 + ‖ρ2‖s0+1

)
‖ρ1 − ρ2‖s0+1 (2.3.33)

‖|∇ρ1|2 − |∇ρ2|2‖s0−1 = ‖w · v‖s0−1

(2.2.82)
.

(
‖ρ1‖s0+1 + ‖ρ2‖s0+1

)
‖ρ1 − ρ2‖s0 . (2.3.34)

Let us prove (2.3.31) for the first term in (2.3.19). Remind that ρ1,ρ2 are in Q. We have

‖OpBW
(
|∇ρ1|2

)
K ′(m + ρ1)−OpBW

(
|∇ρ2|2

)
K ′(m + ρ2)‖σ

≤ ‖OpBW (w · v)
(
K ′(m + ρ1)‖σ + ‖OpBW

(
|∇ρ2|2

)[
K ′(m + ρ1)−K ′(m + ρ2)

]
‖σ

(2.2.85)
. ‖w · v‖s0‖K ′(m + ρ1)−K ′(m)‖σ + ‖ρ2‖2s0+1‖K ′(m + ρ1)−K ′(m + ρ2)‖σ

(2.2.84),(2.2.98),(2.3.33)
. ‖ρ1‖σ(‖ρ1‖s0+1 + ‖ρ2‖s0+1)‖ρ1 − ρ2‖s0+1 + C

(
‖ρ1‖s0+1,‖ρ2‖s0+1

)
‖ρ1 − ρ2‖σ

+ ‖ρ2‖s0‖ρ2‖s0+2(‖ρ1‖σ + ‖ρ2‖σ)‖ρ1 − ρ2‖s0
(2.2.84)
≤ C

(
‖ρ1‖σ,‖ρ2‖σ

)
‖ρ1 − ρ2‖s0+2 + C

(
‖ρ1‖s0+2,‖ρ2‖s0+2

)
‖ρ1 − ρ2‖σ . (2.3.35)
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In the same way the second term in (2.3.19) is bounded by (2.3.35). Regarding the term in (2.3.20), using
that Rp(·, ·) is bi-linear and symmetric, we have

‖OpBW
(
K ′(m + ρ1)

)
Rp(∇ρ1,∇ρ1)−OpBW

(
K ′(m + ρ2)

)
Rp(∇ρ2,∇ρ2)‖σ

≤ ‖OpBW
(
K ′(m + ρ1)−K ′(m + ρ2)

)
Rp(∇ρ1,∇ρ1)‖σ + ‖OpBW

(
K ′(m + ρ2)

)
Rp(w,v)‖σ

(2.2.85),(2.2.94)
. ‖ρ1‖σ‖ρ1‖s0+2‖K ′(m + ρ1)−K ′(m + ρ2)‖s0 + ‖w‖s0+1‖v‖σ−1‖K ′(m + ρ2)‖s0

(2.2.98),(2.3.33)
≤ C

(
‖ρ1‖σ,‖ρ2‖σ

)
‖ρ1 − ρ2‖s0 + C

(
‖ρ1‖s0+2,‖ρ2‖s0+2

)
‖ρ1 − ρ2‖σ . (2.3.36)

Also the terms in (2.3.21) are bounded by (2.3.35), proving that R(ρ) satisfies (2.3.31).
PROOF OF (2.3.32). Regarding the first term (2.3.19), we have

‖OpBW
(
|∇ρ1|2

)
K ′(m + ρ1)−OpBW

(
|∇ρ2|2

)
K ′(m + ρ2)‖s0

≤ ‖OpBW (w · v)K ′(m + ρ1)‖s0 + ‖OpBW
(
|∇ρ2|2

)[
K ′(m + ρ1)−K ′(m + ρ2)

]
‖s0

(2.2.85),(2.2.86)
. ‖w · v‖s0−1‖K ′(m + ρ1)‖s0+1 + ‖ρ2‖2s0+1‖K ′(m + ρ1)−K ′(m + ρ2)‖s0

(2.2.98),(2.3.34)
≤ C

(
‖ρ1‖s0+1,‖ρ2‖s0+1

)
‖ρ1 − ρ2‖s0 . (2.3.37)

Similarly we deduce that the second term in (2.3.19) is bounded as in (2.3.37). Regarding the term in
(2.3.20), note that the bound (2.3.32) follows from (2.3.36) applied for σ = s0. The estimate for last two
terms in (2.3.21) follows in the same way so we analyze the last one. First we have

‖R−1(K ′(m + ρ1), i∇ρ1 · ξ)ρ1 −R−1(K ′(m + ρ2), i∇ρ2 · ξ)ρ2‖s0
≤ ‖
[
R−1(K ′(m + ρ1),∇ρ1 · iξ)−R−1(K ′(m + ρ2), i∇ρ2 · ξ)

]
ρ1‖s0

+ ‖R−1(K ′(m + ρ2),∇ρ2 · iξ)(ρ1 − ρ2)‖s0
(2.2.89),(2.2.98)

≤ ‖
[
R−1(K ′(m + ρ1),∇ρ1 · iξ)−R−1(K ′(m + ρ2), i∇ρ2 · ξ)

]
ρ1‖s0 + C

(
‖ρ2‖s0+2

)
‖ρ1 − ρ2‖s0 .

On the other hand, by definition, we have[
R−1(K ′(m + ρ1),∇ρ1 · iξ)−R−1(K ′(m + ρ2), i∇ρ2 · ξ)

]
ρ1 (2.3.38)

=
[
OpBW

(
K ′(m + ρ1)

)
OpBW (∇ρ1 · iξ)−OpBW

(
K ′(m + ρ2)

)
OpBW (∇ρ2 · iξ)

]
ρ1

+ OpBW
(
K ′(m + ρ1)∇ρ1 · iξ −K ′(m + ρ2)∇ρ2 · iξ

)
ρ1

=OpBW
(
K ′(m + ρ1)−K ′(m + ρ2)

)
OpBW (∇ρ1 · iξ)ρ1

+ OpBW
(
K ′(m + ρ2)

)
OpBW (∇(ρ1 − ρ2) · iξ)ρ1

+ OpBW (∇(K(m + ρ1)−K(m + ρ2)) · iξ)ρ1 .

Then, applying first (2.2.85) to the first term and then (2.2.86) with % = 1, m = 1 and (2.2.98) to each term,
we deduce that the ‖ ‖s0-norm of (2.3.38) is bounded by C

(
‖ρ1‖s0+2,‖ρ2‖s0+2

)
‖ρ1 − ρ2‖s0 . Thus (2.3.32)

is proved.

2.4 Local existence

In this section we prove the existence of a local in time solution of system (2.3.4). For any s ∈ R and T > 0,
we denote L∞T Ḣs := L∞([0,T ],Ḣs). For δ > 0 we also introduce

Qδ :=
{
ρ ∈ Hs0

0 : m1 + δ ≤ m + ρ(x) ≤ m2 − δ
}
⊂ Q (2.4.1)

where Q is defined in (2.1.12).
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Proposition 2.4.1. (Local well-posedness in Td) For any s > d
2 + 2, any initial datum U0 ∈ Ḣs with

ρ(U0) ∈ Qδ for some δ > 0, there exist T := T (‖U‖s0+2, δ) > 0 and a unique solutionU ∈ C0
(
[0,T ],Ḣs

)
∩

C1
(
[0,T ],Ḣs−2

)
of (2.3.4) satisfying ρ(U) ∈ Q, for any t ∈ [0,T ]. Moreover the solution depends contin-

uously with respect to the initial datum in Ḣs.

Proposition 2.4.1 proves Theorem 2.1.2 and thus Theorem 2.1.1.
The first step is to prove the local well-posedness result of a linear in-homogeneous problem.

Proposition 2.4.2. (Linear local well-posedness) Let Θ ≥ r > 0 andU be a function inC0([0,T ],Ḣs0+2)∩
C1([0,T ],Ḣs0) satisfying

‖U‖L∞T Ḣs0+2 + ‖∂tU‖L∞T Ḣs0 ≤ Θ , ‖U‖L∞T Ḣs0 ≤ r , ρ(U(t)) ∈ Q , ∀t ∈ [0,T ] . (2.4.2)

Let σ ≥ 0 and t 7→ R(t) be a function in C0([0,T ],Ḣσ). Then there exists a unique solution V ∈
C0([0,T ],Ḣσ) ∩ C1([0,T ],Ḣσ−2) of the linear in-homogeneous system

∂tV = JOpBW (A2(U(t);x,ξ) +A1(U(t);x,ξ))V +R(t) , V (0,x) = V0(x) ∈ Ḣσ , (2.4.3)

satisfying, for some CΘ := CΘ,σ > 0 and Cr := Cr,σ > 0, the estimate

‖V ‖L∞T Ḣσ ≤ CreCΘT ‖V0‖σ + CΘe
CΘTT‖R‖L∞T Ḣσ . (2.4.4)

The following two sections are devoted to the proof of Proposition 2.4.2. The key step is the construction
of a modified energy which is controlled by the Ḣσ-norm, and whose time variation is bounded by the Ḣσ

norm of the solution, as done e.g. in [2]. In order to construct such modified energy, the first step is to
diagonalize the matrix JA2 in (2.4.3).

2.4.1 Diagonalization at highest order

We diagonalize the matrix of symbols JA2(U ;x,ξ). The eigenvalues of the matrix

J
[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)

]
(2.4.5)

with a±(U ;x) defined in (2.3.7) are given by ±iλ(U ;x) with

λ(U ;x) :=
√

(1 + a+(U ;x))2 − a−(U ;x)2 =

√
(m + ρ(U))K(m + ρ(U))

mK(m)
. (2.4.6)

These eigenvalues are purely imaginary because ρ(U) ∈ Q (see (2.1.12)) and (2.1.9), which guarantees that
λ(U ;x) is real valued and fulfills

0 < λmin :=

√
m1cK
mK(m)

≤ λ(U ;x) ≤

√
m2CK
mK(m)

=: λmax . (2.4.7)

A matrix which diagonalizes (2.4.5) is

F :=

(
f(U ;x) g(U ;x)
g(U ;x) f(U ;x)

)
, f :=

1 + a+ + λ√
(1 + a+ + λ)2 − a2

−

, g :=
−a−√

(1 + a+ + λ)2 − a2
−

. (2.4.8)
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Note that F (U ;x) is well defined because

(1 + a+ + λ)2 − a2
− =

(K(m + ρ(U))

K(m)
+ λ
)(m + ρ(U)

m
+ λ

)
>

(m + ρ(U))K(m + ρ(U))

mK(m)
≥ m1cK

mK(m)
(2.4.9)

by (2.1.12) and (2.1.9). The matrix F (U ;x) has detF (U ;x) = f2 − g2 = 1 and its inverse is

F (U ;x)−1 :=

(
f(U ;x) −g(U ;x)
−g(U ;x) f(U ;x)

)
. (2.4.10)

We have that

F (U ;x)−1 J
[
1 + a+(U ;x) a−(U ;x)
a−(U ;x) 1 + a+(U ;x)

]
F (U ;x) = Jλ(U ;x) . (2.4.11)

By (2.2.98) and (2.4.9) we deduce the following estimates: for any N ∈ N0, s ≥ 0 and σ > d
2 ,

‖a±(U)‖σ, ‖f(U)‖σ, ‖g(U)‖σ ≤ C
(
‖U‖σ

)
,

|λ(U ;x)|ξ|2s|2s,σ,N ≤ CN
(
‖U‖σ

)
, |b(U) · ξ|1,σ,N ≤ CN (‖U‖σ+1

)
.

(2.4.12)

For any ε > 0, consider the regularized matrix symbol

Aε(U ;x,ξ) := (A2(U ;x,ξ) +A1(U ;x,ξ))χ(ελ(U ;x)|ξ|2) , (2.4.13)

where χ is the cut-off function in (2.2.9) and λ(U ;x) is the function defined in (2.4.6). In what follows
we will denote by χε := χ(ελ(U ;x)|ξ|2). Note that, by (2.2.98), (2.4.7) and by the fact that the function
y 7→ 〈ξ〉|α|∂αξ χ(εy|ξ|2) is bounded together with its derivatives uniformly in ε ∈ (0,1), ξ ∈ Rd and
y ∈ [λmin,λmax], the symbol χε satisfies, for any N ∈ N0, σ > d/2

|χε|0,σ,N ≤ C(‖U‖σ) , uniformly in ε. (2.4.14)

The diagonalization (2.4.11) has the following operatorial consequence.

Lemma 2.4.3. We have

OpBW
(
F−1

)
JOpBW (Aε)OpBW (F ) = JOpBW

(
(
√
mK(m)λ|ξ|2 + b · ξ)χε

)
+ F(U) (2.4.15)

where F(U) := Fε(U) : Ḣσ → Ḣσ, ∀σ ≥ 0, satisfies, uniformly in ε,

‖F(U)W‖σ ≤ C(‖U‖s0+2)‖W‖σ , ∀W ∈ Ḣσ . (2.4.16)

Proof. We have that

OpBW
(
F−1

)
JOpBW (A2χε)OpBW (F ) = J

√
mK(m)

[
D2 B2

B2 D2

]
,

where

D2 = OpBW (f)OpBW
(
|ξ|2(1 + a+)χε

)
OpBW (f) + OpBW (g)OpBW

(
|ξ|2(1 + a+)χε

)
OpBW (g)

+ OpBW (f)OpBW
(
|ξ|2a−χε

)
OpBW (g) + OpBW (g)OpBW

(
|ξ|2a−χε

)
OpBW (f)

B2 = OpBW (f)OpBW
(
|ξ|2(1 + a+)χε

)
OpBW (g) + OpBW (g)OpBW

(
|ξ|2(1 + a+)χε

)
OpBW (f)

+ OpBW (f)OpBW
(
|ξ|2a−χε

)
OpBW (f) + OpBW (g)OpBW

(
|ξ|2a−χε

)
OpBW (g) .
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By Corollary 2.2.14 we obtain

D2 = OpBW
([

(f2 + g2)(1 + a+) + 2fga−
]
|ξ|2χε

)
+ F1(U) = OpBW

(
λ(U)|ξ|2χε

)
+ F1(U) ,

B2 = OpBW
([

(f2 + g2)a− + 2fg(1 + a+)
]
|ξ|2χε

)
+ F2(U) = F2(U) ,

where F1,F2 satisfy (2.4.16) by (2.2.92), (2.4.12), and (2.4.14) and since, by the definition of f and g in
(2.4.8) and λ in (2.4.6), we have (f2 + g2)(1 + a+) + 2fga− = λ and (f2 + g2)a− + 2fg(1 + a+) = 0.
Moreover

OpBW
(
F−1

)
JOpBW (A1χε)OpBW (F ) = J

[
D1 B1

−B1 −D1

]
,

where

D1 = OpBW (f)OpBW (b · ξχε)OpBW (f)−OpBW (g)OpBW (b · ξχε)OpBW (g)

B1 = OpBW (f)OpBW (b · ξχε)OpBW (g)−OpBW (g)OpBW (b · ξχε)OpBW (f) .

Applying Theorem 2.2.13, (2.4.12), (2.4.14), using that f2 − g2 = 1 we obtain D1 = OpBW (b · ξχε) +
F1(U) and B1 = F2(U) with F1,F2 satisfying (2.4.16).

2.4.2 Energy estimate for smoothed system

We first solve (2.4.3) in the case R(t) = 0 and V0 ∈ Ċ∞ := ∩σ∈RḢσ. Consider the regularized Cauchy
problem

∂tV
ε = JOpBW (Aε(U(t);x,ξ))V ε , V ε(0) = V0 ∈ Ċ∞ , (2.4.17)

where Aε(U ;x,ξ) is defined in (2.4.13). As the operator OpBW (Aε(U ;x,ξ)) is bounded for any ε > 0,
and U(t) satisfies (2.4.2), the differential equation (2.4.17) has a unique solution V ε(t) which belongs to
C2([0,T ],Ḣσ) for any σ ≥ 0. The important fact is that it admits the following ε-independent energy
estimate.

Proposition 2.4.4. (Energy estimate) LetU satisfy (2.4.2). For any σ ≥ 0, there exist constantsCr,CΘ > 0
(depending also on σ), such that for any ε > 0, the unique solution V ε(t) of (2.4.17) fulfills

‖V ε(t)‖2σ ≤ Cr‖V0‖2σ + CΘ

∫ t

0
‖V ε(τ)‖2σ dτ , ∀t ∈ [0,T ] . (2.4.18)

As a consequence, there are constants Cr,CΘ independent of ε, such that

‖V ε(t)‖σ ≤ CreCΘt‖V0‖σ , ∀t ∈ [0,T ] . (2.4.19)

In order to prove Proposition 2.4.4, we define, for any σ ≥ 0, the modified energy

‖V ‖2σ,U := 〈OpBW
(
λσ(U ;x)|ξ|2σ

)
OpBW

(
F−1(U ;x)

)
V,OpBW

(
F−1(U ;x)

)
V 〉 , (2.4.20)

where we introduce the real scalar product

〈V,W 〉 := 2Re

∫
Td
v(x)w(x)dx, V =

[
v
v

]
, W =

[
w
w

]
.

Lemma 2.4.5. Fix σ ≥ 0, r > 0. There exists a constant Cr > 0 (depending also on σ) such that for any
U ∈ Ḣs0 with ‖U‖s0 ≤ r and ρ(U) ∈ Q we have

C−1
r ‖V ‖2σ − ‖V ‖2−2 ≤ ‖V ‖2σ,U ≤ Cr‖V ‖2σ , ∀V ∈ Ḣσ . (2.4.21)
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Proof. We first prove the upper bound in (2.4.21). We note that, by (2.4.12), λσ(U ;x)|ξ|2σ ∈ Γ2σ
s0 and

F−1(U ;x) ∈ Γ0
s0 ⊗M2(C) and, by Theorem 2.2.12 and (2.4.12) we have

‖V ‖2σ,U ≤ ‖OpBW
(
λσ(U ;x)|ξ|2σ

)
OpBW

(
F−1(U ;x)

)
V ‖−σ‖OpBW

(
F−1(U ;x)

)
V ‖σ ≤ Cr‖V ‖2σ .

In order to prove the lower bound, we fix δ ∈ (0,1) such that s0 − δ > d
2 and, due to (2.4.7), we have

λ−
σ
2 ∈ Γ0

s0−δ. So, applying Theorem 2.2.13 and (2.4.12) with s0− δ instead of s0 and with % = δ, we have

OpBW

(
λ−

σ
2

)
OpBW (F )OpBW

(
λ
σ
2

)
OpBW

(
F−1

)
= Id + F−δ(U) , (2.4.22)

where for any σ′ ∈ R there exists a constant Cr,σ′ > 0 such that

‖F−δ(U)f‖σ′ ≤ Cr,σ′‖f‖σ′−δ , ∀f ∈ Ḣσ′−δ . (2.4.23)

Again, applying Theorem 2.2.13 with s0 − δ instead of s0 and with % = δ, we have also

OpBW

(
λ
σ
2

)
OpBW

(
|ξ|2σ

)
OpBW

(
λ
σ
2

)
= OpBW

(
λσ|ξ|2σ

)
+ F2σ−δ(U) , (2.4.24)

where for any σ′ ∈ R there exists a constant Cr,σ′ > 0 such that

‖F2σ−δ(U)f‖σ′−2σ+δ ≤ Cr,σ′‖f‖σ′ , ∀f ∈ Ḣσ′ . (2.4.25)

By (2.4.22)–(2.4.25), Theorem 2.2.12 and (2.4.12) and using also that OpBW

(
λ
σ
2

)
is symmetric with re-

spect to 〈·, ·〉, we have

‖V ‖2σ ≤ 2‖OpBW

(
λ−

σ
2

)
OpBW (F )OpBW

(
λ
σ
2

)
OpBW

(
F−1

)
V ‖2σ + 2‖F−δ(U)V ‖2σ

≤ Cr
(
‖OpBW

(
λ
σ
2

)
OpBW

(
F−1

)
V ‖2σ + ‖V ‖2σ−δ

)
= Cr

(
〈OpBW

(
λ
σ
2

)
OpBW

(
|ξ|2σ

)
OpBW

(
λ
σ
2

)
OpBW

(
F−1

)
V,OpBW

(
F−1

)
V 〉+ ‖V ‖2σ−δ

)
= Cr

(
‖V ‖2σ,U + 〈F2σ−δ(U)OpBW

(
F−1

)
V,OpBW

(
F−1

)
V 〉+ ‖V ‖2σ−δ

)
≤ Cr

(
‖V ‖2σ,U + ‖V ‖2

σ− δ
2

)
.

Now we use (2.2.83) and the asymmetric Young inequality to get, for any ε > 0,

‖V ‖2
σ− δ

2
≤ ‖V ‖

δ
σ+2

−2 ‖V ‖
2(σ+2)−δ
σ+2

σ ≤ ε−
2(σ+2)
δ ‖V ‖2−2 + ε

2(σ+2)
2(σ+2)−δ ‖V ‖2σ;

we choose ε so small so that ε
2(σ+2)

2(σ+2)−δCr = 1
2 and we get ‖V ‖2σ ≤ 2Cr

(
‖V ‖2σ,U + ‖V ‖2−2

)
. This proves the

lower bound in (2.4.21).

Proof of Proposition 2.4.4. The time derivative of the modified energy (2.4.20) along a solution V ε(t) of
(2.4.17) is

d

dt
‖V ε‖2σ,U(t) = 〈OpBW

(
∂t(λ

σ)|ξ|2σ
)
OpBW

(
F−1

)
V ε,OpBW

(
F−1

)
V ε〉 (2.4.26)

+ 2〈OpBW
(
λσ|ξ|2σ

)
OpBW

(
∂tF

−1
)
V ε,OpBW

(
F−1

)
V ε〉 (2.4.27)

+ 2〈OpBW
(
λσ|ξ|2σ

)
OpBW

(
F−1

)
∂tV

ε,OpBW
(
F−1

)
V ε〉 . (2.4.28)
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By Theorem 2.2.12 and using that ∀σ ≥ 0, N ∈ N0,∣∣∂tλσ(U)|ξ|2σ
∣∣
2σ,s0,N

,
∣∣∂tF−1(U)

∣∣
0,s0,N

≤ CN (‖U‖s0 ,‖∂tU‖s0)

and the assumption (2.4.2), there exists a constant CΘ > 0 (depending also on σ) such that

(2.4.26) + (2.4.27) ≤ CΘ‖V ε‖2σ . (2.4.29)

We now estimate (2.4.28). By Theorem 2.2.13 with % = 2 and (2.4.2) we have

OpBW (F )OpBW
(
F−1

)
= Id + F−2

+ (U) , OpBW
(
F−1

)
OpBW (F ) = Id + F−2

− (U) , (2.4.30)

where F−2
± (U) are bounded operators from Ḣσ′ to Ḣσ′+2, ∀σ′ ∈ R, satisfying

‖F−2
± (U)W‖σ′+2 ≤ CΘ,σ′‖W‖σ′ , ∀W ∈ Ḣσ′ . (2.4.31)

Thus, denoting Ṽ ε := OpBW
(
F−1

)
V ε, by (2.4.30), we have

OpBW (F )Ṽ ε = V ε + F−2
+ (U)V ε . (2.4.32)

Recalling (2.4.17) we have

(2.4.28) = 2〈OpBW
(
λσ|ξ|2σ

)
OpBW

(
F−1

)
JOpBW (Aε)V ε, Ṽ ε〉

(2.4.32)
= 2〈OpBW

(
λσ|ξ|2σ

)
OpBW

(
F−1

)
JOpBW (Aε)OpBW (F )Ṽ ε, Ṽ ε〉

− 2〈OpBW
(
λσ|ξ|2σ

)
OpBW

(
F−1

)
JOpBW (Aε)F−2

+ V ε, Ṽ ε〉

and by Lemma 2.4.3 we get

(2.4.28)
(2.4.15)

= 〈J
[
OpBW

(
λσ|ξ|2σ

)
,OpBW

(√
mK(m)λ|ξ|2χε

)]
Ṽ ε, Ṽ ε〉 (2.4.33)

+ 〈J
[
OpBW

(
λσ|ξ|2σ

)
,OpBW (b · ξχε)

]
Ṽ ε, Ṽ ε〉 (2.4.34)

+ 2〈OpBW
(
λσ|ξ|2σ

)
F Ṽ ε, Ṽ ε〉 (2.4.35)

− 2〈OpBW
(
λσ|ξ|2σ

)
OpBW

(
F−1

)
JOpBW (Aε)F−2

+ V ε, Ṽ ε〉 (2.4.36)

where in line (2.4.35) the operator F(U) is the bounded remainder of Lemma 2.4.3. We estimate each
contribution. First we consider line (2.4.33). Using Theorem 2.2.13 with % = 2, the principal symbol of the
commutator is

i−1
{
λσ|ξ|2σ,

√
mK(m)λ|ξ|2χ

(
ελ|ξ|2

)}
= 0 ,

and, using (2.4.14), (2.4.12) and assumption (2.4.2), we get

|(2.4.33)| ≤ C ′Θ‖Ṽ ε‖2σ ≤ CΘ‖V ε‖2σ . (2.4.37)

Similarly, using Theorem 2.2.13 with % = 1, Theorem 2.2.12, (2.4.12) and estimates (2.4.31) and (2.4.16),
we obtain

|(2.4.34)|+ |(2.4.35)|+ |(2.4.36)| ≤ CΘ‖V ε‖2σ . (2.4.38)

In conclusion, by (2.4.29), (2.4.37), (2.4.38), we deduce the bound d
dt‖V

ε(t)‖2σ,U(t) ≤ CΘ‖V ε(t)‖2σ, that
gives, for any t ∈ [0,T ]

‖V ε(t)‖2σ,U(t) ≤ ‖V
ε(0)‖2σ,U(0) + CΘ

∫ t

0
‖V ε(τ)‖2σ dτ

(2.4.21)
≤ Cr‖V ε(0)‖2σ + CΘ

∫ t

0
‖V ε(τ)‖2σ dτ . (2.4.39)
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Since V ε(t) solves (2.4.17), by Theorem 2.2.12, (2.4.12), (2.4.14) there exists a constant CΘ > 0 (indepen-
dent on ε) such that ‖∂tV ε(t)‖2−2 ≤ CΘ‖V ε(t)‖20 ≤ CΘ‖V ε(t)‖2σ and therefore

‖V ε(t)‖2−2 ≤ ‖V ε(0)‖2−2 + CΘ

∫ t

0
‖V ε(τ)‖2σ dτ , ∀t ∈ [0,T ] . (2.4.40)

We finally deduce (2.4.18) by (2.4.39), the lower bound in (2.4.21) and (2.4.40). The estimate (2.4.19)
follows by Gronwall inequality.

Proof of Proposition 2.4.2. By Proposition 2.4.4, Ascoli-Arzelá theorem ensures that, for any σ ≥ 0, V ε

converges up to subsequence to a limit V in C1([0,T ],Ḣσ), as ε → 0 that solves (2.4.3) with R(t) = 0,
initial datum V0 ∈ Ċ∞, and satisfies ‖V (t)‖σ ≤ Cre

CΘt‖V0‖σ, for any σ ≥ 0. The case V0 ∈ Ḣσ

follows by a classical approximation argument with smooth initial data. This shows that the propagator of
JOpBW (A2(U(t);x,ξ) +A1(U(t);x,ξ)) is, for any σ ≥ 0, a well defined bounded linear operator

Φ(t) : Ḣσ 7→ Ḣσ , V0 7→ Φ(t)V0 := V (t) , ∀t ∈ [0,T ] , satisfying ‖Φ(t)V0‖σ ≤ CreCΘt‖V0‖σ .

In the in-homogeneous case R 6= 0, the solutions of (2.4.3) is given by the Duhamel formula V (t) =
Φ(t)V0 + Φ(t)

∫ t
0 Φ−1(τ)R(τ)dτ , and the estimate (2.4.4) follows.

2.4.3 Iterative scheme

In order to prove that the nonlinear system (2.3.4) has a local in time solution we consider the sequence of
linear Cauchy problems

P1 :=

{
∂tU1 = −J

√
mK(m)∆U1

U1(0) = U0 ,
Pn :=

{
∂tUn = JOpBW (A(Un−1;x,ξ))Un +R(Un−1)

Un(0) = U0 ,

for n ≥ 2, whereA := A2 +A1, cfr. (2.3.6), (4.5.39). The strategy is to prove that the sequence of solutions
Un of the approximated problems Pn converges to a solution U of system (2.3.4).

Lemma 2.4.6. Let U0 ∈ Ḣs, s > 2 + d
2 , such that ρ(U0) ∈ Qδ for some δ > 0 (recall (2.3.5) and (2.4.1))

and define r := 2‖U0‖s0 . Then there exists a time T := T (‖U0‖s0+2, δ) > 0 such that, for any n ∈ N:

(S0)n: The problem Pn admits a unique solution Un ∈ C0([0,T ],Ḣs) ∩ C1([0,T ],Ḣs−2).

(S1)n: For any t ∈ [0,T ], ρ(Un(t)) belongs to Q δ
2
.

(S2)n: There exists a constant Cr ≥ 1 (depending also on s) such that, defining Θ := 4Cr‖U0‖s0+2 and
M := 4Cr‖U0‖s, for any 1 ≤ m ≤ n one has

‖Um‖L∞T Ḣs0 ≤ r ; (2.4.41)

‖Um‖L∞T Ḣs0+2 ≤ Θ , ‖∂tUm‖L∞T Ḣs0 ≤ CrΘ; (2.4.42)

‖Um‖L∞T Ḣs ≤M , ‖∂tUm‖L∞T Ḣs−2 ≤ CrM . (2.4.43)

(S3)n: For 1 ≤ m ≤ n one has

‖U1‖L∞T Ḣs0 = r/2 , ‖Um − Um−1‖L∞T Ḣs0 ≤ 2−mr , m ≥ 2 .
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Proof. We prove the statement by induction on n ∈ N. Given r > 0, we define

Cr := max{1,Cr,s0 , Cr,s0+2, Cr,s, 2C(r)} ,

where Cr,σ is the constant in Proposition 2.4.2 (where we stress that it depends also on σ) and C(·) is the
function in (2.3.9) and (2.3.11). In the following we shall denote by CΘ all the constants depending on Θ,
which can vary from line to line.
Proof of (S0)1: The problem P1 admits a unique global solution which preserves the Sobolev norms.
Proof of (S1)1: We have ρ(U0) ∈ Qδ. In addition

‖ρ(U1(t)− U0)‖L∞(Td) . ‖U1(t)− U0‖s0 . T‖U0‖s0+2 ≤ δ/2

for T := T (‖U0‖s0+2, δ) > 0 sufficiently small, which implies ρ(U1(t)) ∈ Q δ
2
, for any t ∈ [0,T ].

Proof of (S2)1 and (S3)1: The flow of P1 is an isometry and M ≥ ‖U0‖s, Θ ≥ ‖U0‖s0+2.
Suppose that (S0)n−1–(S3)n−1 hold true. We prove (S0)n–(S3)n.

Proof of (S0)n: We apply Proposition 2.4.2 with σ = s, U ; Un−1 andR(t) := R(Un−1(t)). By (S1)n−1

and (S2)n−1, the function Un−1 satisfies assumption (2.4.2) with Θ ; (1 +Cr)Θ. In addition R(Un−1(t))
belongs to C0([0,T ],Ḣs) thanks to (2.3.12) and Un−1 ∈ C0([0,T ];Ḣs). Thus Proposition 2.4.2 with σ = s
implies (S0)n. In particular Un satisfies the estimate (2.4.4).
Proof of (S2)n: We first prove (2.4.42). The estimate (2.4.4) with σ = s0 + 2, the bound (2.3.11) of
R(Un−1(t)) and (2.4.42) at the step n− 1, imply

‖Un‖L∞T Ḣs0+2 ≤ CreCΘT ‖U0‖s0+2 + TCΘe
CΘTΘ . (2.4.44)

As Θ = 4Cr‖U0‖s0+2, we take T > 0 small such that

CΘT ≤ 1 , TCΘe
CΘT ≤ 1/4 , (2.4.45)

which, by (2.4.44), gives ‖Un‖L∞T Ḣs0+2 ≤ Θ. This proves the first estimate of (2.4.42). Regarding the
control of ∂tUn, we use the equation Pn, the second estimate in (2.3.11) and (2.3.9) with σ = s0 to obtain

‖∂tUn(t)‖s0 ≤ C(‖Un−1(t)‖s0)‖Un(t)‖s0+2 + C(‖Un−1(t)‖s0)‖Un−1(t)‖s0+2 ≤ CrΘ (2.4.46)

which proves the second estimate of (2.4.42).
Next we prove (2.4.43). Applying estimate (2.4.4) with σ = s, we have

‖Un‖L∞T Ḣs ≤ CreCΘT ‖U0‖s + TCΘe
CΘTM ≤M

for M = 4Cr‖U0‖s and since T > 0 is chosen as in (2.4.45). The estimate for ‖∂tUn‖s−2 is similar to
(2.4.46), and we omit it. Estimate (2.4.41) is a consequence of (S3)n, which we prove below.
Proof of (S1)n: We use estimate (2.4.46) to get

‖ρ(Un(t)− U0)‖L∞(Td) ≤ C‖Un(t)− U0‖s0 ≤ C
∫ T

0
‖∂tUn(t)‖s0 dt ≤ CCr T Θ ≤ δ/2

provided that T < δ/(2CCrΘ). This shows that ρ(Un(t)) ∈ Q δ
2
.

Proof of (S3)n: Define Vn := Un − Un−1 if n ≥ 2 and V1 := U1. Note that Vn, n ≥ 2, solves

∂tVn = JOpBW (A(Un−1))Vn + fn , Vn(0) = 0 , (2.4.47)
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where A := A2 +A1 and

fn := JOpBW (A(Un−1)−A(Un−2))Un−1 +R(Un−1)−R(Un−2) , for n > 2 ,

f2 := JOpBW
(
A(U1)−

√
mK(m)|ξ|2

)
U1 +R(U1) .

Applying estimates (2.3.13), (2.3.10), (2.3.11) and (2.4.42) we obtain, for n ≥ 2,

‖fn‖s0 ≤ CΘ‖Vn−1‖s0 , ∀t ∈ [0,T ] . (2.4.48)

We apply Proposition 2.4.2 to (2.4.47) with σ = s0. Thus by (2.4.4) and (2.4.48) we get

‖Vn‖L∞T Ḣs0 ≤ CΘe
CΘTT‖fn‖L∞T Ḣs0 ≤ CΘe

CΘTT‖Vn−1‖L∞T Ḣs0 ≤
1

2
‖Vn−1‖L∞T Ḣs0

provided CΘe
CΘTT ≤ 1

2 . The proof of Lemma 2.4.6 is complete.

Corollary 2.4.7. With the same assumptions of Lemma 2.4.6, for any s0 + 2 ≤ s′ < s:

(i) (Un)n≥1 is a Cauchy sequence in C0([0,T ],Ḣs′)∩C1([0,T ],Ḣs′−2) with T = T (‖U0‖s0+2, δ) given
by Lemma 2.4.6. It converges to the unique solution U(t) of (2.3.4) with initial datum U0, U(t) is in
C0([0,T ],Ḣs′) ∩ C1([0,T ],Ḣs′−2). Moreover ρ(U(t)) ∈ Q, ∀t ∈ [0,T ].

(ii) For any t ∈ [0,T ], U(t) ∈ Ḣs and ‖U(t)‖s ≤ 4Cr‖U0‖s where Cr is the constant of (S2)n.

Proof. (i) If s′ = s0 it is the content of (S3)n. For s′ ∈ (s0,s), we use interpolation estimate (2.2.83),
(2.4.43) and (S3)n to get, for n ≥ 2,

‖Un − Un−1‖L∞T Ḣs′ ≤ ‖Un − Un−1‖θL∞T Ḣs0
‖Un − Un−1‖1−θL∞T Ḣs

≤ 2−nθCM ,

where θ ∈ (0,1) is chosen so that s′ = θs0+(1−θ)s. Thus (Un)n≥1 is a Cauchy sequence inC0([0,T ],Ḣs′);
we denote by U(t) ∈ C0([0,T ],Ḣs′) its limit. Similarly using that ∂tUn solves Pn, one proves that ∂tUn is
a Cauchy sequence in C0([0,T ],Ḣs′−2) that converges to ∂tU in C0([0,T ],Ḣs′−2). In order to prove that
U(t) solves (2.3.4), it is enough to show that

R(U,Un−1,Un) := JOpBW (A(Un−1))Un − JOpBW (A(U))U +R(Un−1)−R(U)

converges to 0 in L∞T Ḣs′−2. This holds true because by estimates (2.2.85), (2.3.10), (2.3.12), (S2)n, and
the fact that U(t) ∈ C0([0,T ],Ḣs′), we have

‖R(U,Un−1,Un)‖L∞T Ḣs′−2 ≤ CM
(
‖U − Un−1‖L∞T Ḣs′ + ‖U − Un−1‖L∞T Ḣs0+2 + ‖U − Un‖L∞T Ḣs′

)
which converges to 0 as n→∞.

Let us now prove the uniqueness. Suppose that V1,V2 ∈ C0([0,T ],Ḣs′)∩C1([0,T ],Ḣs′−2) are solutions
of (2.3.4) with initial datum U0. Then W := V1 − V2 solves

∂tW = JOpBW (A(V1))W + R(t) , W (0) = 0 ,

where R(t) := JOpBW (A(V1)−A(V2))V2 +R(V1)−R(V2). Applying Proposition 2.4.2 with σ = s0 and
Θ, r defined by

Θ := max
j=1,2

(
‖Vj‖L∞T Ḣs0+2 + ‖∂tVj‖L∞T Ḣs0

)
, r := max

j=1,2
‖Vj‖L∞T Ḣs0 ,



72 CHAPTER 2. LOCAL WELL POSEDNESS OF THE EULER-KORTEWEG SYSTEM

together with estimates (2.3.13) and (2.3.10) we have, for any t ∈ [0,T ],

‖W‖L∞t Ḣs0 ≤ CΘe
CΘtt‖R‖L∞t Ḣs0 ≤ CΘe

CΘtt‖W‖L∞t Ḣs0 .

Therefore, provided t is so small that CΘe
CΘtt < 1, we get V1(τ) = V2(τ) ∀τ ∈ [0, t]. As (2.3.4) is

autonomous, actually one has V1(t) = V2(t) for all t ∈ [0,T ]. This proves the uniqueness.
Finally, as ρ(Un(t)) ∈ Q δ

2
and Un(t)→ U(t) in Ḣs0 , then ρ(U(t)) ∈ Q δ

2
⊂ Q.

(ii) Since ‖Un(t)‖s ≤ 4Cr‖U0‖s and Un(t)→ U(t) in Ḣs′ then ‖U(t)‖s ≤ 4Cr‖U0‖s.

Let ΠNU :=
( ∑

1≤|j|≤N

uje
ij·x,

∑
1≤|j|≤N

uje
−ij·x

)
. We need below the following technical lemma.

Lemma 2.4.8. Let U0 ∈ Ḣs, s > 2 + d
2 , with ρ(U0) ∈ Qδ for some δ > 0. Then there exists a time

T̃ := T̃ (‖U0‖s0+2, δ) > 0 and N0 > 0 such that for any N > N0:

(i) system (2.3.4) with initial datum ΠNU0 has a unique solution UN ∈ C0([0, T̃ ],Ḣs+2).

(ii) Let U be the unique solution of (2.3.4) with initial datum U0 defined in the time interval [0,T ] (which
exists by Corollary 2.4.7). Then there is T̆ < min{T, T̃}, depending on ‖U0‖s, independent of N ,
such that

‖U − UN‖L∞
T̆
Ḣs ≤ C(‖U0‖s)

(
‖U0 −ΠNU0‖s +N s0+2−s) . (2.4.49)

In particular UN → U in C0([0, T̆ ],Ḣs) when N →∞.

Proof. Clearly ΠNU0 ∈ Ċ∞. Moreover, as ‖ρ(U0 − ΠNU0)‖L∞(Td) → 0 when N → ∞, one has
ρ(ΠNU0) ∈ Q δ

2
provided N ≥ N0 is sufficiently large. So we can apply Corollary 2.4.7 and obtain a

time T̃ > 0, independent on N , and a unique solution UN ∈ C0([0, T̃ ],Ḣs+2) of (2.3.4) with initial datum
ΠNU0. Moreover, by item (ii) of that corollary, setting r = 2‖ΠNU0‖s0 ,

‖UN‖L∞
T̃
Ḣs ≤ 4Cr‖ΠNU0‖s ≤ C(‖U0‖s0)‖U0‖s , (2.4.50)

‖UN‖L∞
T̃
Ḣs+2 ≤ 4Cr‖ΠNU0‖s+2 ≤ C(‖U0‖s0)N2 ‖U0‖s . (2.4.51)

This proves item (i). In the following let T̆ ≤ min{T̃,T}.
Let us prove (ii). Let Θ := ‖U‖L∞

T̆
Ḣs0+2 + ‖∂tU‖L∞

T̆
Ḣs0 and r := ‖U‖L∞

T̆
Ḣs0 . The function WN (t) :=

U(t)−UN (t) satisfies ‖WN (t)‖s ≤ ‖U(t)‖s+‖UN (t)‖s ≤ C(‖U0‖s), ∀t ∈ [0, T̆ ], by Corollary 2.4.7-(ii).
Moreover, WN solves

∂tWN = JOpBW (A(U))WN + R(t) , WN (0) = U0 −ΠNU0

where R(t) := JOpBW (A(U)−A(UN ))UN + R(U) − R(UN ). Applying Proposition 2.4.2 with σ = s0

and estimates (2.3.10), (2.3.13), (2.4.50) one obtains

‖WN‖L∞
T̆
Ḣs0 ≤ CreCΘT̆ ‖U0 −ΠNU0‖s0 + T̆CΘe

CΘT̆ C(‖U0‖s0+2)‖WN‖L∞
T̆
Ḣs0 ,

which, provided T̆ is so small that T̆CΘe
CΘT̆ C(‖U0‖s0+2) ≤ 1

2 (eventually shrinking it), gives

‖WN‖L∞
T̆
Ḣs0 ≤ Cr‖U0 −ΠNU0‖s0 ≤ CrN s0−s‖U0‖s . (2.4.52)
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Similarly one estimates ‖WN (t)‖Ḣs , getting

‖WN‖L∞
T̆
Ḣs

≤ CreCΘT̆ ‖U0 −ΠNU0‖s + CΘe
CΘT̆ T̆C

(
‖U0‖s

) (
‖WN‖L∞

T̆
Ḣs0‖UN‖L∞

T̆
Ḣs+2 + ‖WN‖L∞

T̆
Ḣs

)
(2.4.51),(2.4.52)

≤ Cre
CΘT̆ ‖U0 −ΠNU0‖s + CΘe

CΘT̆ T̆C(‖U0‖s)
(
N s0−s+2 + ‖WN‖L∞

T̆
Ḣs

)
from which (2.4.49) follows provided T̆ (depending on ‖U0‖s) is sufficiently small.

Proof of Proposition 2.4.1: Given an initial datum U0 ∈ Ḣs with ρ(U0) ∈ Q, choose δ > 0 so small
that ρ(U0) ∈ Qδ. Then Corollary 2.4.7 gives us a time T = T (‖U0‖s0+2, δ) > 0 and a unique solution
U ∈ C0([0,T ],Ḣs′) ∩ C1([0,T ],Ḣs′−2), ∀s0 + 2 ≤ s′ < s, of (2.3.4) with initial datum U0. Now take an
open neighborhood U ⊂ Ḣs of U0 such that ∀V ∈ U one has ρ(V ) ∈ Q δ

2
and ‖V ‖s ≤ 2‖U0‖s. Then there

exists T̃ ∈ (0,T ] such that the flow map of (2.3.4),

Ωt : U → Ḣs ∩
{
U ∈ Ḣs : ρ(U) ∈ Q δ

4

}
, U0 7→ Ωt(U0) := U(t) ,

is well defined for any t ∈ [0, T̃ ], it satisfies the group property

Ωt+τ = Ωt ◦ Ωτ , ∀t,τ, t+ τ ∈ [0, T̃ ] , (2.4.53)

and ‖Ωt(U0)‖s ≤ C(‖U0‖s) for all U0 ∈ U , t ∈ [0, T̃ ]. For simplicity of notation in the sequel we denote
by T a time, independent of N , smaller than T̃ .
Continuity of t 7→ U(t): We show that U ∈ C0([0,T ],Ḣs). By (2.4.53), it is enough to prove that
t 7→ U(t) is continuous in a neighborhood of t = 0. This follows by Lemma 2.4.8, as U is the uniform limit
of continuous functions.
Continuity of the flow map: We shall follow the method by [39, 22]. Let Un0 → U0 ∈ Ḣs and pick δ > 0
such that ρ(Un0 ), ρ(U0), ρ(ΠNU

n
0 ), ρ(ΠNU0) ∈ Qδ, for any n ≥ n0, N ≥ N0 sufficiently large. Denote

by Un,U ∈ C0([0,T ],Ḣs) the solutions of (2.3.4) with initial data Un0 , respectively U0, and UN (t) :=
Ωt(ΠNU0), UnN (t) := Ωt(ΠNU

n
0 ). Note that these solutions are well defined in Ḣs up to a common time

T ′ ∈ (0,T ], depending on ‖U0‖s, thanks to Lemma 2.4.8. By triangular inequality we have, by (2.4.49), for
any n ≥ n0, N ≥ N0,

‖Un − U‖L∞T Ḣs ≤ ‖Un − UnN‖L∞T Ḣs + ‖UnN − UN‖L∞T Ḣs + ‖UN − U‖L∞T Ḣs (2.4.54)

≤ C(‖U0‖s)
(
‖(Id−ΠN )Un0 ‖s + ‖(Id−ΠN )U0‖s +N s0+2−s)+ ‖UnN − UN‖L∞T Ḣs

≤ C(‖U0‖s)
(
‖(Id−ΠN )U0‖s +N s0+2−s)+ C(‖U0‖s)‖U

n
0 − U0‖s + ‖UnN − UN‖L∞T Ḣs .

For any ε > 0, since s > s0 + 2, there exists Nε ∈ N (independent of n) such that

C(‖U0‖s)
(
‖(Id−ΠNε)U0‖s +N s0+2−s

ε

)
≤ ε/2 . (2.4.55)

Consider now the term ‖UnN − UN‖L∞T Ḣs . As ΠNU0,ΠNU
n
0 ∈ Ċ∞, the solutions UN (t), UnN (t) belong

actually to Ḣs+2. By interpolation and by item (ii) of Corollary 2.4.7 applied with s ; s+ 2 one has, for
s+ 2 = θs0 + (1− θ)(s+ 2),

‖UnNε − UNε‖L∞T Ḣs ≤ C
(
‖ΠNεU0‖s+2,‖ΠNεU

n
0 ‖s+2

)
‖UnNε − UNε‖

θ
L∞T Ḣs0

≤ C
(
N2
ε ‖U0‖s

)
‖UnNε − UNε‖

θ
L∞T Ḣs0

. (2.4.56)
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Arguing in the same way of the proof of (2.4.52) one obtains

‖UnNε − UNε‖L∞T Ḣs0 ≤ C
(
‖U0‖s0+2

)
‖ΠNε(U

n
0 − U0)‖s0 . (2.4.57)

By (2.4.54)-(2.4.57), we have limsupn→∞ ‖Un − U‖L∞T Ḣs ≤ ε, ∀ε ∈ (0,1).



Chapter 3

Long-time stability of QHD

In this chapter we prove the long-time result outlined in Section 1.1.2. In Section 3.1 we provide an intro-
duction to the problem, the statement of the main result already described in Section 1.1.2 as well as a more
detailed literature.

3.1 Introduction to Chapter 3

We consider the quantum hydrodynamic system on an irrational torus of dimension 2 or 3∂tρ = −m∆φ− div(ρ∇φ)

∂tφ = −1
2 |∇φ|

2 − g(m + ρ) +
κ

m + ρ
∆ρ− κ

2(m + ρ)2
|∇ρ|2 , (QHD)

where m > 0, κ > 0, the function g belongs to C∞(R+;R) and g(m) = 0. The function ρ(t,x) is such that
ρ(t,x) + m > 0 and it has zero average in x. The space variable x belongs to the irrational torus

Tdν := (R/2πν1Z)× ·· · × (R/2πνdZ) , d = 2,3 , (3.1.1)

with ν = (ν1, . . . ,νd) ∈ [1,2]d. We assume the strong ellipticity condition

g′(m) > 0. (3.1.2)

We shall consider an initial condition (ρ0,φ0) having small size ε � 1 in the standard Sobolev space
Hs(Tdν) with s � 1. Since the equation has a quadratic nonlinear term, the local existence theory (which
may be obtained in the spirit of [32, 72]) implies that the solution of (QHD) remains of size ε for times of
magnitude O(ε−1). The aim of the present chapter is to prove that, for generic irrational tori, the solution
remains of size ε for longer times.

For φ ∈ Hs(Tdν) we define

Π0φ :=
1

(2π)dν1 · · ·νd

∫
Tdν
φ(x)dx, Π⊥0 := id−Π0 . (3.1.3)

Our main result is the following.

Theorem 3.1.1. Let d = 2 or d = 3. There exists s0 ≡ s0(d) ∈ R such that for almost all ν ∈ [1,2]d, for
any s ≥ s0, m > 0, κ > 0 there exist C > 0, ε0 > 0 such that for any 0 < ε ≤ ε0 we have the following.
For any initial data (ρ0,φ0) ∈ Hs

0(Tdν)×Hs(Tdν) such that

‖ρ0‖Hs(Tdν) + ‖Π⊥0 φ0‖Hs(Tdν) ≤ ε, (3.1.4)

75
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there exists a unique solution of (QHD) with (ρ(0),φ(0)) = (ρ0,φ0) such that

(ρ(t),φ(t)) ∈ C0
(
[0,Tε);H

s(Tdν)×Hs(Tdν)
)⋂

C1
(
[0,Tε);H

s−2(Tdν)×Hs−2(Tdν)
)
,

sup
t∈[0,Tε)

(
‖ρ(t, ·)‖Hs(Tdν) + ‖Π⊥0 φ(t, ·)‖Hs(Tdν)

)
≤ Cε, Tε ≥ ε−1− 1

d−1 log−d−2
(
1 + ε

1
1−d
)
.

(3.1.5)

Derivation from Euler-Korteweg system. The (QHD) is derived from the compressible Euler-Korteweg
system1 {

∂tρ+ div(ρ~u) = 0

∂t~u+ ~u · ∇~u+∇g(ρ) = ∇
(
K(ρ)∆ρ+ 1

2K
′(ρ)|∇ρ|2

)
,

(EK)

where the function ρ(t,x) > 0 is the density of the fluid and ~u(t,x) ∈ Rd is the time dependent velocity
field; we assume that K(ρ),g(ρ) ∈ C∞(R+;R) and that K(ρ) > 0. In particular, in (QHD), we assumed

K(ρ) =
κ

ρ
, κ ∈ R+ . (3.1.6)

We look for solutions ~u which stay irrotational for all times, i.e.,

~u = ~c(t) +∇φ, ~c(t) ∈ Rd , ~c(t) =
1

(2π)dν1 · · ·νd

∫
Tdν
~udx, (3.1.7)

where φ : Tdν → R is a scalar potential. By the second equation in (EK) and using that rot~u = 0 we deduce

∂t~c(t) = − 1

(2π)dν1 · · ·νd

∫
Tdν
~u · ∇~udx = 0 ⇒ ~c(t) = ~c(0) .

The system (EK) is Galilean invariant, i.e., if (ρ(t,x),~u(t,x)) solves (EK) then also

ρ~c(t,x) := ρ(t,x+ ~ct) , ~u~c(t,x) := ~u(t,x+ ~ct)− ~c,

solves (EK). Then we can always assume that ~u = ∇φ for some scalar potential φ : Tdν → R. The system
(EK) reads {

∂tρ+ div(ρ∇φ) = 0

∂tφ+ 1
2 |∇φ|

2 + g(ρ) = K(ρ)∆ρ+ 1
2K
′(ρ)|∇ρ|2 .

(3.1.8)

Notice that the average
1

(2π)dν1 · · ·νd

∫
Tdν
ρ(x)dx = m ∈ R , (3.1.9)

is a constant of motion of (3.1.8). Notice also that the vector field of (3.1.8) depends only on Π⊥0 φ (see
(3.1.3)). In view of (3.1.9) we rewrite ρ m + ρ where ρ is a function with zero average. Then, the system
(3.1.8) (recall also (3.1.6)) becomes (QHD).

Phase space and notation. In this chapter we work with functions belonging to the Sobolev space

Hs(Tdν) :=
{
u(x) =

1

(2π)d/2

∑
j∈Zdν

uje
ij·x : ‖u(·)‖2Hs(Tdν) :=

∑
j∈Zdν

〈j〉2s|uj |2 < +∞
}
, (3.1.10)

1Some authors prefer to write the second equation in terms of the current density J := ρ~u, see for instance [9].
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where 〈j〉 :=
√

1 + |j|2 for j ∈ Zdν with Zdν := (Z/ν1) × ·· · × (Z/νd). The natural phase space for
(QHD) is Hs

0(Tdν) × Ḣs(Tdν) where Ḣ
s
(Tdν) := Hs(Tdν)/∼ is the homogeneous Sobolev space obtained

by the equivalence relation ψ1(x) ∼ ψ2(x) if and only if ψ1(x) − ψ2(x) = c is a constant; Hs
0(Tdν) is the

subspace of Hs(Tdν) of functions with zero average. Despite this fact we prefer to work with a couple of
variable (ρ,φ) ∈ Hs

0(Tdν)×Hs(Tdν) but at the end we control only the norm ‖Π⊥0 φ‖Hs(Tdν) which in fact is
the relevant quantity for (QHD). To lighten the notation we shall write ‖ · ‖Hs

ν
to denote ‖ · ‖Hs(Tdν).

In the following we will use the notation A . B to denote A ≤ CB where C is a positive constant
depending on parameters fixed once for all, for instance d and s. We will emphasize by writing .q when
the constant C depends on some other parameter q.

Ideas of the proof. The general (EK) is a system of quasi-linear equations. The case (QHD), i.e., the
system (EK) with the particular choice (3.1.6), reduces, for small solutions, to a semi-linear equation, more
precisely to a nonlinear Schrödinger equation. This is a consequence of the fact that the Madelung transform
(introduced for the first time in the seminal work by Madelung [96]) is well defined for small solutions. In
other words one can introduce the new variable ψ :=

√
m + ρeiφ/~ (see Section 3.2 for details), where

~ = 2
√
κ, obtaining the equation

∂tψ = i
(~

2
∆ψ − 1

~
g(|ψ|2)ψ

)
.

Since g(m) = 0, such an equation has an equilibrium point at ψ =
√
m. The study of the stability of small

solutions for (QHD) is equivalent to the study of the stability of the variable z = ψ −
√
m. The equation for

the variable z reads

∂tz = −i
(~|D|2ν

2
+

mg′(m)

~
)
z − i

mg′(m)

~
z + f(z),

where f is a smooth function having a zero of order 2 at z = 0, i.e., |f(z)| . |z|2, and |D|2ν is the Fourier
multiplier with symbol

|ξ|2ν :=

d∑
i=1

ai|ξi|2 , ai := ν2
i , ∀ξ ∈ Zd . (3.1.11)

The aim is to use a Birkhoff normal form/modified energy technique in order to reduce the size of the non-
linearity f(z). To do that, it is convenient to perform some preliminary reductions. First of all we want to
eliminate the addendum −img

′(m)
~ z. In other words we want to diagonalize the matrix

L =

(
~
2 |D|

2
ν + 1

~mg
′(m) 1

~mg
′(m)

1
~mg
′(m) ~

2 |D|
2
ν + 1

~mg
′(m)

)
. (3.1.12)

To achieve the diagonalization of this matrix it is necessary to rewrite the equation in a system of coordinates
which does not involve the zero mode. We perform this reduction in Section 3.2.2: we use the gauge
invariance of the equation as well as the L2 norm preservation to eliminate the dynamics of the zero mode.
This idea has been introduced for the first time in [65]. After the diagonalization of the matrix in (3.1.12)
we end up with a diagonal, quadratic, semi-linear equation with dispersion law

ω(j) :=

√
~2

4
|j|4ν + mg′(m)|j|2ν , (3.1.13)

where j is a vector in Zd \ {0}. At this point we are ready to define a suitable modified energy. Our primary
aim is to control the derivative of the Hs-norm of the solution

d

dt
‖z̃(t)‖2Hs , (3.1.14)
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where z̃ is the variable of the diagonalized system, for the longest time possible. Using the equation, such
a quantity may be rewritten as the sum of tri-linear expressions in z̃. We perturb the Sobolev energy by ex-
pressions homogeneous of degree at least 3 such that their time derivatives cancel out the main contribution
(i.e., the one coming from cubic terms) in (3.1.14), up to remainders of higher order. In trying to do this
small dividers appear, i.e. denominators of the form

±ω(j1)± ω(j2)± ω(j3) .

It is fundamental that the perturbations we define is bounded by some power of ‖z̃‖Hs , with the same s in
(3.1.14), otherwise we obtain an estimate with loss of derivatives. Therefore we need to impose some lower
bounds on the small dividers. Here it enters in the game the irrationality of the torus ν. We prove indeed
that for almost any ν ∈ [1,2]d, there exists γ > 0 such that

| ± ω(j1)± ω(j2)± ω(j3)| ≥ γ

µd−1
1 logd+1

(
1 + µ2

1

)
µ
M(d)
3

,

if ±j1± j2± j3 = 0, we denoted by M(d) a positive constant depending on the dimension d and µi the i-st
largest integer among |j1|, |j2| and |j3|. It is nowadays well known, see for instance Section 1.1.5, that the
power of µ3 is not dangerous if we work inHs with s big enough. Unfortunately we have also a power of the
highest frequency µ1 which represents, in principle, a loss of derivatives. However, this loss of derivatives
may be transformed in a loss of length of the lifespan through partition of frequencies, as done for instance
in [56, 87, 68, 23].

Some comments. As already mentioned, an estimate on small divisors involving only powers of µ3 is not
dangerous. We may obtain such an estimate when the equation is considered on the squared torus Td, using
as a parameter the mass m. In this case, indeed, one can obtain better estimates by following the proof in
[65]. This is a consequence of the fact that the set of differences of eigenvalues is discrete. This is not
the case of irrational tori with fixed mass, where the set of eigenvalues is not discrete. Having estimates
involving only µ3 one could actually prove an almost-global stability. More precisely one can prove, for
instance, that there exists a zero Lebesgue measure setN ⊂ [1,+∞), such that if m is in [1,+∞) \ N , then
for any N ≥ 1 if the initial condition is sufficiently regular (w.r.t. N ) and of size ε sufficiently small (w.r.t.
N ) then the solution stays of size ε for a time of order ε−N . The proof follows the lines of classical papers
such as [15, 19, 17] by using the Hamiltonian structure of the equation. More precisely, the system (QHD)
can be written in the form

∂t

(
ρ
φ

)
= XH(ρ,φ) =

(
∂φH(ρ,φ)
−∂ρH(ρ,φ)

)
, (3.1.15)

where ∂ denotes the L2-gradient and H(ρ,φ) is the Hamiltonian function

H(ρ,φ) =
1

2

∫
Tdν

(m + ρ)|∇φ|2dx+

∫
Tdν

(1

2

κ

m + ρ
|∇ρ|2 +G(m + ρ)

)
dx (3.1.16)

where G′(ρ) = g(ρ).
We do not know if the solution of (QHD) are globally defined. There are positive answers in the case

that the equation is posed on the Euclidean space Rd with d ≥ 3, see for instance [13] for strong global solu-
tions arising from small initial data (the local well posedness was previously analyzed by Benzoni Gavage,
Danchin and Descombes [22]). Exploiting the Madelung transformation Antonelli-Marcati [10] proved the
existence of global in time weak solutions of finite energy. Here the dispersive character of the equation is
taken into account. An overview of recent results, a discussion of the Madelung transform including vac-
uum regions can be found in Antonelli-Hientzsch-Marcati-Zheng [12] see also [9] and reference therein. It is
worth mentioning also the scattering result for the Gross–Pitaevskii equation [78]. Since we are considering
the equation on a compact manifold, the dispersive estimates are not available.
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3.2 From (QHD) to nonlinear Schrödinger

3.2.1 Madelung transform

For λ ∈ R+, we define the change of variable (Madelung transform)

ψ :=Mψ(ρ,φ) :=
√
m + ρeiλφ , ψ :=Mψ(ρ,φ) :=

√
m + ρe−iλφ . (M)

Notice that the inverse map has the form

m + ρ =M−1
ρ (ψ,ψ) := |ψ|2 , φ =M−1

φ (ψ,ψ) :=
1

λ
arctan

(
−i(ψ − ψ)

ψ + ψ

)
. (3.2.1)

In the following lemma we provide a well-posedness result for the Madelung transform.

Lemma 3.2.1. Define
1

4λ2
= κ, ~ :=

1

λ
= 2
√
κ. (3.2.2)

The following holds.
(i) Let s > d

2 and

δ :=
1

m
‖ρ‖Hs

ν
+

1√
κ
‖Π⊥0 φ‖Hs

ν
σ := Π0φ.

There is C = C(s) > 1 such that, if C(s)δ ≤ 1, then the function ψ in (M) satisfies

‖ψ −
√
meiλσ‖Hs

ν
≤ 2
√
mδ . (3.2.3)

(ii) Define
δ′ := inf

σ∈T
‖ψ −

√
meiσ‖Hs

ν
.

There is C ′ = C ′(s) > 1 such that, if C ′(s)δ′(
√
m)−1 ≤ 1, then the functions ρ,

1

m
‖ρ‖Hs

ν
+

1√
κ
‖Π⊥0 φ‖Hs

ν
≤ 8

1√
m
δ′ . (3.2.4)

Proof. The bound (3.2.3) follows by (M) and classical estimates on composition operators on Sobolev
spaces (see for instance [102]). Let us check the (3.2.4). By the first of (3.2.1), for any σ ∈ T, we have

‖ρ‖Hs
ν
≤‖
√
m(ψe−iσ −

√
m)‖Hs

ν
+ ‖
√
m(ψeiσ −

√
m)‖Hs

ν
+ ‖(ψe−iσ −

√
m)(ψeiσ −

√
m)‖Hs

ν
(3.2.5)

≤m
( 2√

m
‖ψ −

√
meiσ‖Hs

ν
+ (

1√
m
‖ψ −

√
meiσ‖Hs

ν
)2
)
. (3.2.6)

Therefore, by the arbitrariness of σ and using that (
√
m)−1δ′ � 1, one deduces

1

m
‖ρ‖Hs

ν
≤ 3

1√
m
δ′ .

Moreover we note that

‖(ψ − ψ)(ψ + ψ)−1‖Hs
ν
≤ 2

1√
m
‖ψ −

√
m‖Hs

ν
.
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Then by the second in (3.2.1), (3.2.2), composition estimates on Sobolev spaces and the smallness condition
(
√
m)−1δ′ � 1, one deduces, for any σ ∈ T such that (

√
m)−1‖ψ −

√
meiσ‖Hs

ν
� 1, that

1√
κ
‖Π⊥0 φ‖Hs

ν
+ 2‖Π⊥0 arctan

(−i(ψ − ψ)

ψ + ψ

)
‖Hs

ν

= 2‖Π⊥0 arctan
(−i(ψe−iσ − ψeiσ)

ψe−iσ + ψeiσ

)
‖Hs

ν

≤ 5√
m
‖ψ −

√
meiσ‖Hs

ν
.

Therefore the (3.2.4) follows.

We now rewrite equation (QHD) in the variable (ψ,ψ).

Lemma 3.2.2. Let (ρ,φ) ∈ Hs
0(Tdν) ×Hs(Tdν) be a solution of (QHD) defined over a time interval [0,T ],

T > 0, such that

sup
t∈[0,T )

(1

m
‖ρ(t, ·)‖Hs

ν
+

1√
κ
‖Π⊥0 φ(t, ·)‖Hs

ν

)
≤ ε (3.2.7)

for some ε > 0 small enough. Then the function ψ defined in (M) solves{
∂tψ = −i

(
− ~

2∆ψ + 1
~g(|ψ|2)ψ

)
ψ(0) =

√
m + ρ(0)eiφ(0) .

(3.2.8)

Remark 3.2.3. We remark that the assumption of Lemma 3.2.2 can be verified in the same spirit of the local
well-posedness results in [72] and [32].

Proof of Lemma 3.2.2. The smallness condition (3.2.7) implies that the function ψ is well-defined and sat-
isfies a bound like (3.2.3). We first note

∇ψ = (
1

2
√
m + ρ

∇ρ+ iλ
√
m + ρ∇φ)eiλφ , (3.2.9)

1

2λ2
|∇ψ|2 =

1

2

1

4λ2

1

m + ρ
|∇ρ|2 +

1

2
(m + ρ)|∇φ|2 . (3.2.10)

Moreover, using (QHD), (3.2.2), (M) and that

div(ρ∇φ) = ∇ρ · ∇φ+ ρ∆φ,

we get

∂tψ = ieiλφ
( ∆ρ

4λ
√
m + ρ

− |∇ρ|2

8λ(m + ρ)
3
2

+
i
√
m + ρ∆φ

2
−
√
m + ρλ|∇φ|2

2
+

i∇ρ · ∇φ
2
√
m + ρ

)
− iλg(|ψ|2)ψ .

(3.2.11)

On the other hand, by (3.2.9), we have

i∆ψ = ieλφ
( ∆ρ

2
√
m + ρ

− |∇ρ|2

4(m + ρ)
3
2

+ iλ
√
m + ρ∆φ− λ2√m + ρ|∇φ|2 +

iλ∇ρ · ∇φ√
m + ρ

)
. (3.2.12)

Therefore, by (3.2.11), (3.2.12), we deduce

∂tψ =
i

2λ
∆ψ − iλg(|ψ|2)ψ , where

1

λ
= ~ , (3.2.13)

which is the (3.2.8).
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Notice that the (3.2.8) is an Hamiltonian equation of the form

∂tψ = −i∂ψH(ψ,ψ) , H(ψ,ψ) =

∫
Tdν

(~
2
|∇ψ|2 +

1

~
G(|ψ|2)

)
dx, (3.2.14)

where ∂ψ = (∂Reψ + i∂Imψ)/2 and the function G is a primitive of g. The Poisson bracket is

{H,G} := −i

∫
Tdν
∂ψH∂ψG − ∂ψH∂ψGdx. (3.2.15)

3.2.2 Elimination of the zero mode

In the following it would be convenient to rescale the space variables x ∈ Tdν  ν ·x with x ∈ Td and work
with functions belonging to the Sobolev space Hs(Td) := Hs(Td1), i.e., the Sobolev space in (3.1.10) with
ν = (1, . . . ,1). By using the notation ψ = (2π)−

d
2
∑

j∈Zd ψje
ij·x, we introduce the set of variables{

ψ0 = αe−iθ α ∈ [0,+∞) , θ ∈ T
ψj = zje

−iθ j 6= 0 ,
(3.2.16)

which are the polar coordinates for j = 0 and a phase translation for j 6= 0. Rewriting (3.2.14) in Fourier
coordinates one has

i∂tψj = ∂ψjH(ψ,ψ) , j ∈ Zd , (3.2.17)

whereH is defined in (3.2.14). We define also the zero mean variable

z := (2π)−
d
2

∑
j∈Zd\{0}

zje
ij·x . (3.2.18)

By (3.2.16) and (3.2.18) one has
ψ = (α+ z)eiθ , (3.2.19)

and it is easy to prove that the quantity

m :=
∑
j∈Zd
|ψj |2 = α2 +

∑
j 6=0

|zj |2

is a constant of motion for (3.2.8). Using (3.2.16), one can completely recover the real variable α in terms
of {zj}j∈Zd\{0} as

α =

√
m−

∑
j 6=0

|zj |2 . (3.2.20)

Note also that the (ρ,φ) variables in (3.2.1) do not depend on the angular variable θ defined above. This
implies that system (QHD) is completely described by the complex variable z. On the other hand, using

∂ψjH(ψeiθ,ψeiθ) = ∂ψjH(ψ,ψ)eiθ ,

one obtains {
i∂tα+ ∂tθα = Π0

(
g(|α+ z|2)(α+ z)

)
i∂tzj + ∂tθzj = ∂H

∂ψj
(α+ z,α+ z) .

(3.2.21)
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Taking the real part of the first equation in (3.2.21) we obtain

∂tθ =
1

α
Π0

(
1

~
g(|α+ z|2)Re(α+ z)

)
=

1

2α
∂αH(α,z,z) , (3.2.22)

where (recall (3.1.11))

H̃(α,z,z) :=
~
2

∫
Td
|D|2νz · zdx+

1

~

∫
Td
G(|α+ z|2)dx. (3.2.23)

By (3.2.22), (3.2.21) and using that

∂ψjH(α+ z,α+ z) = ∂zjH̃(α,z,z) ,

one obtains
i∂tzj =∂zjH̃(α,z,z)− zj

2α
∂αH̃(α,z,z) = ∂zjKm(z,z) , j 6= 0 , (3.2.24)

where
Km(z,z) := H̃(α,z,z)|α=

√
m−

∑
j 6=0 |zj |2

.

We resume the above discussion in the following lemma.

Lemma 3.2.4. The following holds.
(i) Let s > d

2 and

δ :=
1

m
‖ρ‖Hs +

1√
κ
‖Π⊥0 φ‖Hs , θ := Π0φ.

There is C = C(s) > 1 such that, if C(s)δ ≤ 1, then the function z in (3.2.18) satisfies

‖z‖Hs ≤ 2
√
mδ . (3.2.25)

(ii) Define
δ′ := ‖z‖Hs .

There is C ′ = C ′(s) > 1 such that, if C ′(s)δ′(
√
m)−1 ≤ 1, then the functions ρ,

1

m
‖ρ‖Hs +

1√
κ
‖Π⊥0 φ‖Hs ≤ 16

1√
m
δ′ . (3.2.26)

(iii) Let (ρ,φ) ∈ Hs
0(Tdν) × Hs(Tdν) be a solution of (QHD) defined over a time interval [0,T ], T > 0,

such that
sup
t∈[0,T )

(1

m
‖ρ(t, ·)‖Hs +

1√
κ
‖Π⊥0 φ(t, ·)‖Hs

)
≤ ε

for some ε > 0 small enough. Then the function z ∈ Hs
0(Tdν) defined in (3.2.18) solves (3.2.24).

Proof. We note that

‖z‖Hs = ‖Π⊥0 ψ‖Hs ≤ ‖ψ −
√
meiθ‖Hs

(3.2.3)
≤ 2

√
mδ , (3.2.27)

which proves (3.2.25). In order to prove (3.2.26) we note that

inf
σ∈T
‖ψ −

√
meiσ‖Hs ≤ ‖ψ −

√
meiθ‖Hs = ‖α−

√
m + z‖Hs

≤
∣∣∣∣√m− ‖z‖2

L2 −
√
m

∣∣∣∣+ ‖z‖Hs ≤ 2δ′ ,

so that the (3.2.26) follows by (3.2.4). The point (iii) follows by (3.2.21) and (3.2.22).
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Remark 3.2.5. Using (3.2.1) and (3.2.19) one can study the system (QHD) near the equilibrium point
(ρ,φ) = (0,0) by studying the complex Hamiltonian system

i∂tz = ∂zKm(z,z) (3.2.28)

near the equilibrium z = 0. Note also that the natural phase-space for (3.2.28) is the complex Sobolev space
Hs

0(Td;C), s ∈ R, of complex Sobolev functions with zero mean.

3.2.3 Taylor expansion of the Hamiltonian

In order to study the stability of z = 0 for (3.2.28) it is useful to expand Km at z = 0. We have

Km(z,z) =
~
2

∫
Td
|D|2νz · zdx+

1

~

∫
Td
G
(∣∣√m−

∑
j 6=0

|zj |2 + z
∣∣2)dx

= (2π)d
G(m)

~
+K(2)

m (z,z) +
N−1∑
r=3

K(r)
m (z,z) +R(N)(z,z) ,

(3.2.29)

where, in view of the identity G′(m) = g(m) = 0, the quadratic Hamiltonian has the form

K(2)
m (z,z) =

1

2

∫
Td

~
2
|D|2νz · zdx+

g′(m)m

~

∫
Td

1

2
(z + z)2 dx, (3.2.30)

for any r = 3, · · · ,N − 1, K(r)
m (z,z) is an homogeneous multi-linear Hamiltonian function of degree r of

the form
K(r)
m (z,z) =

∑
σ∈{−1,1}r, j∈(Zd\{0})r∑r

i=1σiji=0

(K(r)
m )σ,jz

σ1
j1
· · ·zσrjr , |(K(r)

m )σ,j | .r 1 ,

and
‖XR(N)(z)‖Hs .s ‖z‖r−1

Hs , ∀z ∈ B1(Hs
0(Td;C)) . (3.2.31)

The vector field of the Hamiltonian in (3.2.29) has the form (recall (3.1.15))

∂t

[
z
z

]
=

[
−i∂zKm

i∂zKm

]
= −i

(
~|D|2ν

2 + mg′(m)
~

mg′(m)
~

−mg′(m)
~ −~|D|

2
ν

2 − mg′(m)
~

)[
z
z

]
+
N−1∑
r=3

[
−i∂zK(r)

m

i∂zK(r)
m

]
+

[
−i∂zR

(N)

i∂zR
(N)

]
.

(3.2.32)
Let us now introduce the 2× 2 matrix of operators

C :=
1√

2ω(D)A(D,m)

(
A(D,m) −1

2mg
′(m)

−1
2mg
′(m) A(D,m)

)
,

with
A(D,m) := ω(D) + ~

2 |D|
2
ν + 1

2mg
′(m) ,

and where ω(D) is the Fourier multiplier with symbol

ω(j) :=

√
~2

4
|j|4ν + mg′(m)|j|2ν . (3.2.33)

Notice that, by using (C.0.13), the matrix C is bounded, invertible and symplectic, with estimates

‖C±1‖L(Hs
0×Hs

0 , H
s
0×Hs

0) ≤ 1 +
√
kβ, β :=

mg′(m)

k
. (3.2.34)
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Consider the change of variables [
w
w

]
:= C−1

[
z
z

]
. (3.2.35)

then the Hamiltonian (3.2.29) reads

K̃m(w,w) := K̃(2)
m (w,w) + K̃(3)

m (w,w) + K̃(≥4)
m (w,w) ,

K̃(2)
m (w,w) := K(2)

m

(
C
[
w
w

])
:=

1

2

∫
Td
ω(D)z · zdx,

K̃(3)
m (w,w) := K(3)

m

(
C
[
w
w

])
, K̃(≥4)

m (w,w) :=
N−1∑
r=4

K(r)
m

(
C
[
w
w

])
+R(N)

(
C
[
w
w

])
.

(3.2.36)

Therefore system (3.2.32) becomes

∂tw = −iω(D)w − i∂wK̃(3)
m (w,w)− i∂wK̃(≥4)

m (w,w) . (3.2.37)

3.3 Small divisors

As explained in the introduction we shall study the long time behavior of solutions of (3.2.37) by means
of Birkhoff normal form approach. Therefore we have to provide suitable non resonance conditions among
linear frequencies of oscillations ω(j) in (3.2.33). This is actually the aim of this section.

Let a = (a1, . . . ,ad) = (ν2
1 , . . . ,ν

2
d) ∈ (1,4)d, d = 2,3. If j ∈ Zd \ {0} we define

|j|2a =

d∑
k=1

akj
2
k . (3.3.1)

We consider the dispersion relation

ω(j) :=
√
k|j|4a + mg′(m)|j|2a , (3.3.2)

we note that ω(j) =
√
k
(
|j|2a + β

2 −
β2

8
1
|j|2a

+O( β
3

|j|4a
)
)

for any j big enough with respect to β := mg′(m)
k .

Throughout this section we assume, without loss of generality, |j1|a ≥ |j2|a ≥ |j3|a > 0, for any ji in
Zd, moreover, in order to lighten the notation, we adopt the convention ωi := ω(ji) for any i = 1,2,3. The
main result is the following.

Proposition 3.3.1 (Measure estimates). There exists a full Lebesgue measure set A ⊂ (1,4)d such that for
any a ∈ A there exists γ > 0 such that the following holds true. If σ1j1 + σ2j2 + σ3j3 = 0, σi ∈ {±1} we
have the estimate

k−
1
2

∣∣σ3ω3 + σ2ω2 + σ1ω1

∣∣ &d
{

γ

|j1|d−1 logd+1 (1+|j1|2)|j3|M(d) , ifσ1σ2 = −1

1, ifσ1σ2 = 1
. (3.3.3)

for any |j1|a ≥ |j2|a ≥ |j3|a, ji ∈ Zd and where M(d) is a constant depending only on d.

The proof of this proposition is divided in several steps and it is postponed to the end of the section. The
main ingredient is the following standard proposition which follows the lines of [23]. Here we give weak
lower bounds of the small divisors, these estimates will be improved later.
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Proposition 3.3.2. Consider I and J two bounded intervals of R+ \ {0}; r ≥ 2 and j1, . . . , jr ∈ Zd such
that ji 6= ±jk if i 6= k, n1, . . .nr ∈ Z \ {0} and h : Jd−1 → R measurable. Then for any γ > 0 we have

µ
{

(p,b) ∈ I × Jd−1 :
∣∣h(b) +

r∑
k=1

nk

√
|jk|4(1,b) + p|jk|2(1,b)

∣∣ ≤ γ} .I,J,d,r,n γ 1
2r (〈j1〉 · · · 〈jr〉)

2
r ,

with (1,b) = (1,b1, . . . ,bd−1) ∈ Rd and where µ is the Lebesgue measure.

Remark 3.3.3. We shall apply this general proposition only in the case r = 3, however we preferred to
write it in general for possible future applications.

Proof of Prop. 3.3.2. For simplicity in the proof we assume |j1|(1,b) > .. . > |jr|(1,b). Since by assumption
we have ji 6= jk for any i 6= k then one could easily prove that for any η > 0 (later it will be chosen in
function of γ) we have

µ(P i,kη ) < ηµ(Jd−2) , P i,kη := {b ∈ Jd−1 :
∣∣|ji|2(1,b) − |jk|

2
(1,b)

∣∣ < η} .

We define Pη = ∪i 6=kP i,kη , and

Bγ :=
{

(p,b) ∈ I × Jd−1 :
∣∣h(b) +

r∑
k=1

nk

√
|jk|4(1,b) + p|jk|2(1,b)

∣∣ ≤ γ} ,
then we have

µ(Bγ) ≤ µ(Bγ ∩ Pη) + µ(Bγ ∩ (Pη)
c)

≤ µ(I)µ(Pη) + µ(Jd−1) sup
i6=k
b/∈Pη

µ
(
{p ∈ I :

∣∣h(b) +

r∑
k=1

nk

√
|jk|4(1,b) + p|jk|2(1,b)

∣∣ ≤ γ})

.r µ(I)µ(Jd−2)η + µ(Jd−1) sup
i6=k
b/∈Pη

µ
(
{p ∈ I :

∣∣h(b) +
r∑

k=1

nk

√
|jk|4(1,b) + p|jk|2(1,b)

∣∣ ≤ γ}) .
We have to estimate from above the measure of the last set. We define the function

g(p) := h(b) +

r∑
k=1

nk

√
|jk|4(1,b) + p|jk|2(1,b).

For any ` ≥ 1 we have

d`

dp`
g(p) = c`

r∑
k=1

nk|jk|(1,b)(p + |jk|2(1,b))
1
2
−`, c` :=

∏̀
i=1

(1
2 − i).

Therefore we can write the system of equationsc
−1
1 ∂1

pg(p)
...

c−1
r ∂rpg(p)

 =

 (p + |j1|2(1,b))
0 . . . (p + |jr|2(1,b))

0

...
. . .

...
(p + |j1|2(1,b))

1−r . . . (p + |jr|2(1,b))
1−r


n1|j1|(1,b)(p + |j1|2(1,b))

−1/2

...
nr|jr|(1,b)(p + |jr|2(1,b))

−1/2

 .
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We denote by V the Vandermonde matrix above. We have that V is invertible since

|det(V )| =
∏

1≤i<k≤r

∣∣ 1

p + |ji|2(1,b)

− 1

p + |jk|2(1,b)

∣∣ ≥ ∏
1≤i<k≤r

∣∣|ji|2(1,b) − |jk|
2
(1,b)

∣∣
(p + |ji|2(1,b))(p + |jk|2(1,b))

&
∏

1≤k≤r

η

(p + |jk|2(1,b))
2
& ηr

1

〈j1〉4 · · · 〈jr〉4
,

where in the penultimate passage we have used that b /∈ Pη and |ji|(1,b) ≤ |jk|(1,b) if i > k. Therefore we
have

r
max
`=1
|c`∂`pg(p)| &r |det(V )| r

max
`=1

∣∣∣n`|j`|(1,b)(p + |j`|)
− 1

2

(1,b)

∣∣∣
&r,n η

r
|j1|1/2(1,b)

〈j1〉4 · · · 〈jr〉4
&r,n

ηr

〈j1〉4 · · · 〈jr〉4
.

At this point we are ready to use Lemma 7 in appendix A of the paper [108], we obtain

µ
(
{p ∈ I :

∣∣h(b) +
r∑

k=1

√
|jk|4(1,b) + p|jk|2(1,b)

∣∣ ≤ γ}) ≤ (
γ〈j1〉4 . . .〈jr〉4

ηr

) 1
r
.

Summarizing we obtained

µ(Bγ) .I,J,d,r,n η + η−1γ
1
r (〈j1〉4 . . .〈jr〉4)

1
r ,

we may optimize by choosing η = γ
1
2r (〈j1〉2 · · · 〈jr〉2)

1
r and we obtain the thesis.

As a consequence of the preceding proposition we have the following.

Corollary 3.3.4. Let r ≥ 1, consider j1, . . . , jr ∈ Zd such that jk 6= ji if i 6= k and n1, . . . ,nk ∈ Z \ {0}.
For any γ > 0 we have

µ
({
a ∈ (1,4) :

r∑
i=1

ni
√
k|ji|4a + mg′(m)|ji|2a ≤ γ

})
.d,r,n

( γ√
k

) 1
2r

(〈j1〉 . . .〈jr〉)
2
r .

Proof. We write

r∑
i=1

ni
√
k|ji|4a + mg′(m)|ji|2a

)
=
√
ka1

r∑
i=1

ni

√
|ji|4(1,b) +

β

a1
|ji|2(1,b),

where we have set

β :=
mg′(m)

k
, b := (

a2

a1
, . . . ,

ad

a1
). (3.3.4)

The map (a1, . . . ,ad) 7→ ( 1
a1
,b) is invertible onto its image, which is contained in (1

4 ,1) × (1
4 ,4)d−1. The

determinant of its inverse is bounded by a constant depending only on d. Therefore the result follows by
applying Prop. 3.3.2 and the change of coordinates (a1, . . . ,ad) 7→ ( 1

a1
,b).

Owing to the corollary above we may reduce in the following to the study of the small dividers when
we have 2 frequencies much larger then the other.
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Lemma 3.3.5. Consider Λ̃ :=
√
k|j1|2a−

√
k|j2|2a−ω3 and β defined in (3.3.4). If there exists i ∈ {1, . . . ,d}

such that

|j3,i|

√
1 +

β

|j3|2a
≤ 1

2
|j1,i + j2,i| , (3.3.5)

then for any γ̃ > 0 we have

µ
({

a ∈ (1,4)d : |Λ̃| ≤ γ̃
})
≤ 2γ̃√

k|j1,i + j2,i|
.

Proof. We give a lower bound for the derivative of the function Λ̃ with respect to the parameter ai.

|∂aiΛ̃| ≥
√
k
[
|j3,i(j1,i + j2,i)| − j2

3,i

√
1 +

β

|j3|2a

]
≥
√
k

1

2
|j3,i||j1,i + j2,i| ≥

√
k

1

2
|j1,i + j2,i|.

Therefore ai 7→ Λ̃ is a diffeomorphism and applying this change of variable we get the thesis.

Proposition 3.3.6. There exists a set of full Lebesgue measure A3 ⊂ (1,4)d such that for any a in A3 there
exists γ > 0 such that

∣∣σω3 + ω2 − ω1

∣∣ ≥ √
kγ

|j1|d−1 logd+1 (1 + |j1|2)|j3|d+1
,

for any σ ∈ ±1, for any j1, j2, j3 in Zd satisfying |j1|a > |j2|a ≥ |j3|a, the momentum condition σj3 + j2−
j1 = 0 and

J(j1,β) = min

{√
||j1|2 − 4d2β|

2d
,min

{( γ

4β2

) 1
d+2

,
( γ

2β3

) 1
d+1
}( |j1|4−d

log(1 + |j1|)d+1

) 1
d+2

}
> |j3| ,

(3.3.6)
where β is defined in (3.3.4).

Proof. We suppose σ = 1, we set Λ := ω1 − ω2 − ω3 and

L(γ) :=

√
kγ(

|j3|d+1|j1|d−1 logd+1 (1 + |j1|)
) .

From the first condition in (3.3.6) we deduce that β/|j1|2 < 1, therefore, by Taylor expanding the (3.3.2),
we obtain

Λ =
√
k
(
|j1|2a − |j2|2a +

β2

8

|j1|2a − |j2|2a
|j2|2a|j1|2a

+R
)
− ω3 , (3.3.7)

where |R| ≤ 1
8
β3

|j2|4a
. We define Λ̃ :=

√
k|j1|2a −

√
k|j2|2a − ω3 and the following good sets

Gγ := {a ∈ (1,4)d : |Λ| > L(γ),∀j1, j3 ∈ Zd} , G̃γ := {a ∈ (1,4)d :
∣∣Λ̃∣∣ > 3L(γ) ,∀j1, j3 ∈ Zd} .

We claim that, thanks to (3.3.6), we have the inclusion G̃γ ⊂ Gγ . First of all we have

∣∣Λ∣∣ ≥ ∣∣ω3 +
√
k|j2|2a −

√
k|j1|2a

∣∣−√kβ2

8

|j1|2a − |j2|2a
|j1|2a|j2|2a

−
√
k|R| . (3.3.8)
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From the momentum condition j1 − j2 = j3 and the ordering |j1|a > |j2|a ≥ |j3|a we have that |j1|a ≤
2|j2|a, which implies

|j1|2a − |j2|2a
|j1|2a|j2|2a

=

∑d
k=1akj3,k(j1,k + j2,k)

|j1|2a|j2|2a
≤ 2
|j3|a|j1|a
|j1|2a|j2|2a

≤ 2
|j3|a
|j1|a|j2|2a

≤ 32
|j3|
|j1|3

, (3.3.9)

where we used | · | < | · |a < 4| · |. Therefore from (3.3.6), more precisely from

(
γ

4β2
)

1
d+2

( |j1|4−d

log(1 + |j1|)d+1

) 1
d+2

> |j3|,

we deduce that
√
k
β2

8

|j1|2a − |j2|2a
|j1|2a|j2|2a

< L.

Analogously one proves that
√
k|R| < L. We have eventually proved that G̃γ ⊂ Gγ using (3.3.8).

We define the bad sets B̃γ :=
(
(1,4)d \ G̃γ

)
⊃ Bγ :=

(
(1,4)d \ Gγ

)
and we prove that the Lebesgue

measure of ∩γB̃γ equals to zero, this implies the thesis.
We want to apply Lemma 3.3.5 with γ̃  L. We know that there exists i ∈ {1, . . . ,d} such that

d|j1,i| ≥ |j1|. We claim that, thanks to (3.3.6), we satisfy condition (3.3.5) for the same index i. Let us
suppose by contradiction that

|j3,i|
√

1 + β
|j3|2a

> 1
2 |j1,i + j2,i| = 1

2 |2j1,i − j3,1| ≥ |j1,i| −
1
2 |j3,i| >

|j1|
d −

1
2 |j3,i| ,

from which we obtain |j1| ≤ 2d|j3|
√

1 + β/|j3|2a. Taking the squares we get

|j1|2 ≤ 4d2|j3|2 + 4d2β
|j3|2

|j3|2a
,

which, recalling that | · | < | · |a < 4| · |, contradicts (3.3.6).
Therefore, by using Lemma 3.3.5, we have

µ
(
B̃γ
)

= µ
({
a ∈ (1,4)d|∃j1, j3 ∈ Zd : |Λ̃| ≤

√
kγ|j3|−d−1|j1|1−d log(|j1|)−d−1

})
≤
∑
j3∈Zd

1

|j3|d+1

∑
j1∈Zd

γ

|j1|d−1|j1,i| log(|j1|)d+1
.d γ .

This implies that meas(∩γBγ) = 0, hence we can set A3 = ∪γGγ .

We are now in position to prove Prop. 3.3.1.

Proof of Prop. 3.3.1. The case σ1σ2 = 1 is trivial, we give the proof if σ1σ2 = −1. From Prop. 3.3.6
we know that there exists a full Lebesgue measure set A3 and γ > 0 such that the statement is proven if
|j3| ≤ J(j1,γ). Let us now assume |j3| > J(j1,γ). Let us define

Bγ :=
⋃

j1,j3∈Zd

{
a ∈ (1,4)d : |σ3ω3 + ω2 − ω1| ≤

√
k

γ̃

|j3|M(d)

}
,

where γ̃ will be chosen in function of γ and M(d) big enough w.r.t. d.
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Let us set p := (M(d)
6 − d − 1) 1

d+2 suppose for the moment
(
γ/4β2

) 1
d+2 ≤

(
γ/2β3

) 1
d+1 . From

|j3| > J(j1,β) (see (3.3.6)) and Corollary 3.3.4 with r = 3, we have

µ(Bγ) .d
∑

j1,j3∈Zd

γ̃
1
6

|j3|M(d)/6
〈j1〉2 .d γ̃1/6γ−p(4β2)p

∑
j1∈Zd

logp(d+1)(1 + |j1|)
|j1|(4−d)p−2

∑
j3

|j3|−d−1.

If the exponent M(d) (and hence p) is chosen large enough we get the summability in the r.h.s. of the

inequality above. We now choose γ̃1/6γ−p = γm, we eventually obtain µ(Bγ) . γm. If
(
γ/4β2

) 1
d+2 >(

γ/2β3
) 1
d+1 one can reason similarly. The wanted set of full Lebesgue measure is therefore obtained by

choosing A := A3 ∩ (∪γ>0Bcγ).

3.4 Energy estimates

In this section we construct a modified energy for the Hamiltonian K̃m in (3.2.36). We first need some
convenient notation.

Definition 3.4.1. If j ∈ (Zd)r for some r ≥ k then µk(j) denotes the kst largest number among |j1|, . . . , |jr|
(multiplicities being taken into account).

Definition 3.4.2 (Formal Hamiltonians). We denote by L3 the set of Hamiltonian having homogeneity 3 and
such that they may be written in the form

G3(w) =
∑

σi∈{−1,1}, ji∈Zd\{0}
σ1j1+σ2j2+σ3j3=0

(G3)σ,jw
σ1
j1
wσ2
j2
wσ3
j3
, (G3)σ,j ∈ C ,

σ := (σ1,σ2,σ3)
j := (j1, j2, j3)

(3.4.1)

with symmetric coefficients (G3)σ,j (i.e. for any ρ ∈ S3 one has (G3)σ,j = (G3)σ◦ρ,j◦ρ) and where we
denoted

wσj := wj , if σ = + , wσj := wj , if σ = − .

The Hamiltonian in (3.2.36) has the form (see (3.2.33))

K̃m := K̃(2)
m + K̃(3)

m + K̃(≥4)
m , K̃(2)

m =
∑

j∈Zd\{0}

ω(j)wjwj , (3.4.2)

where K̃(3)
m is a tri-linear Hamiltonian in L3 with coefficients satisfying

|(K̃(3)
m )σ,j | . 1 , ∀ σ ∈ {−1,+1}3 , j ∈ (Zd)3 \ {0} , (3.4.3)

and where K̃(≥4)
m satisfies for any s > d/2

‖XK̃(≥4)
m

(w)‖Hs .s ‖w‖3Hs , if ‖w‖Hs < 1 . (3.4.4)

The main result of this section is the following.

Proposition 3.4.3. Let A and M given by Proposition 3.3.1. Consider a ∈ A. For any N > 1 and any
s ≥ s̃0, for some s̃0 = s̃0(M) > 0, there exist ε0 .s,δ log−d−1(1 + N) and a tri-linear function E3 in the
class L3 such that the following holds:
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• the coefficients (E3)σ,j satisfies

|(E3)σ,j | .s Nd−2 logd+1(1 +N)µ3(j)M+1µ1(j)2s , (3.4.5)

for σ ∈ {−1,1}3, j ∈ (Zd)3 \ {0};
• for any w in the ball of radius ε0 of Hs

0(Td;C) one has

|{Ns + E3,K̃m}| .s Nd−2 logd+1(1 +N)‖w‖4Hs +N−1‖w‖3Hs . (3.4.6)

where Ns is defined as
Ns(w) := ‖w‖2Hs =

∑
j∈Zd
〈j〉2s|wj |2 , (3.4.7)

and K̃m in (3.4.2).

In subsection 3.4.1 we study some properties of the Hamiltonians inL3 of Def. 3.4.2. Then in subsection
3.4.2 we give the proof of Proposition 3.4.3. Finally, in subsection 3.4.3, we conclude the proof of the main
theorem.

3.4.1 Tri-linear Hamiltonians

We now recall some properties of tri-linear Hamiltonians introduced in Definition 3.4.2. We first give some
further definitions.

Definition 3.4.4. Let N ∈ R with N ≥ 1.
(i) If G3 ∈ L3 then G>N3 denotes the element of L3 defined by

(G>N3 )σ,j :=

{
(G3)σ,j , if µ2(j) > N ,
0 , else .

(3.4.8)

We set G≤N3 := G3 −G>N3 .
(ii) We define G(+1)

3 ∈ L3 by

(G
(+1)
3 )σ,j := (G3)σ,j , when ∃i,p = 1,2,3, s.t.

µ1(j) = |ji| , µ2(j) = |jp| and σiσp = +1 .

We define G(−1)
3 := G3 −G(+1)

3 .

Consider the quadratic Hamiltonian K̃(2)
m in (3.4.2). Given a tri-linear Hamiltonian G3 in L3 we define

the adjoint action
adK̃(2)

m
G3 := {K̃(2)

m ,G3}

(see (3.2.15)) as the Hamiltonian in L3 with coefficients

• (adjoint action) (adK̃(2)
m
G3)σ,j :=

(
i

3∑
i=1

σiω(ji)
)

(G3)σ,j . (3.4.9)

The following lemma is the counterpart of Lemma 3.5 in [23]. We omit its proof.
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Lemma 3.4.5. Let N ≥ 1, qi ∈ R, consider Gi3(u) in L3. Assume that the coefficients (Gi3)σ,j satisfy
(recall Def. 3.4.1)

|(Gi3)σ,j | ≤ Ciµ3(j)βiµ1(j)−qi , ∀σ ∈ {−1,+1}3 , j ∈ Zd \ {0} ,

for some βi > 0 and Ci > 0, i = 1,2.
(i) (Estimates on Sobolev spaces). Set δ = δi, q = qi, β = βi, C = Ci and Gi3 = G3 for i = 1,2. There

is s0 = s0(β,d) such that for s ≥ s0, G3 defines naturally a smooth function from Hs
0(Td;C) to R. In

particular one has the following estimates:

|G3(w)| .s C‖w‖3Hs ,

‖XG3(w)‖Hs+q .s C‖w‖2Hs ,

‖XG>N3
(w)‖Hs .s CN

−q‖w‖2Hs ,

for any w ∈ Hs
0(Td;C).

(ii) (Poisson bracket). The Poisson bracket between G1
3 and G2

3 satisfies the estimate

|{G1
3,G

2
3}| .s C1C2‖w‖4Hs .

Let F : Hs
0(Td;C)→ R a C1 Hamiltonian function such that

‖XF (w)‖Hs .s C3‖w‖3Hs ,

for some C3 > 0. Then one has
|{G1

3,F}| .s C1C3‖w‖5Hs .

We have the following result.

Lemma 3.4.6 (Energy estimate). Consider the Hamiltonians Ns in (3.4.7), G3 ∈ L3 and write G3 =

G
(+1)
3 +G

(−1)
3 (recall Definition 3.4.2). Assume also that the coefficients of G3 satisfy

|(G(η)
3 )σ,j | ≤ Cµ3(j)βµ1(j)−q , ∀σ ∈ {−1,+1}3 , j ∈ Zd \ {0} ,η ∈ {−1,+1},

for some β > 0, C > 0 and q ≥ 0. We have that the HamiltonianQ(η)
3 := {Ns,G

(η)
3 }, η ∈ {−1,1}, belongs

to the class L3 and has coefficients satisfying

|(Q(η)
3 )σ,j | .s Cµ3(j)β+1µ1(j)2sµ1(j)−q−α , α :=

{
1 , if η = −1

0 , if η = +1 .

Proof. One can reason as in the proof of Lemma 4.2 in [23].

Remark 3.4.7. As a consequence of Lemma 3.4.6 we have the following. The action of the operator {Ns, ·}
on multi-linear Hamiltonian functions as in (3.4.1) where the two highest indexes have opposite sign (i.e.,
G

(−1)
3 ), provides a decay property of the coefficients w.r.t. the highest index. This implies (by Lemma

3.4.5-(ii)) a smoothing property of the Hamiltonian {Ns,G
(−1)
3 }.
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3.4.2 Proof of Proposition 3.4.3

Recalling Definitions 3.4.2, 3.4.4 and considering the Hamiltonian K̃(3)
m in (3.4.2), (3.2.36), we write K̃(3)

m =

K̃(3,+1)
m + K̃(3,−1)

m . We define (see (3.4.9))

E
(+1)
3 := (adK̃(2)

m
)−1{Ns,K̃(3,+1)

m } , E
(−1)
3 := (adK̃(2)

m
)−1{Ns,(K̃(3,−1)

m )(≤N)} , (3.4.10)

and we set E3 := E
(+1)
3 +E

(−1)
3 . It is easy to note that E3 ∈ L3. Moreover, using that |(K̃(3)

m )σ,j | . 1 (see
(3.4.3)), Lemma 3.4.6 and Proposition 3.3.1, one can check that the coefficients (E3)σ,j satisfy the (3.4.5).
Using (3.4.10) we notice that

{Ns,K̃(3)
m }+ {E3,K̃(2)

m } = {Ns,(K̃(3,−1)
m )(>N)} . (3.4.11)

Combining Lemmata 3.4.5 and 3.4.6 we deduce

|{Ns,(K̃(3,−1)
m )(>N)}(w)| .s N−1‖w‖3Hs , (3.4.12)

for s large enough with respect to M . We now prove the estimate (3.4.6). We have

{Ns + E3,K̃m}
(3.4.2)

= {Ns + E3,K̃(2)
m + K̃(3)

m + K̃(≥4)
m } (3.4.13)

= {Ns,K̃(2)
m } (3.4.14)

+ {Ns,K̃(3)
m }+ {E3,K̃(2)

m } (3.4.15)

+ {E3,K̃(3)
m + K̃(≥4)

m }+ {Ns,K̃(≥4)
m }. (3.4.16)

We study each summand separately. First of all note that (recall (3.4.7), (3.4.2)) the term (3.4.14) vanishes.
By (3.4.4), (3.4.5) and Lemma 3.4.5-(ii) we obtain

|(3.4.16)| .s Nd−2 logd+1(1 +N)‖w‖4Hs .

Moreover, by (3.4.11), (3.4.12), we deduce

|(3.4.15)| .s N−1‖w‖3Hs .

The discussion above implies the bound (3.4.6).

3.4.3 Proof of the main result

Consider the Hamiltonian K̃m(w,w) in (3.4.2) and the associated Cauchy problem{
i∂tw = ∂wK̃m(w,w)

w(0) = w0 ∈ Hs
0(Td;C) ,

(3.4.17)

for some s > 0 large. We shall prove the following.

Lemma 3.4.8 (Main bootstrap). Let s0 = s0(d) given by Proposition 3.4.3. For any s ≥ s0, there exists
ε0 = ε0(s) such that the following holds. Let w(t,x) be a solution of (3.4.17) with t ∈ [0,T ), T > 0 and
initial condition w(0,x) = w0(x) ∈ Hs

0(Td;C). For any ε ∈ (0,ε0) if

‖w0‖Hs ≤ ε, sup
t∈[0,T )

‖w(t)‖Hs ≤ 2ε, T ≤ ε−1− 1
d−1 log−d−2

(
1 + ε

1
1−d
)
, (3.4.18)

then we have the improved bound supt∈[0,T ) ‖w(t)‖Hs ≤ 3/2ε .
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First of all we show that the energy Ns + E3 constructed by Proposition 3.4.3 provides an equivalent
Sobolev norm.

Lemma 3.4.9 (Equivalence of the energy norm). Let N ≥ 1. Let w(t,x) as in (3.4.18) with s � 1 large
enough. Then, for any 0 < c0 < 1, there exists C = C(s,d,c0) > 0 such that, if we have the smallness
condition

εCNd−2 log(d+1)(1 +N) ≤ 1 , (3.4.19)

the following holds true. Define
Es(w) := (Ns + E3)(w) (3.4.20)

with Ns is in (3.4.7), E3 is given by Proposition 3.4.3. We have

1/(1 + c0)Es(w) ≤ ‖w‖2Hs ≤ (1 + c0)Es(w) , ∀t ∈ [0,T ] . (3.4.21)

Proof. Fix c0 > 0. By (3.4.5) and Lemma 3.4.5, we deduce

|E3(w)| ≤ C̃‖w‖3HsNd−2 log(d+1)(1 +N) , (3.4.22)

for some C̃ > 0 depending on s. Then, recalling (3.4.20), we get

|Es(w)| ≤ ‖w‖2Hs(1 + C̃‖w‖HsNd−2 log(d+1)(1 +N))
(3.4.19)

≤ ‖w‖2Hs(1 + c0) ,

where we have chosen C in (3.4.19) large enough. This implies the first inequality in (3.4.21). On the other
hand, using (3.4.22) and (3.4.18), we have

‖w‖2Hs ≤ Es(w) + C̃Nd−2 log(d+1)(1 +N)ε‖w‖2Hs .

Then, taking C in (3.4.19) large enough, we obtain the second inequality in (3.4.21).

Proof of Lemma 3.4.8. We study how the equivalent energy norm Es(w) defined in (3.4.20) evolves along
the flow of (3.4.17). Notice that

∂tEs(w) = −{Es,H}(w) .

Therefore, for any t ∈ [0,T ], we have that∣∣∣∣∫ T

0
∂tEs(w) dt

∣∣∣∣ (3.4.6),(3.4.18)
.s TNd−2 log(d+1)(1 +N)ε4 +N−1ε3 .

Let 0 < α and set N := ε−α. Hence we have∣∣∣∣∫ T

0
∂tEs(w) dt

∣∣∣∣ .s ε2T
(
ε2−α(d−2) log(d+1)(1 + ε−α) + ε1+α

)
. (3.4.23)

We choose α > 0 such that

2− α(d− 2) = 1 + α, i.e., α :=
1

d− 1
. (3.4.24)

Therefore estimate (3.4.23) becomes∣∣∣∣∫ T

0
∂tEs(w) dt

∣∣∣∣ .s ε2Tε
d
d−1 logd+1(1 + ε−α) .
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Since ε can be chosen small with respect to s, with this choices we get∣∣∣∣∫ T

0
∂tEs(w) dt

∣∣∣∣ ≤ ε2/4

as long as
T ≤ ε−d/(d−1) log−d−2

(
1 + ε

1
1−d
)
. (3.4.25)

Then, using the equivalence of norms (3.4.21) and choosing c0 > 0 small enough, we have

‖w(t)‖2Hs ≤ (1 + c0)E0(w(t)) ≤ (1 + c0)
[
Es(w(0)) +

∣∣∣∣∫ T

0
∂tEs(w) dt

∣∣∣∣]
≤ (1 + c0)2ε2 + (1 + c0)ε2/4 ≤ ε23/2 ,

for times T as in (3.4.25). This implies the thesis.

Proof of Theorem 3.1.1. In the same spirit of [72], [32] we have that for any initial condition (ρ0,φ0) as in
(3.1.4) there exists a solution of (QHD) satisfying

sup
t∈[0,T )

(1

m
‖ρ(t, ·)‖Hs +

1√
k
‖Π⊥0 φ(t, ·)‖Hs

)
≤ 2ε

for some T > 0 possibly small. The result follows by Lemma 3.4.8. By Lemma 3.2.4 and estimates (3.2.34)
we deduce that the function w solving the equation (3.2.37) is defined over the time interval [0,T ] and
satisfies

sup
t∈[0,T ]

‖w(t)‖Hs ≤ 4
√
m(1 +

√
kβ)ε.

As long as ν ∈ [1,2]d (defined as at the beginning of section 3.3) belongs to the full Lebesgue measure set
given by Proposition 3.3.1, we can apply Proposition 3.4.3 if ε is small enough. Then by Lemma 3.4.8 and
by a standard bootstrap argument we deduce that the solution w(t) is defined for t ∈ [0,Tε], Tε as in (3.1.5),
and

sup
t∈[0,Tε]

‖w(t)‖Hs ≤ 8
√
m(1 +

√
kβ)ε.

Using again Lemma 3.2.4 and (3.2.34) one can deduce the bound (3.1.5). Hence the thesis follows.



Chapter 4

Hamiltonian Birkhoff normal form for
water waves

4.1 Introduction to Chapter 4

We consider the Euler equations of hydrodynamics for a 2-dimensional perfect and incompressible fluid
with constant vorticity γ, under the action of gravity and capillary forces at the free surface. The fluid fills
the time dependent region

Dη :=
{

(x,y) ∈ T× R : −h < y < η(t,x)
}
, T := Tx := R/(2πZ) , (4.1.1)

with depth h > 0, possibly infinite, and space periodic boundary conditions. The unknowns are the free
surface y = η(t,x) of Dη and the divergence free velocity field

(
u(t,x,y)
v(t,x,y)

)
. In case of a fluid with constant

vorticity vx − uy = γ (a property which is preserved along the time evolution), the velocity field is the
sum of the Couette flow

(−γy
0

)
, which carries all the vorticity γ, and an irrotational field, expressed as the

gradient of a harmonic function Φ, called the generalized velocity potential.
We study the water waves problem in the Hamiltonian Zakharov-Craig-Sulem [124, 50] formulation,

extended by Constantin, Ivanov, Prodanov [45] and Wahlén [115] for constant vorticity fluids. Denoting by
ψ(t,x) the evaluation of the generalized velocity potential at the free interface ψ(t,x) := Φ(t,x,η(t,x)),
one recovers Φ as the unique harmonic function ∆Φ = 0 in Dη with Dirichlet boundary condition Φ = ψ at
y = η(t,x) and Neumann boundary condition Φy(t,x,y)→ 0 as y → −h. Imposing that the fluid particles
at the free surface remain on it along the evolution (kinematic boundary condition) and that the pressure of
the fluid plus the capillary forces at the free surface is equal to the constant atmospheric pressure (dynamic
boundary condition), the time evolution of the fluid is determined by the non-local quasi-linear equations

∂tη = G(η)ψ + γηηx

∂tψ = −gη − 1

2
ψ2
x +

1

2

(ηxψx +G(η)ψ)2

1 + η2
x

+ κ∂x

[ ηx

(1 + η2
x)

1
2

]
+ γηψx + γ∂−1

x G(η)ψ
(4.1.2)

where g > 0 is the gravity constant, κ > 0 is the surface tension coefficient, ∂x
[ ηx

(1+η2
x)1/2

]
is the curvature

of the surface and G(η) is the Dirichlet-Neumann operator

G(η)ψ := (−Φxηx + Φy)|y=η(x) . (4.1.3)

We will derive the equation of motion (4.1.2) for the water waves problem in Appendix C.

95
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The quantity
∫
T η(x)dx is a prime integral of (4.1.2) (indeed

∫
TG(η)ψdx = 0) and then, with no loss

of generality, we restrict to interfaces with zero average
∫
T η(x)dx = 0. The component η of the solution of

(4.1.2) will lie in a Sobolev spaceH
s+ 1

4
0 (T) of periodic functions with zero mean. Moreover the vector field

on the right hand side of (4.1.2) depends only on η and ψ − 1
2π

∫
Tψdx (indeed G(η)[1] = 0) and therefore

ψ will evolve in a homogeneous Sobolev space Ḣs− 1
4 (T) of periodic functions modulo constants.

By [124, 50, 45, 115] the equations (4.1.2) are the Hamiltonian system

∂t

(
η
ψ

)
= Jγ

(
∇ηHγ(η,ψ)
∇ψHγ(η,ψ)

)
where Jγ :=

(
0 Id
−Id γ∂−1

x

)
(4.1.4)

and

Hγ(η,ψ) :=
1

2

∫
T

(
ψG(η)ψ + gη2

)
dx+ κ

∫
T

√
1 + η2

xdx+
γ

2

∫
T

(
− ψxη2 +

γ

3
η3
)

dx. (4.1.5)

The L2-gradients (∇ηHγ ,∇ψHγ) in (4.1.4) belong to (a dense subspace of) L̇2(T)× L2
0(T).

Since the bottom of Dη in (4.1.1) is flat, the Hamiltonian vector field Xγ , defined by the right hand side
of (4.1.2), is translation invariant, namely

Xγ ◦ τς = τς ◦Xγ , ∀ς ∈ R , where τς : f(x) 7→ f(x+ ς) (4.1.6)

is the translation operator. Equivalently the Hamiltonian Hγ in (4.1.5) satisfiesHγ ◦τς = Hγ for any ς ∈ R.
The associated conservation law induced by Noether theorem is the momentum

∫
Tψ(x)ηx(x)dx.

The main result of the present chapter (Theorem 4.1.1) is that, for almost all surface tension coefficients
κ, for any integer N , the solutions of the water waves equations (4.1.2) with initial data (smooth enough)
of size ε small enough, are defined over a time interval of length at least cε−N−1. This is the most general
almost global existence in time result for the solutions of the water waves equations with periodic boundary
conditions known so far. We present below the mathematical literature concerning the local and global well
posedness theory of water waves, focusing on the maximal time life span of the solutions.

In order to state precisely the main theorem we define, for any s ∈ R, the Sobolev spaces

Hs
0(T,C) =

{
u(x) ∈ Hs(T,C) :

∫
T
u(x)dx = 0

}
, Ḣs(T,C) = Hs(T,C)/C ,

equipped with the same norm

‖u‖Hs
0

= ‖u‖Ḣs =
(∑
n∈N
‖Πnu‖2L2n

2s
) 1

2
=
( ∑
j∈Z\{0}

|uj |2|j|2s
) 1

2

where Πn denote the orthogonal projectors from L2(T,C) on the sub-spaces spanned by {e−inx,einx} and
uj are the Fourier coefficients of u(x). The quotient map induces an isometry between Hs

0 and Ḣs and we
shall often identify Hs

0 with Ḣs. Our main result is the following.

Theorem 4.1.1. (Almost global in time gravity-capillary water waves with constant vorticity) For any
value of the gravity g > 0, depth h ∈ (0,+∞] and vorticity γ ∈ R, there is a zero measure setK ⊂ (0,+∞)
such that, for any surface tension coefficient κ ∈ (0,+∞) \ K, for any N in N0, there is s0 > 0 and, for
any s ≥ s0, there are ε0 > 0, c > 0,C > 0 such that, for any 0 < ε < ε0, any initial datum

(η0,ψ0) ∈ Hs+ 1
4

0 (T,R)× Ḣs− 1
4 (T,R) with ‖η0‖

H
s+ 1

4
0

+ ‖ψ0‖
Ḣ
s− 1

4
< ε,
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system (4.1.2) has a unique classical solution (η,ψ) in

C0
(

[−Tε,Tε],H
s+ 1

4
0 (T,R)× Ḣs− 1

4 (T,R)
)

with Tε ≥ cε−N−1 , (4.1.7)

satisfying the initial condition η|t=0 = η0,ψ|t=0 = ψ0. Moreover

sup
t∈[−Tε,Tε]

(
‖η‖

H
s+ 1

4
0

+ ‖ψ‖
Ḣs− 1

4

)
≤ Cε. (4.1.8)

Here are comments on the result.
1. COMPARISON WITH [27]. We first discuss the relation between Theorem 4.1.1 and the result in Berti-
Delort [27]. Theorem 4.1.1 extends the one in [27] in two ways: (i) the equations (4.1.2) may have a non
zero vorticity, whereas the water waves in [27] are irrotational, i.e. γ = 0. (ii) Also in the irrotational case
Theorem 4.1.1 is new since the almost global existence result in [27] holds for initial data (η0,ψ0) even in
x, whereas Theorem 4.1.1 applies to any (η0,ψ0). We remark that, in the irrotational case, the subspace of
functions even in x -the so called standing waves- is invariant under evolution, whereas for γ 6= 0 it is not
invariant under the flow of (4.1.2) and the approach of [27] can not be applied.
2. PERIODIC SETTING VS Rd. Global (and almost global) in time results [119, 76, 120, 77, 85, 4, 82, 86, 62]
have been proved for irrotational water waves equations on Rd for sufficiently small, localized and smooth
initial data, exploiting the dispersive effects of the linear flow. So far no global existence is known for
the solutions of (4.1.2) in R2, not even for irrotational fluids ([62] applies in R3). The periodic setting
is deeply different, as the linear waves oscillate without decaying in time, and the long time dynamics of
the equations strongly depends on the presence of N -wave resonant interactions and the Hamiltonian and
reversible nature of the equations.
3. DISPERSION RELATION AND NON-RESONANT PARAMETERS. The water waves equations (4.1.2) may
be regarded as a quasi-linear complex PDE of the form

∂tu = −iΩ(D)u+N (u,u), u(x) = 1√
2π

∑
j∈Z\{0}

uj e
ijx ,

where N is a quadratic non-linearity (depending on derivatives of u) and Ωj(κ) is the dispersion relation

Ωj(κ) := ωj(κ) +
γ

2

G(j)

j
, ωj(κ) :=

√
G(j)

(
g + κj2 +

γ2

4

G(j)

j2

)
, (4.1.9)

where G(ξ) = |ξ|tanh(h|ξ|) (= |ξ| in infinite depth) is the symbol of the Dirichlet-Neumann operatorG(0).
The linear frequencies Ωj(κ) actually depend on (κ,g,h,γ). The restriction on the parameters required in
Theorem 4.1.1 arises to ensure the absence of N -wave resonant interactions

Ωj1(κ)± . . .± ΩjN (κ) 6= 0 (4.1.10)

(with quantitative lower bounds as (4.1.13) below) among integer indices j1, . . . , jN which are not super-
action preserving, cfr. Definition 4.7.4. In Theorem 4.1.1 we fix arbitrary (g,h,γ) and require κ /∈ K, but
other choices are possible.
4. ENERGY ESTIMATES. The life span estimate (4.1.7) and the bound (4.1.8) for the solutions of (4.1.2)
follow by an energy estimate for ‖(η,ψ)‖Xs := ‖η‖

H
s+ 1

4
0

+ ‖ψ‖
Ḣs− 1

4
of the form

‖(η,ψ)(t)‖2Xs .s,N ‖(η,ψ)(0)‖2Xs +

∫ t

0
‖(η,ψ)(τ)‖N+3

Xs dτ . (4.1.11)
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The fact that the right hand side in (4.1.11) contains the same norm ‖ ‖Xs of the left hand side is non trivial
because the equations (4.1.2) are quasi-linear. The presence of the exponent N is not trivial at all because
the non-linearity in (4.1.2) vanishes only quadratically for (η,ψ) = (0,0). Actually it will be a major
consequence of our Hamiltonian Birkhoff normal form reduction, as we explain below.
5. LONG TIME EXISTENCE OF WATER WAVES. We now describe the long time existence results proved in
literature for space periodic water waves, with or without capillarity and vorticity.

(i) Tε ≥ cε−1. The local well posedness theory for free boundary Euler equations has been developed
along several years in different scenarios in [104, 122, 49, 117, 118, 92, 2, 3, 35, 100, 109, 95, 46,
111, 112, 84, 7]. As a whole they prove the existence, for sufficiently nice initial data, of classical
smooth solutions on a small time interval. When specialized to initial data of size ε in some Sobolev
space, imply a time of existence larger than cε−1 (the non-linearity in (4.1.2) vanishes quadratically
at zero). We remark that other large initial data can lead to breakdown in finite time, see for example
the papers [43, 47] on “splash” singularities.

(ii) Tε ≥ cε−2. Wu [119], Ionescu-Pusateri [85], Alazard-Delort [4] for pure gravity waves, and Ifrim-
Tataru [83], Ionescu-Pusateri [86] for κ > 0, g = 0 and h = +∞, proved that small data of size
ε (periodic or on the line) give rise to irrotational solutions defined on a time interval at least cε−2.
We quote [84] for κ = 0, g > 0, infinite depth and constant vorticity, [80] for irrotational fluids, and
[79] in finite depth. All the previous results hold in absence of three wave interactions. Exploiting
the Hamiltonian nature of the water waves equations, Berti-Feola-Franzoi [28] proved, for any value
of gravity, capillarity and depth, an energy estimate as (4.1.11) with N = 1, and so a cε−2 lower
bound for the time of existence. The interesting fact is that in these cases three wave interactions may
occur, giving rise to the well known Wilton ripples in fluid mechanics literature. We finally mention
the ε−

5
3

+ long time existence result [87] for periodic 2D gravity-capillary water waves (see [68, 74]
for NLS).

(iii) Tε ≥ cε−3. A time of existence larger than cε−3 has been recently proved for the pure gravity water
waves equations in deep water in Berti-Feola-Pusateri [29]. In this case four wave interactions may
occur, but the Hamiltonian Birkhoff normal form turns out to be completely integrable by the formal
computation in Zakharov-Dyachenko [125],implying an energy estimate as (4.1.11) withN = 2. This
result has been recently extended by S. Wu [121] for a larger class of initial data, developing a novel
approach in configuration space, and, even more recently, by Deng-Ionescu-Pusateri [63] for waves
with large period.

(iv) Tε ≥ cNε
−N for any N . Berti-Delort [27] proved, for almost all the values of the surface tension

κ ∈ (0,+∞), an almost global existence result as in Theorem 4.1.1 for the solutions of (4.1.2) in the
case of zero vorticity γ = 0 and for initial data (η0,ψ0) even in x. The restriction on the capillary
parameter arises to imply the absence of N -wave interactions, for any N . As already said, Theorem
4.1.1 extends this result for any γ and for any periodic initial data, see comment 1.

The results [27, 29, 28] are based on para-differential calculus. We remark that all the transformations
performed to get energy estimates, as the celebrated Alinhac good unknown [5, 2, 3, 4], are not symplectic.
In [29, 28] an a-posteriori identification argument allows to prove that the corresponding quadratic and cubic
Poincaré-Birkhoff normal forms are nevertheless Hamiltonian. This argument does not work for any N . We
note that also the local well posedness approach of S.Wu [117, 118] introduces coordinates which break the
Hamiltonian nature of the equations.

The lack of preservation of the Hamiltonian structure is a substantial difficulty in order to deduce long
time existence results. A major novelty of this our work is to provide an effective tool to recover, in the
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framework of para-differential calculus, the nonlinear Hamiltonian structure, at any degree of homogeneity
N . The present approach is in principle applicable to a wide range of quasi-linear PDEs.
6. OPEN PROBLEM: we do not know if the almost global solutions of the Cauchy problem proved in
Theorem 4.1.1 are global in time or not, being (4.1.2) a quasi-linear system of equations with periodic
boundary conditions (no dispersive effects of the flow nor conservation laws at the regularity level of the
local well posedness theory can be exploited). Nevertheless several families of time periodic/quasi-periodic
solutions of (4.1.2) have been constructed in the last years in [116, 1, 30, 34] (other KAM results for pure
gravity water waves are proved in [106, 88, 14, 31, 69]). We point out that it could also happen that small,
smooth and localized initial data lead to solutions which blow-up in finite time (as it happen for quasi-linear
wave equations [89] and for compressible Euler equations [110]). The following natural question therefore
remains still open: what happens to the solutions of (4.1.2) which do not start on a KAM invariant torus for
times longer than the ones provided by Theorem 4.1.1?

We now illustrate some of the main ideas of our approach.
1. PARA-DIFFERENTIAL HAMILTONIAN BIRKHOFF NORMAL FORM. For PDEs on a compact manifold
(where dispersion is not available) a natural tool to extend the life span of solutions is normal form ideas.
This approach has been developed for Hamiltonian semi-linear PDEs starting with the seminal works by
Bambusi [15], Bambusi-Grebért [19], Bambusi-Delort-Grebért-Szeftel [17], and for quasi-linear ones by
Delort [58, 59]. These methods do not work for the quasi-linear equations (4.1.2), as we explain below. The
long time existence result of Theorem 4.1.1 relies on a novel para-differential Hamiltonian Birkhoff normal
form reduction for quasi-linear PDEs in presence of resonant wave interactions.

The situation is substantially more difficult than in [27] which exploits only the reversible structure of
the water waves, and it is preserved by usual para-differential calculus. On the subspace of functions even
in x, it implies that its normal form possesses the actions |un|2 as prime integrals (on the subspace of even
functions the linear frequencies ωj(κ) in the dispersion relation are simple). On the other hand, without this
restriction, the ωj(κ) in (4.1.9) are double and the approach in [27] fails. We remark that, in view of the
8-wave resonant interactions (4.1.15) described below, also for γ 6= 0 the approach in [27] fails. In order to
prove Theorem 4.1.1, it is necessary to change strategy and preserve the Hamiltonian nature of the normal
form to show that the super-actions

‖Πnu‖2L2 = |u−n|2 + |un|2 , ∀n ∈ N , (4.1.12)

are prime integrals. This is a major difficulty since usual para-differential calculus transformations per-
formed to get energy estimates do not preserve the Hamiltonian structure.
2. SYMPLECTIC DARBOUX CORRECTOR. In order to preserve the Hamiltonian structure along the normal
form reduction -it is sufficient up to homogeneity N - we construct symplectic correctors of usual para-
differential transformations. We remind that the first step to apply para-differential calculus to PDEs relies
on a suitable para-linearization of the equations. For Hamiltonian PDEs, the para-differential part inherits
a linear Hamiltonian structure that is preserved by performing “linearly symplectic” transformations. The
aim of the abstract Theorem 4.4.1 is to correct para-differential (more generally spectrally localized) lin-
early symplectic maps (up to homogeneity N ) to nonlinear symplectic ones, up to an arbitrary degree of
homogeneity. Theorem 4.4.1 is proved via Darboux-type arguments. The Darboux corrector turns out to
be a smoothing perturbation of the identity. As a consequence it only slightly modifies the para-differential
structure of the PDE.

Symplectic corrections via Darboux-type arguments have been used in different contexts by Kuksin-
Perelman [91], Bambusi [16], Cuccagna [54, 55], Bambusi-Maspero [20, 21]. The present case is much
more delicate since the symplectic form to be corrected might be an unbounded perturbation of the stan-
dard one (in all the above works it is a smoothing perturbation). This requires a novel analysis that we
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describe below. The present approach is quite efficient in PDE applications, since it systematically allows
to symplectically correct usual para-differential transformations which lead to energy estimates.

Para-differential calculus has been also developed by Delort [58, 59] for Hamiltonian quasi-linear Klein-
Gordon equations on spheres, with a different approach. Also in these works the Hamiltonian structure is
preserved only up to homogeneity N .
3. NON-RESONANCE CONDITIONS. A key ingredient to achieve the Hamiltonian Birkhoff normal form
reduction which possesses the super-actions (4.1.12) as prime integrals, are the non-resonance conditions
(B.0.1) for the linear frequencies Ωj(κ) in (4.1.9) proved in Theorem B.0.1, which exclude, for almost all
surface tension coefficients, N -wave interactions,

|Ωj1(κ)± . . .± ΩjN (κ)| & max(|j1|, . . . , |jN |)−τ , (4.1.13)

for all integer indices j1, . . . , jN which are not super-action preserving. Their proof is based on the Delort-
Szeftel Theorem 5.1 in [60] about measure estimates for sub-levels of sub-analytic functions.
4. SAP-HAMILTONIANS. Thanks to the non-resonance conditions (B.0.1) we eliminate the Hamiltonian
monomials which do not Poisson commute with the super-actions (4.1.12), cfr. Lemma 4.7.7. The remaining
monomials, which we call super-action-preserving (SAP) (Definition 4.7.8), have either the integrable form
|zj1 |2 . . . |zjm |2 or the form

zj1z−j1 . . .zjmz−jm × integrable monomial (4.1.14)

(with not necessarily distinct indexes j1, . . . , jm). The not integrable monomials (4.1.14) allow an exchange
of energy between the Fourier modes {zja , z−ja}, a = 1, . . . ,m, but, thanks to the Hamiltonian structure,
each super-action |zja |2 + |z−ja |2 remains constant in time.

We may not expect to get an integrable Hamiltonian Birkhoff normal form for the water waves equations
(4.1.2) starting from the degree of homogeneity 8. Actually, using the conservation of momentum, the fourth
order Hamiltonian Birkhoff normal form is integrable, see Remark 4.7.16. The same holds if γ 6= 0 also at
degree 6. But there are 8-wave resonant interactions corresponding to SAP not integrable monomials

zn1z−n1zn2z−n2z−n3zn3z−n4zn4

(which are momentum preserving if n1 + n2 = n3 + n4) for any κ > 0 and any γ ∈ R. Indeed, for any
positive integer n1,n2,n3,n4 we have, if h = +∞,

Ωn1(κ)− Ω−n1(κ) + Ωn2(κ)− Ω−n2(κ) + Ω−n3(κ)− Ωn3(κ) + Ω−n4(κ)− Ωn4(κ)

(4.1.9)
= γ(sign(n1) + sign(n2)− sign(n3)− sign(n4)) ≡ 0 .

(4.1.15)

The analytical difficulties of the loss of derivatives caused by the quasi-linearity of the equations and the
small divisors in (4.1.10) along the Birkhoff normal form reduction is overcome by preserving the para-
differential structure of the equations. The final outcome is that the water waves system in Hamiltonian
Birkhoff normal form satisfies an energy estimate of the form

‖z(t)‖2
Ḣs ≤ ‖z(0)‖2

Ḣs + C(s)

∫ t

0
‖z(τ)‖N+3

Ḣs dτ . (4.1.16)

5. COMPARISON WITH THE APPROACH IN [58, 59] AND [27]. The Hamiltonian approach to para-
differential calculus in [58, 59] is developed for quasi-linear Klein-Gordon equations and can not be applied
to prove Theorem 4.1.1. Indeed, since the Klein-Gordon dispersion relation is asymptotically linear, it is
not required a reduction to x-independent para-differential operators up to smoothing remainders: since the
commutator between first order para-differential operators is still a first order para-differential operator, it
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is possible to implement a Hamiltonian Birkhoff normal form reduction in degrees of homogeneity, in the
same spirit of semi-linear PDEs. This approach can not be applied for (4.1.2) since the dispersion relation
(4.1.9) is super-linear. It is for this reason that we first reduce in Proposition 4.7.2 the paralinearized water
waves equations to x-independent symbols up to smoothing remainders. This was done in [27] for γ = 0
(in a different way) but breaking the Hamiltonian structure (see [71] for NLS). Incidentally we mention that
the para-differential normal form in [27] is not a Birkhoff normal form: for standing waves it is not needed
to reduce the x-independent symbols to deduce that the actions |un|2 are prime integrals.

Summarizing, the proof of Theorem 4.1.1 demands

• a reduction of the water waves equations (4.1.2) to para-differential x-independent symbols up to
smoothing remainders, done in [27] for γ = 0 (in a different way) losing the Hamiltonian structure,
and, additionally, reduce the x-independent symbols to super-action preserving Birkhoff normal form;

• preserve the Hamiltonian structure of the Birkhoff normal form, goal achieved in [58, 59] but only for
Klein-Gordon equations.

The resolution of these requirements is a main achievement of our work.

Before presenting further ideas of the proof of Theorem 4.1.1 we state the following byproduct of the
Darboux-type Theorem 4.4.1 concerning a symplectic version of the Alinhac good unknown. Such result
may be of separate interest and use for water waves results in other contexts.
Symplectic good unknown up to homogeneity N . The celebrated Alazard, Burq, Zuily approach [2, 3,
5] to local well posedness extends Lannes [92] introducing the nonlinear, not symplectic, Alinach good
unknown

ω := ψ −OpBW (B(η,ψ))η where B(η,ψ) := (Φy)(x,y)|y=η(x)

and Φ is the generalized harmonic velocity potential in (4.1.3) (the notation OpBW (·) refers to a para-
differential operator in the Weyl quantization, according to Definition 4.2.4). The nonlinear map

GA
(
η
ψ

)
= OpBW

(
1 0

−B(η,ψ) 1

)(
η
ψ

)
, (4.1.17)

although not symplectic, is linearly symplectic, namely

OpBW

(
1 0

−B(η,ψ) 1

)>
E0 OpBW

(
1 0

−B(η,ψ) 1

)
= E0 where E0 :=

(
0 −Id
Id 0

)
. (4.1.18)

A direct corollary of Theorem 4.4.1 is the following result, proved at the end of Section 4.4. We refer to
Definition 4.2.7 for the precise definition of smoothing operators.

Theorem 4.1.2. (Symplectic good unknown up to homogeneity N ) Let N ∈ N. There exists a pluri-
homogeneous matrix of real smoothing operators R≤N (·) in ΣN

1 R̃
−%
q ⊗M2(C) for any % ≥ 0 such that(

Id +R≤N (·)
)
◦ GA(η,ψ) (4.1.19)

is symplectic up to homogeneity N , according to (4.3.40).

Let us make some comments about Theorem 4.1.2 and the more general Theorem 4.4.1.
1. The pluri-homogeneous smoothing correcting operatorsR≤N (·) in (4.1.19) are constructed in Proposition
4.4.7 by a Darboux deformation argument à la Moser. More precisely the R≤N (·) are defined as approxi-
mate inverses of approximate flows, up to homogeneity N , generated by smoothing vector fields, which are
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algorithmically determined by the Darboux mechanism and depend only on the pluri-homogeneous compo-
nents of G up to degree N (more in general of B≤N in (4.4.1)).
2. The Alinhac good unknown map (4.1.17) is bounded, but Theorem 4.4.1 also holds for a (spectrally
localized) map B≤N (U) in (4.4.1) which is unbounded. This is the case for example when B≤N (U) is the
Taylor expansion of a linear flow generated by an unbounded operator, as we discuss later in (4.1.23).
3. We do not expect to find in Theorem 4.4.1 a corrector which produces a completely symplectic transfor-
mation of the phase space, but only up to an arbitrary degree of homogeneity N . In the Darboux approach
of Section 4.4 this is because the equation (4.4.28) for the smoothing vector field Y τ , whose flow defines
the symplectic corrector, can be solved only in homogeneity having the form EcY

τ = R(V,Y τ ,dV Y
τ ) and

so losing derivatives, see Remark 4.4.6. We remark that also the transformations in [58, 59] are symplectic
at degree of homogeneity ≤ N . A similar problem appears in [73].
4. Darboux perturbative methods for Hamiltonian PDEs have been developed in different contexts in
[16, 20, 21, 54, 55, 91]. In all these cases, the perturbed symplectic form is a smoothing perturbation
of the standard one and thus Darboux correctors are symplectic maps. On the other hand, in this work the
perturbed symplectic tensor is a (possibly) unbounded perturbation of the standard one,

E≤N (V ) = Ec + (possibly) unbounded operator . (4.1.20)

A key tool to overcome this difficulty is the structural Lemma 4.4.5.
5. A symplectic map up to homogeneity N , transforms a Hamiltonian system up to homogeneity N into
another Hamiltonian system up to homogeneity N , see Lemma 4.3.15.

Further ideas of proof and plan of the chapter

The chapter is divided in

1. Part I) containing the abstract functional setting and the Darboux result;

2. Part II) with the proof of the almost global in time Theorem 4.1.1.

We first illustrate the way we proceed to preserve the Hamiltonian structure, up to homogeneity N , in a
generic transformation step along the proof of Theorem 4.1.1.
Symplectic conjugation step up to homogeneity N . Consider a real-to-real system in para-differential
form

∂tU = X(U) = OpBW (A(U ; t,x,ξ))[U ] +R(U ; t)[U ] , U =

[
u
u

]
, (4.1.21)

where A(U ; t,x,ξ) is a matrix of symbols and R(U ; t) are %-smoothing operators, which admit a homoge-
neous expansion up to homogeneity N , whereas the terms with homogeneity > N are dealt, as in [27], as
time dependent symbols and remainders, see Section 4.2.1. This is quite convenient from a technical point
of view because it does not demand much information about the higher degree terms. Moreover this enables
to directly use the paralinearization of the Dirichlet-Neumann operator proved in [27]. System (4.1.21)
is Hamiltonian up to homogeneity N , namely the homogeneous components of the vector field X(U) of
degree ≤ N + 1 have the Hamiltonian form

Jc∇H(U) where Jc :=

[
0 −i
i 0

]
(4.1.22)
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is the Poisson tensor and H(U) is a real valued pluri-homogeneous Hamiltonian of degree ≤ N + 2.
Moreover the para-differential operator OpBW (A(U)) in (4.1.21) is a linear Hamiltonian operator, up to ho-
mogeneity N , namely of the form OpBW (A(U)) = JcOpBW (B(U)) where B(U) is a symmetric operator
up to homogeneity N , see Definition 4.3.6.

In order to prove energy estimates for (4.1.21) we transform it under several changes of variables.
Actually we do not really perform changes of variables of the phase space, but we proceed in the time
dependent setting due to the high homogeneity terms. Let us discuss a typical transformation step. Let
G(U ; t) := Gτ (U ; t)|τ=1 be the time 1-flow

∂τGτ (U ; t) = JcOpBW
(
B(U ;τ, t,x,ξ)

)
Gτ (U ; t) , G0(U ; t) = Id , (4.1.23)

generated by a linearly Hamiltonian operator JcOpBW
(
B(U ;τ, t,x,ξ)

)
up to homogeneity N . The trans-

formation G(U ; t) is invertible and bounded on Ḣs(T) × Ḣs(T) for any s ∈ R and it admits a pluri-
homogeneous expansion G≤N (U), which is an unbounded operator if the generator JcOpBW

(
B
)

is un-
bounded, see Section 4.3.3. If U solves (4.1.21) then the variable

W := G(U ; t)U (4.1.24)

solves a new system in para-differential form

∂tW = X+(W ) = OpBW (A+(W ; t,x,ξ))[W ] +R+(W ; t)[W ] (4.1.25)

(actually the symbols and remainders of homogeneity > N in (4.1.25) are still expressed in terms of U ,
but for simplicity we skip to discuss this issue here). In Section 4.6 we perform several transformations
of this kind, choosing suitable generators JcOpBW

(
B
)

(either bounded or unbounded) in order to obtain a
diagonal matrix A+ with x-independent symbols.

We remark that, with this procedure, since the time one flow map G(U ; t) of the linear Hamiltonian
system (4.1.23) is only linearly symplectic up to homogeneity N , namely

G(U ; t)>EcG(U ; t) = Ec + E>N (U ; t) , E>N (U ; t) = O(‖U‖N+1) ,

where Ec := J−1
c is the standard symplectic tensor, the new system (4.1.25) is not Hamiltonian anymore,

not even its pluri-homogeneous components of degree ≤ N + 1. The new system (4.1.25) is only linearly
symplectic, up to homogeneity N , see Lemma 4.3.9. In order to obtain a new Hamiltonian system up
to homogeneity N , we use the Darboux results of Section 4.4 to construct perturbatively a “symplectic
corrector” of the transformation (4.1.24).

Let us say some words about the construction of the symplectic corrector. We remark that the perturbed
symplectic tensor E≤N (V ) induced by the non-symplectic transformation G≤N (U) is not a smoothing per-
turbation of the standard Poisson tensor Ec, cfr. (4.1.20). However, Lemmata 4.4.4 and 4.4.5 prove that, for
any pluri-homogeneous vector field X(V ), we have

E≤N (V )[X(V )] = EcX(V ) +∇W(V ) + smoothing vector fields + high homogeneity terms

whereW(V ) is a scalar function. This algebraic structural property enables to prove the Darboux Proposi-
tion 4.4.7, thus Theorem 4.4.1, via a deformation argument à la Moser. We also remark that the operators
R≤N (·) of Theorem 4.4.1 are smoothing for arbitrary % ≥ 0, since they have 2 equivalent frequencies,
namely max2(n1, . . . ,np+1) ∼ max(n1, . . . ,np+1) in (4.2.38), arising by applications of Lemma 4.2.21.
This property compensates the presence of unbounded operators in G≤N (U).
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In conclusion, Theorem 4.4.1 provides a nonlinear map W + R≤N (W )W , where R≤N (W ) are pluri-
homogeneous %-smoothing operators for arbitrary % > 0, such that the pluri-homogeneous map

DN (U) := (Id +R≤N (·)) ◦ G≤N (U)U

is symplectic up to homogeneity N , i.e.[
dUDN (U)

]>
Ec
[
dUDN (U)

]
= Ec + E>N (U) (4.1.26)

where E>N (U) is an operator of homogeneity degree ≥ N + 1. As a consequence, since (4.1.21) is
Hamiltonian up to homogeneity N , the variable

Z(t) := D(U(t); t) := W (t) +R≤N (W (t)) = (Id +R≤N (·)) ◦ G(U(t); t)U(t)

satisfies a system which is Hamiltonian up to homogeneity N as well, and which has, since R≤N (·) are
smoothing operators, the same para-differential form as in (4.1.25),

∂tZ = X++(Z) = OpBW (A++(Z; t,x,ξ))[Z] +R++(Z; t)[Z] . (4.1.27)

This is the content of Theorem 4.7.1. Note that the matrix of symbols A++(Z; t,x,ξ) in (4.1.27) is obtained
by substituting inA+(W ; t,x,ξ) the relationW = Z−R≤N (Z)+. . . obtained invertingZ = W+R≤N (W )
approximately up to homogeneity N . This procedure is rigorously justified in Lemmata A.0.4 and A.0.5.
Scheme of proof of Theorem 4.1.1. In part II we apply the abstract formalism developed in part I to prove
Theorem 4.1.1. We proceed as follows.
Section 4.5: paralinearization of the water waves equations. In Section 4.5 we first paralinearize the water
waves equations (4.1.2), we introduce the Wahlén variables (η,ζ) in (4.5.2) and the complex variable U in
(4.5.6) which diagonalizes the linearized equations at zero. The resulting paralinearized equations (4.5.37)
are a Hamiltonian system of the form

∂tU = Jc∇Hγ(U) (4.1.28)

where Hγ is the Hamiltonian in (4.1.5) written in the variable U . Our goal is to perform several changes of
variable to prove energy estimates for (4.5.37), i.e. (4.1.28), valid up to times of order ε−N−1. We split the
proof in two major steps.
Section 4.6: Hamiltonian para-differential normal form. In Section 4.6.1 we introduce the good unknown
of Alinhac G(U) (written in complex coordinates), obtaining a system which has energy estimates for times
of order ε−1. The Alinhac good unknown is not symplectic and therefore the transformed system (4.6.4)
is not Hamiltonian anymore. Next we transform (4.6.4) into a diagonal matrix of x-independent symbols
up to smoothing remainders, in order to compensate along the Birkhoff normal form reduction process the
loss of derivatives due to the small divisors and the quasi-linear nature of the water waves equations, see
Proposition 4.6.1. The resulting system

∂tW = OpBWvec

(
im 3

2
(U ; t,ξ)

)
W +R(U ; t)W (4.1.29)

is no longer Hamiltonian. In (4.1.29) the imaginary part of the symbol m 3
2

has order zero and homogeneity
larger than N , whereas R(U ; t) is a smoothing remainder vanishing linearly in U .
Section 4.7: Hamiltonian Birkhoff normal form. In order to recover the Hamiltonian structure we apply
the symplectic corrector given by Theorem 4.4.1: using Theorem 4.7.1 and Lemmata A.0.4 and A.0.5, we
obtain in Proposition 4.7.2 system (4.7.4) which is Hamiltonian up to homogeneity N . We perform the
Hamiltonian Birkhoff normal form reduction for any value of the surface tension κ outside the setK defined
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in Theorem B.0.1. Iteratively we first reduce the p–homogeneous x-independent para-differential symbol to
its super-action-preserving component, via the linear flow generated by an unbounded Fourier multiplier, see
(4.7.42). Since such transformation is only linearly symplectic, we apply again Theorem 4.7.1 to recover a
Hamiltonian system up to homogeneityN , see system (4.7.56). Finally we reduce the (p+1)-homogeneous
component of the Hamiltonian smoothing vector field to its super-action preserving part, see (4.7.70). The
key property is that a super-action preserving Hamiltonian Poisson commutes with the super-actions defined
in (4.1.12). After N iterations, the final outcome is the Hamiltonian Birkhoff normal form system (4.7.21),
which has the form

∂tZ = Jc∇H(SAP)(Z) + OpBWvec

(
−i(m 3

2
)>N (U ; t,ξ)

)
Z +R>N (U ; t)U (4.1.30)

where H(SAP)(Z) is a super-action preserving Hamiltonian (Definition 4.7.8) and the higher order homo-
geneity para-differential and smoothing terms admit energy estimates in Sobolev spaces (the imaginary part
of the symbol (m 3

2
)>N has order zero).

Section 4.8: energy estimates. The Hamiltonian Birkhoff normal form equation ∂tZ = Jc∇H(SAP)(Z) ob-
tained neglecting the terms of homogeneity larger than N in (4.1.30) possesses the super–actions |z−n|2 +
|zn|2, for any n ∈ N, as prime integrals. Thus it preserves the Sobolev norms and the solutions of (4.1.30)
with initial data of size ε have energy estimates up to times of order ε−N−1. In conclusion, since the Sobolev
norms of U in (4.1.28) and Z in (4.1.30) are equivalent, we deduce energy estimates for (4.1.28),

‖U(t)‖2
Ḣs .s,K ‖U(0)‖2

Ḣs +

∫ t

0
‖U(τ)‖N+3

Ḣs
dτ

valid up to times of order ε−N−1. A standard bootstrap argument concludes the proof of Theorem 4.1.1.

Notation: The notation A . B means that there exists a constant C ≥ 0 such that A ≤ CB. We denote
N = {1,2, . . .} and N0 := N ∪ {0}.
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4.2 Functional Setting

This section contains the abstract functional setting necessary for this chapter.
In Section 4.2.1 we present definitions and results about para-differential calculus following Berti-Delort

[27], but defining the different notion of m-operators. Using the same classes of symbols and smoothing
operators of [27] has the advantage to directly rely on the result in [27] concerning the paralinearization of
the Dirichlet-Neumann operator with multilinear expansions. In Section 4.2.2 we introduce the notion of
spectrally localized maps which includes, as a particular case, para-differential operators of any order. Then
we prove several properties of spectrally localized maps among which that the transpose of the differential of
a homogeneous spectrally localized map is smoothing, see Lemma 4.2.21. This result generalizes a lemma
which has been proved in Feola-Iandoli [73] for para-differential operators, and it is relevant for producing
the Hamiltonian corrections to the homogeneous components of the vector field in Section 4.4, by means
of a Darboux approximate procedure. In Section 4.2.3 we construct approximate inverses of non–linear
maps and approximate flows up to an arbitrary degree of homogeneity. In Section 4.2.4 we introduce the
formalism of pluri-homogeneous k-forms, Lie derivatives and Cartan’s magic formula. Let us first fix some
notation used along the chapter.

Function spaces. Along the chapter we deal with real parameters

s ≥ s0 � K � %� N (4.2.1)

where N ∈ N0 is the constant in Theorem 4.1.1.
Given an interval I ⊂ R symmetric with respect to t = 0 and s ∈ R, we define the space

CK∗ (I,Ḣs
(
T,C2)

)
:=

K⋂
k=0

Ck
(
I,Ḣs− 3

2
k(T,C2)

)
endowed with the norm

sup
t∈I
‖U(t, ·)‖K,s where ‖U(t, ·)‖K,s :=

K∑
k=0

‖∂kt U(t, ·)‖
Ḣs− 3

2 k
, (4.2.2)

and we also consider its subspace

CK∗R(I,Ḣs
(
T,C2)

)
:=
{
U ∈ CK∗ (I,Ḣs

(
T,C2)

)
: U =

(
u
u

)}
.

Given r > 0 we set BK
s (I;r) the ball of radius r in CK∗ (I,Ḣs

(
T,C2)

)
and by BK

s,R(I;r) the ball of radius
r in CK∗R(I,Ḣs

(
T,C2)

)
.

The parameter s in (4.2.2) denotes the spatial Sobolev regularity of the solution U(t, ·) andK its regular-
ity in the time variable. The gravity-capillary water waves vector field loses 3/2-derivatives, and therefore,
differentiating the solution U(t) for k-times in the time variable, there is a loss of 3

2k-spatial derivatives.
The parameter % in (4.2.1) denotes the order where we decide to stop our regularization of the system and
depends on the number N of steps of Birkhoff normal form that we will perform and the smallness of the
small divisors due to the resonances.

We denote L̇2(T,C) := Ḣ0(T,C) and L̇2
r := L̇2(T,R) = Ḣ0(T,R) the subspace of L̇2(T,C) made by

real valued functions. Given u,v ∈ L̇2(T,C) we define

〈u,v〉L̇2
r

:=

∫
T

Π⊥0 u(x)Π⊥0 v(x)dx, respectively 〈u,v〉L̇2 :=

∫
T

Π⊥0 u(x)Π⊥0 v(x)dx, (4.2.3)
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where Π⊥0 u := u− 1
2π

∫
u(x)dx is the projector onto the zero mean functions.

We also consider the non-degenerate bilinear form on L̇2(T;C2)〈(v+
1

v−1

)
,

(
v+

2

v−2

)〉
r

:= 〈v+
1 ,v

+
2 〉L̇2

r
+ 〈v−1 ,v

−
2 〉L̇2

r
. (4.2.4)

Fourier expansions. Given a 2π-periodic function u(x) in the homogeneous space L̇2(T,C), we identify
u(x) with its zero average representative and we expand it in Fourier series as

u(x) =
∑

j∈Z\{0}

û(j)
eijx

√
2π
, û(j) :=

1√
2π

∫
T
u(x)e−ijxdx. (4.2.5)

We shall expand a function
(
u+

u−

)
as

(
u+

u−

)
=
∑
σ∈±

∑
j∈Z\{0}

qσuσj
eiσjx

√
2π
, uσj := ûσ(σj) =

1√
2π

∫
T
uσ(x)e−iσjxdx (4.2.6)

where

q+ :=

(
1
0

)
, q− :=

(
0
1

)
. (4.2.7)

For n ∈ N we denote by Πn the orthogonal projector from L2(T,C) to the linear subspace spanned by
{einx,e−inx},

(Πnu)(x) := û(n)
einx

√
2π

+ û(−n)
e−inx

√
2π

, (4.2.8)

and we denote by Πn also the corresponding projector in L2(T,C2).
If U = (U1, . . . ,Up) is a p-tuple of functions and ~n = (n1, . . . ,np) ∈ Np, we set

Π~nU :=
(
Πn1U1, . . . ,ΠnpUp

)
, τςU :=

(
τςU1, . . . , τςUp

)
.

For ~p = (j1, . . . , jp) ∈ (Z \ {0})p and ~σp = (σ1, . . . ,σp) ∈ {±}p we denote |~p| := max(|j1|, . . . , |jp|) and

u
~σp
~p

:= uσ1
j1
. . .u

σp
jp
, ~σp · ~p := σ1j1 + . . .+ σpjp . (4.2.9)

Note that, under the translation operator τς defined in (4.1.6), the Fourier coefficients of τςu transform as

(τςu)σj = eiσjςuσj .

We finally denote
Tp :=

{
(~p,~σp) ∈ (Z \ {0})p × {±}p : ~σp · ~p = 0

}
. (4.2.10)

Real-to-real operators and vector fields. Given a linear operator R(U)[·] acting on L̇2(T;C) we associate
the linear operator defined by the relation

R(U)[v] := R(U)[v] , ∀v : T→ C . (4.2.11)

An operator R(U) is real if R(U) = R(U). We say that a matrix of operators acting on L̇2(T;C2) is
real-to-real, if it has the form

R(U) =

(
R1(U) R2(U)

R2(U) R1(U)

)
, (4.2.12)
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for any U in

L̇2
R(T,C2) :=

{
V ∈ L̇2(T,C2) : V =

(
v
v

)}
. (4.2.13)

We define similarly Ḣs
R(T,C2). A real-to-real matrix of operators R(U) acts in the subspace L̇2

R(T,C2).
If R1(U) and R2(U) are real-to-real operators then also R1(U) ◦R2(U) is real-to-real.
Similarly we will say that a vector field

X(U) :=

(
X(U)+

X(U)−

)
is real-to-real if X(U)+ = X(U)− , ∀U ∈ L̇2

R(T,C2) . (4.2.14)

4.2.1 Para-differential calculus

We first introduce the para-differential operators (Definition 4.2.4) following [27]. Then we define the new
class of m-Operators (Definition 4.2.5) that, for m ≤ 0, are the smoothing ones (Definition 4.2.7), and we
prove properties of m-operators under transposition and composition.

Classes of symbols. We give the definition of the classes of symbols that we use. Roughly speaking
the class Γ̃mp contains symbols of order m and homogeneity p in U , whereas the class ΓmK,K′,p contains
non-homogeneous symbols of order m that vanishes at degree at least p in U and that are (K −K ′)-times
differentiable in t; we can think the parameterK ′ like the number of time derivatives of U that are contained
in the symbols. In the following we denote Ḣ∞(T;C2) :=

⋂
s∈R Ḣ

s(T;C2).

Definition 4.2.1. Let m ∈ R, p,N ∈ N0, K,K ′ ∈ N0 with K ′ ≤ K, and r > 0.
(i) p-homogeneous symbols. We denote by Γ̃mp the space of symmetric p-linear maps from (Ḣ∞(T;C2))p

to the space ofC∞ functions from T×R toC, (x,ξ) 7→ a(U ;x,ξ), satisfying the following: there exist µ > 0
and, for any α,β ∈ N0, there is a constant C > 0 such that

|∂αx ∂
β
ξ a(Π~nU ;x,ξ)| ≤ C|~n|µ+α〈ξ〉m−β

p∏
j=1

‖ΠnjU‖L2 (4.2.15)

for any U = (U1, . . . ,Up) ∈ (Ḣ∞(T;C2))p and ~n = (n1, . . . ,np) ∈ Np. Moreover we assume that, if for
some (n0, . . . ,np) ∈ N0 × Np, Πn0a

(
Πn1U1, . . .ΠnpUp; ·

)
6= 0, then there is a choice of signs σ0, . . . ,σp ∈

{−1,1} such that
∑p

j=0σjnj = 0. In addition we require the translation invariance property

a(τςU ;x,ξ) = a(U ;x+ ς,ξ) , ∀ς ∈ R , (4.2.16)

where τς is the translation operator in (4.1.6).
For p = 0 we denote by Γ̃m0 the space of constant coefficients symbols ξ 7→ a(ξ) which satisfy (4.2.15)

with α = 0 and the right hand side replaced by C〈ξ〉m−β .
We denote by ΣN

p Γ̃mq the class of pluri-homogeneous symbols
∑N

q=paq with aq ∈ Γ̃mq . For p ≥ N + 1
we mean that the sum is empty.

(ii) Non-homogeneous symbols. We denote by ΓmK,K′,p[r] the space of functions (U ; t,x,ξ) 7→
a(U ; t,x,ξ), defined for U ∈ BK′

s0 (I;r) for some s0 large enough, with complex values, such that for
any 0 ≤ k ≤ K − K ′, any σ ≥ s0, there are C > 0, 0 < r(σ) < r and for any U ∈ BK

s0(I;r(σ)) ∩
Ck+K′
∗ (I,Ḣσ(T;C2)) and any α,β ∈ N0, with α ≤ σ − s0 one has the estimate

|∂kt ∂αx ∂
β
ξ a(U ; t,x,ξ)| ≤ C〈ξ〉m−β‖U‖p−1

k+K′,s0
‖U‖k+K′,σ . (4.2.17)
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If p = 0 the right hand side has to be replaced by C〈ξ〉m−β .
(iii) Symbols. We denote by ΣΓmK,K′,p[r,N ] the space of functions (U ; t,x,ξ) 7→ a(U ; t,x,ξ), with

complex values such that there are homogeneous symbols aq ∈ Γ̃mq , q = p, . . . ,N and a non-homogeneous
symbol a>N ∈ ΓmK,K′,N+1 such that

a(U ; t,x,ξ) =
N∑
q=p

aq(U,. . . ,U ;x,ξ) + a>N (U ; t,x,ξ) . (4.2.18)

We denote by ΣΓmK,K′,p[r,N ]⊗M2(C) the space of 2× 2 matrices with entries in ΣΓmK,K′,p[r,N ].

We say that a symbol a(U ; t,x,ξ) is real if it is real valued for any U ∈ BK′
s0,R(I;r).

• If a(U ; ·) is a homogeneous symbol in Γ̃mp then a(U,. . . ,U ; ·) belongs to ΓmK,0,p[r], for any r > 0.

• If a is a symbol in ΣΓmK,K′,p[r,N ] then ∂xa ∈ ΣΓmK,K′,p[r,N ] and ∂ξa ∈ ΣΓm−1
K,K′,p[r,N ]. If in addition b

is a symbol in ΣΓm
′

K,K′,p′ [r,N ] then ab ∈ ΣΓm+m′

K,K′,p+p′ [r,N ].
•Notation for p-homogeneous symbols: If ap(U1, . . . ,Up;x,ξ) is a p-homogeneous symbol, with a slightly
abuse of notation, we also denote by ap(U ;x,ξ) := ap(U,. . . ,U ;x,ξ) the corresponding polynomial and say
that ap(U ;x,ξ) is in Γ̃mp .

Remark 4.2.2. (Fourier representation of symbols) The translation invariance property (4.2.16) means
that the dependence with respect to the variable x of a symbol a(U ;x,ξ) enters only through the functions
U(x), implying that a symbol aq(U ;x,ξ) in Γ̃mq , m ∈ R, has the form (recall notation (4.2.9))

aq(U ;x,ξ) =
∑

~∈(Z\{0})q ,~σ∈{±1}q
(aq)

~σ
~ (ξ)u~σ~ e

i~σ·~x (4.2.19)

where (aq)
~σ
~ (ξ) ∈ C are Fourier multipliers of order m satisfying: there exists µ > 0, and for any β ∈ N0,

there is Cβ > 0 such that

|∂βξ (aq)
~σ
~ (ξ)| ≤ Cβ|~ |µ〈ξ〉m−β, ∀(~,~σ) ∈ (Z \ {0})q × {±}q . (4.2.20)

A symbol aq(U ;x,ξ) as in (4.2.19) is real if

(aq)
~σ
~ (ξ) = (aq)

−~σ
~ (ξ) . (4.2.21)

By (4.2.19) a symbol a1 in Γ̃m1 can be written as a1(U ;x,ξ) =
∑

j∈Z\{0},σ=±(a1)σj (ξ)uσj e
iσjx, and there-

fore, if a1 is independent of x, it is actually a1 ≡ 0.

We also define classes of functions in analogy with our classes of symbols.

Definition 4.2.3. (Functions) Let p,N ∈ N0, K,K ′ ∈ N0 with K ′ ≤ K, r > 0. We denote by F̃p,
resp. FK,K′,p[r], ΣFK,K′,p[r,N ], the subspace of Γ̃0

p, resp. Γ0
K,K′,p[r], resp. ΣΓ0

K,K′,p[r,N ], made of those

symbols which are independent of ξ. We write F̃Rp , resp. FRK,K′,p[r], ΣFRK,K′,p[r,N ], to denote functions in

F̃p, resp. FK,K′,p[r], ΣFK,K′,p[r,N ], which are real valued for any U ∈ BK′
s0,R(I;r).
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Para-differential quantization. Given p ∈ N0 we consider functions χp ∈ C∞(Rp × R;R) and χ ∈
C∞(R× R;R), even with respect to each of their arguments, satisfying, for 0 < δ � 1,

suppχp ⊂ {(ξ′, ξ) ∈ Rp × R; |ξ′| ≤ δ〈ξ〉} , χp(ξ
′, ξ) ≡ 1 for |ξ′| ≤ δ〈ξ〉/2 ,

suppχ ⊂ {(ξ′, ξ) ∈ R× R; |ξ′| ≤ δ〈ξ〉} , χ(ξ′, ξ) ≡ 1 for |ξ′| ≤ δ〈ξ〉/2 .

For p = 0 we set χ0 ≡ 1. We assume moreover that

|∂αξ ∂
β
ξ′χp(ξ

′, ξ)| ≤ Cα,β〈ξ〉−α−|β| , ∀α ∈ N0, β ∈ Np0 , |∂
α
ξ ∂

β
ξ′χ(ξ′, ξ)| ≤ Cα,β〈ξ〉−α−β, ∀α, β ∈ N0 .

If a(x,ξ) is a smooth symbol we define its Weyl quantization as the operator acting on a 2π-periodic function
u(x) (written as in (4.2.5)) as

OpW (a)u =
1√
2π

∑
k∈Z

(∑
j∈Z

â
(
k − j, k + j

2

)
û(j)

) eikx

√
2π

where â(k,ξ) is the kth−Fourier coefficient of the 2π−periodic function x 7→ a(x,ξ).

Definition 4.2.4. (Bony-Weyl quantization) If a is a symbol in Γ̃mp , respectively in ΓmK,K′,p[r], we set

aχp(U ;x,ξ) :=
∑
~n∈Np

χp (~n,ξ)a(Π~nU ;x,ξ) ,

aχ(U ; t,x,ξ) :=
1

2π

∫
R
χ(ξ′, ξ)â(U ; t,ξ′, ξ)eiξ′xdξ′ ,

(4.2.22)

where in the last equality â stands for the Fourier transform with respect to the x variable, and we define
the Bony-Weyl quantization of a as

OpBW (a(U ; ·)) = OpW (aχp(U ; ·)) , OpBW (a(U ; t, ·)) = OpW (aχ(U ; t, ·)) . (4.2.23)

If a is a symbol in ΣΓmK,K′,p[r,N ], we define its Bony-Weyl quantization

OpBW (a(U ; t, ·)) =
N∑
q=p

OpBW (aq(U,. . . ,U ; ·)) + OpBW (a>N (U ; t, ·)) .

We will use also the notation

OpBWvec (a(U ; t,x,ξ)) := OpBW

([
a(U ; t,x,ξ) 0

0 a∨(U ; t,x,ξ)

])
, a∨(x,ξ) := a(x,−ξ) . (4.2.24)

• The operator OpBW (a) acts on homogeneous spaces of functions, see Proposition 3.8 of [27].
• If a is a homogeneous symbol, the two definitions of quantization in (4.2.23) differ by a smoothing
operator according to Definition 4.2.7 below. With the first regularization in (4.2.22) we guarantee the
important property that OpBW (a) is a spectrally localized map according to Definition 4.2.16 below.
• The action of OpBW (a) on homogeneous spaces only depends on the values of the symbol a = a(U ; t,x,ξ)
(or a(U ; t,x,ξ)) for |ξ| ≥ 1. Therefore, we may identify two symbols a(U ; t,x,ξ) and b(U ; t,x,ξ) if they
agree for |ξ| ≥ 1/2. In particular, whenever we encounter a symbol that is not smooth at ξ = 0, such as,
for example, a = g(x)|ξ|m for m ∈ R \ {0}, or sign(ξ), we will consider its smoothed out version χ(ξ)a,
where χ ∈ C∞(R;R) is an even and positive cut-off function satisfying

χ(ξ) = 0 if |ξ| ≤ 1
8 , χ(ξ) = 1 if |ξ| > 1

4 , ∂ξχ(ξ) > 0 ∀ξ ∈
(

1
8 ,

1
4

)
.
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• Definition 4.2.4 is independent of the cut-off functions χp, χ, up to smoothing operators that we define
below (see Definition 4.2.7), see the remark at pag. 50 of [27].
• If for some (n0, . . . ,np+1) ∈ Np+2, Πn0OpBW (a(Π~nU ; ·))Πnp+1Up+1 6= 0 , then there exist signs εj ∈
{±}, j = 0, . . . ,p+ 1, such that

∑p+1
0 εjnj = 0 and the indices satisfy (see Proposition 3.8 in [27])

n0 ∼ np+1, nj ≤ Cδnp+1 , nj ≤ Cδn0 , j = 1, . . . ,p . (4.2.25)

• Given a para-differential operator A = OpBW (a(x,ξ)) it results

A = OpBW

(
a(x,−ξ)

)
, A> = OpBW (a(x,−ξ)) , A∗ = OpBW

(
a(x,ξ)

)
, (4.2.26)

where A> and A∗ denote respectively the transposed and adjoint operator with respect to the complex,
respectively real, scalar product of L̇2 in (4.2.3). It results A∗ = A

>.
• A para-differential operator A = OpBW (a(x,ξ)) is real (i.e. A = A) if

a(x,ξ) = a∨(x,ξ) where a∨(x,ξ) := a(x,−ξ) . (4.2.27)

• A matrix of para-differential operators OpBW (A(U ; t,x,ξ)) is real-to-real, i.e. (4.2.12) holds, if and only
if the matrix of symbols A(U ; t,x,ξ) has the form

A(U ;x,ξ) =

(
a(U ; t,x,ξ) b(U ; t,x,ξ)

b∨(U ; t,x,ξ) a∨(U ; t,x,ξ)

)
. (4.2.28)

Classes of m-Operators and smoothing Operators. Given integers (n1, . . . ,np+1) ∈ Np+1, we denote
by max2(n1, . . . ,np+1) the second largest among n1, . . . ,np+1. We shall often use that max2 is monotone
in each component, i.e. if n′j ≥ nj for some j, then

max2(n1, . . . ,nj , . . . ,np) ≤ max2(n1, . . . ,n
′
j , . . . ,np) . (4.2.29)

In addition max2 is non decreasing by adding elements, namely

max2(n1, . . . ,np) ≤ max2(n1, . . . ,np,np+1) . (4.2.30)

We now define the m-operators. The class M̃m
p denotes multilinear operators that lose m derivatives and

are p-homogeneous in U , while the class Mm
K,K′,p contains non-homogeneous operators which lose m

derivatives, vanish at degree at least p in U , satisfy tame estimates and are (K −K ′)-times differentiable in
t. The constant µ in (4.2.31) takes into account possible loss of derivatives in the “low” frequencies.

Definition 4.2.5. (Classes of m-operators) Let m ∈ R, p,N ∈ N0 K,K
′ ∈ N0 with K ′ ≤ K, and r > 0.

(i) p-homogeneous m-operators. We denote by M̃m
p the space of (p + 1)-linear operators M from

(Ḣ∞(T;C2))p × Ḣ∞(T;C) to Ḣ∞(T;C) which are symmetric in (U1, . . . ,Up), of the form

(U1, . . . ,Up+1)→M(U1, . . . ,Up)Up+1

that satisfy the following. There are µ ≥ 0, C > 0 such that

‖Πn0M(Π~nU)Πnp+1Up+1‖L2 ≤ Cmax2(n1, . . . ,np+1)µmax(n1, . . . ,np+1)m
p+1∏
j=1

‖ΠnjUj‖L2 (4.2.31)
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for any U = (U1, . . . ,Up) ∈ (Ḣ∞(T;C2))p, anyUp+1 ∈ Ḣ∞(T;C), ~n = (n1, . . . ,np) inNp, any n0,np+1 ∈
N. Moreover, if

Πn0M(Πn1U1, . . . ,ΠnpUp)Πnp+1Up+1 6= 0 , (4.2.32)

then there is a choice of signs σ0, . . . ,σp+1 ∈ {±1} such that
∑p+1

j=0 σjnj = 0. In addition we require the
translation invariance property

M(τςU)[τςUp+1] = τς
(
M(U)Up+1

)
, ∀ς ∈ R . (4.2.33)

We denote M̃p := ∪m≥0M̃m
p and ΣN

p M̃m
q the class of pluri-homogeneous operators

∑N
q=pMq with Mq in

M̃m
q . For p ≥ N + 1 we mean that the sum is empty. We set ΣpM̃m

q :=
⋃
N∈NΣN

p M̃m
q .

(ii) Non-homogeneous m-operators. We denote by Mm
K,K′,p[r] the space of operators (U,t,V ) 7→

M(U ; t)V defined on BK′
s0 (I;r)× I × C0

∗ (I,Ḣ
s0(T,C)) for some s0 > 0, which are linear in the variable

V and such that the following holds true. For any s ≥ s0 there are C > 0 and r(s) ∈]0, r[ such that for any
U ∈ BK

s0(I;r(s)) ∩ CK∗ (I,Ḣs(T,C2)), any V ∈ CK−K′∗ (I,Ḣs(T,C)), any 0 ≤ k ≤ K −K ′, t ∈ I , we
have that

‖∂kt (M(U ; t)V )‖
Ḣs− 3

2 k−m
≤ C

∑
k′+k′′=k

‖V ‖k′′,s‖U‖pk′+K′,s0 + ‖V ‖k′′,s0‖U‖
p−1
k′+K′,s0

‖U‖k′+K′,s . (4.2.34)

In case p = 0 we require the estimate ‖∂kt (M(U ; t)V )‖
Ḣs− 3

2 k−m
≤ C‖V ‖k,s.

(iii) m-Operators. We denote by ΣMm
K,K′,p[r,N ], the space of operators (U,t,V ) → M(U ; t)V such

that there are homogeneous m-operators Mq in M̃m
q , q = p, . . . ,N and a non–homogeneous m-operator

M>N inMm
K,K′,N+1[r] such that

M(U ; t)V =

N∑
q=p

Mq(U,. . . ,U)V +M>N (U ; t)V . (4.2.35)

We denote

M̃p :=
⋃
m≥0

M̃m
p , MK,K′,p[r] :=

⋃
m≥0

Mm
K,K′,p[r] , ΣMK,K′,p[r,N ] :=

⋃
m≥0

ΣMm
K,K′,p[r,N ] ,

and ΣMm
K,K′,p[r,N ]⊗M2(C) the space of 2×2 matrices whose entries are operators in ΣMm

K,K′,p[r,N ].

• If M(U,. . . ,U) is a p–homogeneous m-operator in M̃m
p then the differential of the non–linear map

M(U,. . . ,U)U , dU
(
M(U,. . . ,U)U

)
V = pM(V,U, . . . ,U)U + M(U,. . . ,U)V is a p–homogeneous m-

operator in M̃m
p . This follows because the right hand side of (4.2.31) is symmetric in (n1, . . . ,np+1).

• If m1 ≤ m2 then ΣMm1
K,K′,p[r,N ] ⊆ ΣMm2

K,K′,p[r,N ].
• Notation for p-homogeneous m-operators: if M(U1, . . . ,Up) is a p-homogeneous m-operator, we shall
often denote by M(U) := M(U,. . . ,U) the corresponding polynomial and say that M(U) is in M̃m

p .
Viceversa, a polynomial can be represented by a (p + 1)-linear form M(U1, . . . ,Up)Up+1 not necessarily
symmetric in the internal variables. If it fulfills the symmetric estimate (4.2.31), the polynomial is generated
by the m-operator in M̃m

p obtained by symmetrization of the internal variables. We will do this consistently
without mentioning it further.
• Notation for projection on homogeneous components: given an operator M(U ; t) in ΣMm

K,K′,p[r,N ]
of the form (4.2.35) we denote by

P≤N [M(U ; t)] :=

N∑
q=p

Mq(U) , resp. Pq[M(U ; t)] := Mq(U) , (4.2.36)
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the projections on the pluri-homogeneous, resp. homogeneous, operators in ΣN
p M̃m

q , resp. in M̃m
q . Given

an integer p ≤ p′ ≤ N we also denote

P≥p′ [M(U ; t)] :=

N∑
q=p′

Mq(U), P≤p′ [M(U ; t)] :=

p′∑
q=p

Mq(U) .

The same notation will be also used to denote pluri-homogeneous/homogeneous components of symbols.

Remark 4.2.6. Definition 4.2.5 of homogeneous m-operators is different than the one in Definition 3.9
in [27], due to the different bound (4.2.31). However for m ≥ 0 the class of homogeneous m-operators
contains the class of homogeneous maps of order m in Definition 3.9 of [27], and in view of (4.2.31) is
contained in the class of maps of order m + µ of [27]. On the other hand the class of non-homogeneous
m-operators coincides with the class of non-homogeneous maps in Definition 3.9 of [27].

If m ≤ 0 the operators in ΣMm
K,K′,p[r,N ] are referred to as smoothing operators.

Definition 4.2.7. (Smoothing operators) Let % ≥ 0. A (−%)-operator R(U) belonging to ΣM−%K,K′,p[r,N ]
is called a smoothing operator. Along the chapter will use also the notation

R̃−%p := M̃−%p , ΣN
p R̃−%q := ΣN

p M̃−%q ,

R−%K,K′,p[r] :=M−%K,K′,p[r] , ΣR−%K,K′,p[r,N ] := ΣM−%K,K′,p[r,N ] .
(4.2.37)

• Given % ≥ 0, an operator R(U) belongs to R̃−%p if and only if there is µ = µ(%) ≥ 0 and C > 0 such that

‖Πn0R(Π~nU)Πnp+1Up+1‖L2 ≤ C
max2(n1, . . . ,np+1)µ

max(n1, . . . ,np+1)%

p+1∏
j=1

‖ΠnjUj‖L2 . (4.2.38)

We remark that Definition 4.2.7 of smoothing operators coincides with Definition 3.7 in [27].
• In view of (4.2.31) and (4.2.38) a homogeneous m-operator in M̃m

p with the property that, on its support,
max2(n1, . . . ,np+1) ∼ max(n1, . . . ,np+1) is actually a smoothing operator in R̃−%p for any % ≥ 0.
• The Definition 4.2.7 of smoothing operators is modeled to gather remainders which satisfy either the prop-
erty max2(n1, . . . ,np+1) ∼ max(n1, . . . ,np+1) or arise as remainders of compositions of para-differential
operators, see Proposition 4.2.14 below, and thus have a fixed order % of regularization.

Lemma 4.2.8. IfM(U1, . . . ,Up) is a p–homogeneousm-operator in M̃m
p then for anyK ∈ N0 and 0 ≤ k ≤

K there exists s0 > 0 such that for any s ≥ s0, for any U ∈ CK∗ (I,Ḣs(T,C2)), any v ∈ CK∗ (I,Ḣs(T,C)),
one has

‖∂kt (M(U1, . . . ,Up)v)‖
Ḣs−m− 3

2 k
.K

∑
k1+···+kp+1=k

(
‖v‖kp+1,s

p∏
a=1

‖Ua‖ka,s0

+ ‖v‖kp+1,s0

p∑
a=1

‖Ua‖ka,s
p∏
a=1
a6=a

‖Ua‖ka,s0
)
.

(4.2.39)

In particular M(U) is a non-homogeneous m-operator inMm
K,0,p[r] for any r > 0 and K ∈ N0.
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Proof. For any 0 ≤ k ≤ K we estimate

‖∂kt (M(U1, . . . ,Up)v)‖
Ḣs−m− 3

2 k
.K

∑
k1+···+kp+1=k

‖M(∂k1
t U1, . . . ,∂

kp
t Up)∂

kp+1

t v‖
Ḣs−m− 3

2 k
.

We now estimate each term in the above sum. We denote ~np+1 := (n1, . . . ,np+1) ∈ Np+1, ~σp+1 :=
(σ1, . . . ,σp+1) ∈ {±}p+1 and I(n0,~σp+1) :=

{
~np+1 ∈ Np+1 : n0 = σ1n1 + . . .+ σp+1np+1

}
. We get

‖M(∂k1
t U1, . . . ,∂

kp
t Up)∂

kp+1

t v‖
Ḣs−m− 3

2 k
=
∥∥ns−m− 3

2
k

0 ‖Πn0(M(∂k1
t U1, . . . ,∂

kp
t Up)∂

kp+1

t v)‖L2

∥∥
`2n0

(4.2.32)
≤

∥∥∥ns−m− 3
2
k

0

∑
~σp+1∈{±}p+1

~np+1∈I(n0,~σp+1)

∥∥Πn0(M(Πn1∂
k1
t U1, . . . ,Πnp∂

kp
t Up)Πnp+1∂

kp+1

t v)‖L2

∥∥∥
`2n0

(4.2.31)
.

∑
~σp+1

∥∥∥ ∑
~np+1∈I(n0,~σp+1)

max2(n1, . . . ,np+1)µmax(n1, . . . ,np+1)s−
3
2
k

p∏
a=1

‖Πna∂
ka
t Ua‖L2‖Πnp+1∂

kp+1

t v‖L2

∥∥∥
`2n0

where in the last inequality we also used that n0 . max{n1, . . . ,np+1} and s − m − 3
2k ≥ 0 to bound

n
s−m− 3

2
k

0 . For any choice of ~σp+1 ∈ {±}p+1, we split the internal sum in p+ 1 components

p+1∑
a=1

Σ
(a)
~σp+1

, Σ
(a)
~σp+1

:=
∑

~np+1∈I(n0,~σp+1)
max(n1,...,np+1)=na

.

We first deal with the term Σ
(p+1)
~σp+1

. In this case we bound

‖Πnp+1∂
kp+1

t v‖L2 ≤
c̃np+1

n
s− 3

2
kp+1

p+1

‖∂kp+1

t v‖
Ḣs− 3

2 kp+1
≤

c̃np+1

n
s− 3

2
kp+1

p+1

‖v‖kp+1,s

‖Πna∂
ka
t Ua‖L2 ≤

c
(a)
na

nµ+1−ka
a

‖∂kat Ua‖Ḣµ+1−ka ≤
c

(a)
na

nµ+1−ka
a

‖Ua‖ka,µ+1, a = 1, . . . ,p

for some sequences (c̃n)n∈N, (c
(a)
n )n∈N in `2(N). With these bounds, and using max(n1, . . . ,np+1)s−

3
2
k =

n
s− 3

2
k

p+1 ≤ n
s− 3

2
kp+1

p+1 n
− 3

2
k1

1 . . .n
− 3

2
kp

p , we get

∥∥∥Σ
(p+1)
~σp+1

∥∥∥
`2n0

.
∥∥∥ ∑

(~np+1)∈Np+1

n0=σ1n1+···+σp+1np+1

c̃np+1

c
(1)
n1

n1
× ·· · ×

c
(p)
np

np

∥∥∥
`2n0

‖v‖kp+1,s

p∏
a=1

‖Ua‖ka,µ+1 .

Applying Young inequality for convolution of sequences and using that
(
c

(a)
n n−1

)
n∈N ∈ `

1(N), we finally
arrive at ∥∥∥Σ

(p+1)
~σp+1

∥∥∥
`2n0

. ‖v‖kp+1,s

p∏
a=1

‖Ua‖ka,s0 , k1 + . . .+ kp+1 = k ,

which is the first term of inequality (4.2.39) with s0 = max(m + 3
2K,µ + 1). Proceeding similarly we

obtain, for any a = 1, . . . ,p,

‖Σ(a)
~σp+1
‖`2n0
. ‖v‖kp+1,µ+1 ‖Ua‖ka,s

∏
a6=a
‖Ua‖ka,µ+1
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which are terms in the sum in the second line of (4.2.39). If Ua = U for any a, we deduce by (4.2.39) and
the estimate ‖U‖ka,σ ≤ ‖U‖k−kp+1,σ

that M(U) fulfills (4.2.34) with K ′ = 0, k′′ := kp+1, k′ = k − kp+1.
Hence M(U) belongs toMm

K,0,p[r] for any r > 0 and K ∈ N0.

• A pluri-homogeneous nonlinear map Z+R≤N (Z)Z where R≤N (Z) is in ΣN
1 R̃

−%
q ⊗M2(C) satisfies the

following bound: for any K ∈ N0 there is s0 > 0 such that for any s ≥ s0, 0 < r < r0(s,K) small enough
and any Z ∈ BK

s0(I;r) ∩ CK∗R(I;Ḣs(T,C2)) one has

2−1‖Z‖k,s ≤ ‖Z +R≤N (Z)Z‖k,s ≤ 2‖Z‖k,s , ∀0 ≤ k ≤ K . (4.2.40)

Fourier representation of m-operators. We may also represent a matrix of operators

M(U) =

(
M+

+ (U) M−+ (U)
M+
− (U) M−− (U)

)
∈ M̃p ⊗M2(C) (4.2.41)

through their Fourier matrix elements, see (4.2.6), writing

M(U)V =

(
(M(U)V )+

(M(U)V )−

)
, (M(U)V )σ =

∑
(~p,j,k)∈(Z\{0})p+2

(~σp,σ′)∈{±}p+1

σk=~σp·~p+σ′j

M
~σp,σ′,σ
~p,j,k

u
~σp
~p
vσ
′
j

eiσkx

√
2π

,
(4.2.42)

where 1

M
~σp,σ′,σ
~p,j,k

:=

∫
T
M
(
qσ1

eiσ1j1x

√
2π

, . . . ,qσp
eiσpjpx

√
2π

)[qσ′eiσ′jx

√
2π

]
· qσ e

−iσkx

√
2π

dx

=

∫
T
Mσ′
σ

(
qσ1

eiσ1j1x

√
2π

, . . . ,qσp
eiσpjpx

√
2π

)[eiσ′jx

√
2π

] e−iσkx

√
2π

dx ∈ C ,
(4.2.43)

and q± are defined in (4.2.7). In (4.2.42) we have exploited the translation invariance property (4.2.33)
which implies that if M~σp,σ′,σ

~p,j,k
6= 0 then

σk = ~σp · ~p + σ′j . (4.2.44)

Note also that since M is symmetric in the internal entries, the coefficients M~σp,σ′,σ
~p,j,k

in (4.2.43) satisfy the
following symmetric property: for any permutation π of {1, . . . ,p}, it results

M
σπ(1),...,σπ(p),σ

′,σ

jπ(1),...,jπ(p),j,k
= M

σ1,...,σp,σ′,σ
j1,...,jp,j,k

. (4.2.45)

The operator M(U) is real-to-real, according to definition (4.2.12), if and only if its coefficients fulfill

M
~σp,σ′,σ
~p,j,k

= M
−~σp,−σ′,−σ
~p,j,k

. (4.2.46)

The matrix entries of the transpose operatorM(U)> with respect to the non-degenerate bilinear form (4.2.4)
are

(M>)
~σp,σ′,σ
~p,j,k

=

∫
T
M>

(
qσ1

eiσ1j1x

√
2π

, . . . ,qσp
eiσpjpx

√
2π

)[qσ′eiσ′jx

√
2π

]
· q

σe−iσkx

√
2π

dx (4.2.47)

=

∫
T
M
(
qσ1

eiσ1j1x

√
2π

, . . . ,qσp
eiσpjpx

√
2π

)[qσe−iσkx

√
2π

]
· q

σ′eiσ′jx

√
2π

dx = M
~σp,σ,σ′

~p,−k,−j .

1Given u =

(
u1

u2

)
, v =

(
v1

v2

)
∈ C2 we set u · v := u1v1 + u2v2.
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One can directly verify that (M>)
~σp,σ′,σ
~p,j,k

fulfill (4.2.44), (4.2.45). If M(U) is real-to-real (i.e. (4.2.46)
holds) then M(U)> is real-to-real as well.

Lemma 4.2.9. (Characterization of m-operators in Fourier basis) Let m ∈ R. A real-to-real linear
operator M(U) as in (4.2.42)-(4.2.43) is a matrix of p-homogeneous m-operators in M̃m

p ⊗M2(C) if and

only if its coefficients M~σp,σ′,σ
~p,j,k

satisfy (4.2.44), (4.2.45), (4.2.46) and there exist µ > 0 and C > 0 such that
for any (~p, j) ∈ (Z \ {0})p+1, (~σp,σ) ∈ {±}p+1,

|M~σp,σ′,σ
~p,j,k

| ≤ Cmax2{|j1|, . . . , |jp|, |j|}µmax{|j1|, . . . , |jp|, |j|}m . (4.2.48)

Proof. Let M(U) be a matrix of m-operators in M̃m
p ⊗ M2(C). Then by (4.2.43), applying Cauchy-

Schwartz inequality and recalling (4.2.8) we get

|M~σp,σ′,σ
~p,j,k

| ≤
∥∥∥Mσ′

σ

(
qσ1Π|j1|

eiσ1j1x

√
2π

, . . . ,qσpΠ|jp|
eiσpjpx

√
2π

)[
Π|j|

eiσ′jx

√
2π

]∥∥∥
L2

(4.2.32)
≤

∑
ε1,...,εp,ε∈{±}

n0=ε1|j1|+···+εp|jp|+ε|j|

∥∥∥Πn0M
σ′
σ

(
qσ1Π|j1|

eiσ1j1x

√
2π

, . . . ,qσpΠ|jp|
eiσpjpx

√
2π

)[
Π|j|

eiσ′jx

√
2π

]∥∥∥
L2

(4.2.31)
≤ C2p+1max2{|j1|, . . . , |jp|, |j|}µmax{|j1|, . . . , |jp|, |j|}m

proving (4.2.48). Viceversa suppose that M(U) is an operator as in (4.2.41)-(4.2.43) with coefficients
satisfying (4.2.48). Then, for any σ,σ′ ∈ {±},

‖Πn0M
σ′
σ (Πn1U1, . . . ,ΠnpUp)Πnp+1v

σ′‖L2 =
∥∥∥ ∑
j1=±n1,...,jp=±np
j=±np+1,k=±n0

M
~σp,σ′,σ
~p,j,k

(u1)σ1
j1
· · ·(up)

σp
jp
vσ
′
j

eiσkx

√
2π

∥∥∥
L2

(4.2.48)
≤ C

∑
j1=±n1,...,jp=±np
j=±np+1,k=±n0

max2{|j1|, . . . , |jp|, |j|}µmax{|j1|, . . . , |jp|, |j|}m|(u1)σ1
j1
| · · · |(up)

σp
jp
||vσ′j |

≤ C2p+2max2{n1, . . . ,np,np+1}µmax{n1, . . . ,np,np+1}m
p∏
`=1

‖Πn`U`‖L2‖Πnp+1v‖L2

proving (4.2.31).

The transpose of a matrix of m-operators is a m′-operator.

Lemma 4.2.10. (Transpose of m-Operators) Let p ∈ N0, m ∈ R. If M(U) is a matrix of p–homogeneous
m-operators in M̃m

p ⊗M2(C) then M(U)> (where the transpose is computed with respect to the non-
degenerate bilinear form (4.2.4)) is a matrix of p-homogeneous operators in M̃m′

p ⊗ M2(C) for some
m′ ≥ max(m,0).

If in addition there exists C > 1 such that

M
~σp,σ,σ′

~p,k,j
6= 0 ⇒ C−1|k| ≤ |j| ≤ C|k| (4.2.49)

then M(U)> ∈ M̃m
p ⊗M2(C).
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Proof. By (4.2.47), (4.2.48) (applied toM~σp,σ,σ′

~p,−k,−j) and since, by (4.2.44), |k| ≤ (p+1)max{|j|, |j1|, . . . , |jp|},
we deduce that

|(M>)
~σp,σ′,σ
~p,j,k

| . max2{|j1|, . . . , |jp|, |k|}µmax{|j1|, . . . , |jp|, |k|}m (4.2.50)

. max{|j1|, . . . , |jp|, |j|}max(m,0)+µ

proving (4.2.48) for M(U)> with m; m′ := max(m,0) + µ.
If in addition (4.2.49) holds true then max{|j1|, . . . , |jp|, |k|}m ∼ max{|j1|, . . . , |jp|, |j|}m for any m ∈

R and similarly max2{|j1|, . . . , |jp|, |k|}µ ∼ max2{|j1|, . . . , |jp|, |j|}µ for any µ ≥ 0. We deduce by (4.2.50)
that M(U)> is in M̃m

p ⊗M2(C).

Remark 4.2.11. (Transpose of Smoothing operators) If R(U) is a matrix of smoothing operators in
R̃−%p ⊗ M2(C) and the spectral condition (4.2.49) holds true, then R(U)> is a smoothing operator in
the same class. Without the spectral condition (4.2.49) this might fail: for example consider R(U) such that
its transpose is

R(U1, . . . ,Up)
>V := OpBW (A(V,U1, . . . ,Up−1))Up , A(·) ∈ Γ̃µp ⊗M2(C) . (4.2.51)

As a consequence of Lemma 4.2.21 below, we have that R(U) = [R(U)>]> is in R̃−%p ⊗M2(C) for any
% ≥ 0, but R(U)> in (4.2.51) is a µ-operator.

We conclude this subsection with the paralinearization of the product (see e.g. Lemma 7.2 in [27]).

Lemma 4.2.12. (Bony paraproduct decomposition) Let u1,u2 be functions in Hσ(T;C) with σ > 1
2 .

Then
u1u2 = OpBW (u1)u2 + OpBW (u2)u1 +R1(u1)u2 +R2(u2)u1 (4.2.52)

where for j = 1,2, Rj is a homogeneous smoothing operator in R̃−%1 for any % ≥ 0.

Composition theorems. Let σ(Dx,Dξ,Dy,Dη) := DξDy −DxDη where Dx := 1
i ∂x and Dξ,Dy,Dη are

similarly defined. The following is Definition 3.11 in [27].

Definition 4.2.13. (Asymptotic expansion of composition symbol) Let p, p′ in N0, K,K ′ ∈ N0 with
K ′ ≤ K, % ≥ 0, m,m′ ∈ R, r > 0. Consider symbols a ∈ ΣΓmK,K′,p[r,N ] and b ∈ ΣΓm

′
K,K′,p′ [r,N ]. For U

in BK
σ (I;r) we define, for % < σ − s0, the symbol

(a#%b)(U ; t,x,ξ) :=

%∑
k=0

1

k!

(
i

2
σ(Dx,Dξ,Dy,Dη)

)k [
a(U ; t,x,ξ)b(U ; t,y,η)

]
|x=y,ξ=η

(4.2.53)

modulo symbols in ΣΓm+m′−%
K,K′,p+p′ [r,N ].

• The symbol a#%b belongs to ΣΓm+m′

K,K′,p+p′ [r,N ].

•We have that a#%b = ab+ 1
2i{a,b} up to a symbol in ΣΓm+m′−2

K,K′,p+p′ [r,N ], where

{a,b} := ∂ξa∂xb− ∂xa∂ξb

denotes the Poisson bracket.
• If c is a symbol in ΣΓm

′′
K,K′,p′′ [r,N ] then a#%b#%c+c#%b#%a−2abc is a symbol in ΣΓm+m′+m′′−2

K,K′,p+p′+p′′ [r,N ].

• a∨#%b∨ = a#%b
∨

where a∨ is defined in (4.2.27).
The following result is proved in Proposition 3.12 in [27].
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Proposition 4.2.14. (Composition of Bony-Weyl operators) Let p,q,N,K,K ′ ∈ N0 withK ′ ≤ K, % ≥ 0,
m,m′ ∈ R, r > 0. Consider symbols a ∈ ΣΓmK,K′,p[r,N ] and b ∈ ΣΓm

′
K,K′,q[r,N ]. Then

OpBW (a(U ; t,x,ξ)) ◦OpBW (b(U ; t,x,ξ))−OpBW ((a#%b)(U ; t,x,ξ)) (4.2.54)

is a smoothing operator in ΣR−%+m+m′

K,K′,p+q [r,N ].

We now prove other composition results concerning m-operators.

Proposition 4.2.15. (Compositions of m-operators) Let p,p′,N,K,K ′ ∈ N0 with K ′ ≤ K and r > 0.
Let m,m′ ∈ R. Then

(i) IfM(U ; t) is in ΣMm
K,K′,p[r,N ] andM ′(U ; t) is in ΣMm′

K,K′,p′ [r,N ] then the compositionM(U ; t)◦
M ′(U ; t) is in ΣMm+max(m′,0)

K,K′,p+p′ [r,N ].

(ii) If M(U) is a homogeneous m-operator in M̃m
p and M (`)(U ; t), ` = 1, . . . ,p + 1, are matrices of

m`-operators in ΣMm`
K,K′,q`

[r,N ]⊗M2(C) with m` ∈ R, q` ∈ N0, then

M(M (1)(U ; t)U,. . . ,M (p)(U ; t)U)M (p+1)(U ; t)

belongs to ΣMm+m
K,K′,p+q[r,N ] with m :=

∑p+1
`=1 max(m`,0) and q :=

∑p+1
`=1 q`.

(iii) If M(U ; t) is in Mm
K,0,p[r̆] for any r̆ ∈ R+ and M0(U ; t) belongs to M0

K,K′,0[r] ⊗M2(C), then
M(M0(U ; t)U ; t) is inMm

K,K′,p[r].

(iv) Let c be a homogeneous symbol in Γ̃mp andM (`)(U ; t), ` = 1, . . . ,p, be operators in ΣMK,K′,q` [r,N ]
with q` ∈ N0. Then

U → b(U ; t,x,ξ) := c(M (1)(U ; t)U,. . . ,M (p)(U ; t)U ; t,x,ξ)

is a symbol in ΣΓmK,K′,p+q[r,N ] with q := q1 + · · ·+ qp and

OpBW (c(W1, . . . ,Wp; t,x,ξ))|W`=M(`)(U ;t)U = OpBW (b(U ; t,x,ξ)) +R(U ; t)

where R(U ; t) is a smoothing operator in ΣR−%K,K′,p+q[r,N ] for any % ≥ 0.

Proof. PROOF OF (ii): It is sufficient to prove the thesis for m` ≥ 0 otherwise we regard M (`)(U ; t) as a
0-operator in ΣM0

K,K′,p[r,N ]. We decompose, for any ` = 1, . . . ,p + 1, M (`) =
∑N

a=q`
M

(`)
a + M

(`)
>N as

in (4.2.35). Given integers a` ∈ [q`,N ], ` = 1, . . .p + 1, we use the notation a` := a1 + · · · + a` + ` and
a0 := 0. Note that ap+1 − 1 = a1 + . . .+ ap+1 + p ≥ q + p. We also denote the vector with a` elements

U` := (Ua`−1+1, . . . ,Ua`−1) , ` = 1, . . . ,p+ 1 .

By multi-linearity we have to show on the one hand that, if ap+1 − 1 ≤ N then

M
(
M (1)
a1

(U1)Ua1+1, . . . ,M
(p)
ap (Up)Uap

)
M (p+1)
ap+1

(Up+1) (4.2.55)

is a homogeneous operator in M̃m+m
ap+1−1. On the other hand, if ap+1 − 1 ≥ N + 1 then

M
(
M (1)
a1

(U,. . . ,U)U,. . . ,M (p)
ap (U,. . . ,U)U

)
M (p+1)
ap+1

(U,. . . ,U) (4.2.56)
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is a non–homogeneous operator inMm+m
K,K′,N+1[r], having included for notational convenience the inhomo-

geneous term as M (`)
N+1(U,. . . ,U) := M

(`)
>N (U ; t) which belongs toMm`

K,K′,N+1[r].
We first study (4.2.55). First of all, using the notation ~n` := (na`−1+1, . . . ,na`−1) one has

‖Πn0M
(
M (1)
a1

(Π~n1
U1)Πna1

Ua1 , . . . ,M
(p)
ap (Π~npUp)ΠnapUap

)
M (p+1)
ap+1

(Π~np+1
Up+1)Πnap+1

Uap+1‖L2

≤
∑

n′1,...,n
′
p+1

‖Πn0M
(

Πn′1
M (1)
a1

(Π~n1
U1)Πna1

Ua1 , . . . ,Πn′pM
(p)
ap (Π~npUp)ΠnapUap

)
◦Πn′p+1

M (p+1)
ap+1

(Π~np+1
Up+1)Πnap+1

Uap+1‖L2 . (4.2.57)

Thanks to the conditions (4.2.32) for M and M (`) the indices in the above sum satisfy, for some choice of
signs σb, εj , b = 1, . . . ,ap+1, j = 1, . . . ,p+ 1, the restrictions

n0 =

p+1∑
j=1

εjn
′
j , n′` =

a∑̀
b=a`−1+1

σbnb , ` = 1, . . . ,p+ 1 . (4.2.58)

As a consequence (4.2.55) satisfies the corresponding condition (4.2.32) and

n′` . max{~n`,na`} , ∀` = 1, . . . ,p+ 1 , (4.2.59)

then we have

max{n′1, . . . ,n′p+1} . max{n1, . . . ,nap+1} (4.2.60)

max2{n′1, . . . ,n′p+1}
(4.2.59)
. max2

{
max{~n1,na1}, . . . ,max{~np+1,nap+1}

}
. max2{n1, . . . ,nap+1}

where in the last inequality we used that {n1, . . . ,nap+1} is the disjoint union of the sets {~n`,na`}`=1,...,p+1.
Using (4.2.58), (4.2.31) for M and M (`) we get, with ~n′ := (n′1, . . . ,n

′
p+1)

(4.2.57) . max2{~n′}µmax{~n′}m
p+1∏
`=1

max2{~n`,na`}
µ`max{~n`,na`}

m`

ap+1∏
b=1

‖ΠnbUb‖L2

(4.2.60),(4.2.30),m`≥0

. max2{n1, . . . ,nap+1}µmax{n1, . . . ,nap+1}mmax{~n′}m
ap+1∏
b=1

‖ΠnbUb‖L2 , (4.2.61)

where µ := µ+ µ1 + · · ·+ µp+1 and recall m = m1 + · · ·+mp+1. We claim that

max{~n′}m . max2{n1, . . . ,nap+1}µ
′′

max{n1, . . . ,nap+1}m (4.2.62)

for some µ′′ ≥ 0. Then (4.2.31), (4.2.61) and (4.2.62) imply that the operator in (4.2.55) belongs to
M̃m+m

ap+1−1.
We now prove (4.2.62). If m ≥ 0 it follows by (4.2.60) with µ′′ = 0. So from now on we consider

m < 0. We fix ` such that
max{n1, . . . ,nap+1} = max{~n`, na`} (4.2.63)

and we distinguish two cases:
Case 1: n′

`
≥ 1

2max{~n`, na`}. In this case

max{~n′}m
m<0
≤ (n′

`
)m

Case1
≤ 2|m|max{~n`,na`}

m (4.2.63)
= 2|m|max{n1, . . . ,nap+1}m
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which proves (4.2.62) with µ′′ = 0.
Case 2: n′

`
< 1

2max{~n`, na`}. In view of the momentum condition (4.2.58),

max{~n`, na`} ≤ a`max2{~n`, na`}+ n′
`

Case2
≤ a`max2{~n`, na`}+

1

2
max{~n`, na`}

and consequently
max{~n`, na`} ≤ 2a`max2{~n`, na`} . (4.2.64)

Then, since m < 0,

max{~n′}m ≤ 1
(4.2.64)
≤ (2a`)

|m| max2{~n`, na`}
|m| max{~n`, na`}

m

(4.2.63),(4.2.30)
≤ (2a`)

|m|max2{n1, . . . ,nap+1}|m|max{n1, . . . ,nap+1}m

which proves (4.2.62) with µ′′ = |m|. This concludes the proof of (4.2.62) and then that the operator in
(4.2.55) is in M̃m+m

ap+1−1.
Now we prove that the operator in (4.2.56) is inMm+m

K,K′,N+1[r]. We have to verify (4.2.34) with m ;

m + m and p ; N + 1. For simplicity we denote M (`)
a` (U) = M

(`)
a` (U,. . . ,U). First we apply (4.2.39)

to M(U) ∈ M̃m
p (with U` ; M

(`)
a` (U)U , v ; M

(p+1)
ap+1 (U)v and s ; s − m) getting, for any k =

0, . . . ,K −K ′,

‖∂kt
(
(4.2.56)v

)
‖
Ḣs−m−m− 3

2 k
.K

∑
k1+···+kp+1=k

(
‖M (p+1)

ap+1
(U)v‖

kp+1,s−m

p∏
`=1

‖M (`)
a`

(U)U‖
k`,s0

(4.2.65)

+ ‖M (p+1)
ap+1

(U)v‖
kp+1,s0

p∑
`=1

‖M (`)
a`

(U)U‖
k`,s−m

p∏
`=1
6̀=`

‖M (`)
a`

(U)U‖
k`,s0

)
.

(4.2.66)

Then we estimate line (4.2.65) where, by Lemma 4.2.8, each M (`)
a` (U) is in Mm`

K,0,a`
[r] and M (`)

N+1(U)

belongs to Mm`
K,K′,N+1[r]. For any ` = 1, . . . ,p, using (4.2.34) (with m ; m` and p ; a`) we bound

(since k` ≤ k − kp+1 and 0 ≤ k ≤ K −K ′)

‖M (`)
a`

(U)U‖
k`,s0

≤ C‖U‖a`+1
k`+K′,s0+m ≤ C‖U‖

a`+1
k−kp+1+K′,s0+m , (4.2.67)

‖M (p+1)
ap+1

(U)v‖
kp+1,s−m

≤ C
∑

k′+k′′≤kp+1

‖v‖k′′,s‖U‖
ap+1

k′+K′,s0
+ ‖v‖k′′,s0‖U‖

ap+1−1
k′+K′,s0

‖U‖k′+K′,s

≤ C
∑

k′′≤kp+1

‖v‖k′′,s‖U‖
ap+1

k−k′′+K′,s0 + ‖v‖k′′,s0‖U‖
ap+1−1
k−k′′+K′,s0‖U‖k−k′′+K′,s

since k′ ≤ k − k′′ (being kp+1 ≤ k). By (4.2.67) and since k − kp+1 +K ′ ≤ k − k′′ +K ′, we get

(4.2.65) .K,s
∑
k′′≤k

‖v‖k′′,s‖U‖
a1+···+ap+1+p
k−k′′+K′,s0+m + ‖v‖k′′,s0‖U‖

a1+···+ap+1+p−1
k−k′′+K′,s0+m ‖U‖k−k′′+K′,s

.K,s
∑
k′′≤k

‖v‖k′′,s‖U‖
N+1
k−k′′+K′,s0+m + ‖v‖k′′,s0‖U‖

N
k−k′′+K′,s0+m‖U‖k−k′′+K′,s (4.2.68)
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because a1 + · · ·+ap+1 +p = ap+1−1 ≥ N + 1 (for ‖U‖K,s0+m < 1). Regarding (4.2.66), we first bound
by (4.2.34) (and (4.2.67) with s = s0 +m)

‖M (`)
a`

(U)U‖
k`,s−m

≤ C‖U‖a`k`+K′,s0‖U‖k`+K′,s ≤ C‖U‖
a`
k−kp+1+K′,s0

‖U‖k−kp+1+K′,s

‖M (p+1)
ap+1

(U)v‖
kp+1,s0

≤ C
∑

k′′≤kp+1

‖v‖k′′,s0+m ‖U‖
ap+1

k−k′′+K′,s0+m

and, proceeding similarly to the previous computation, we deduce

(4.2.66) .K,s
∑
k′′≤k

‖v‖k′′,s0+m‖U‖
N
k−k′′+K′,s0+m‖U‖k−k′′+K′,s . (4.2.69)

Hence (4.2.68), (4.2.69) imply that for any k = 0, . . . ,K −K ′

‖∂kt
(
(4.2.56)v

)
‖
Ḣs−m−m− 3

2 k
.K,s

∑
k′+k′′=k

‖v‖k′′,s‖U‖
N+1
k′+K′,s0+m + ‖v‖k′′,s0+m‖U‖

N
k′+K′,s0+m‖U‖k′+K′,s

(4.2.70)
proving that the operator (4.2.56) satisfies (4.2.34) with m; m+m, p; N + 1 and s0 ; s0 +m.
PROOF OF (i): Decomposing M =

∑N
q=pMq + M>N and M ′ =

∑N
q=p′M

′
q + M ′>N as in (4.2.35),

by item (ii) we deduce that Mq1(U)M ′q2(U) is in M̃m+max{m′,0}
q1+q2 if q1 + q2 ≤ N , and Mq1(U)M ′q2(U),

q1 +q2 ≥ N+1 andMq1(U)M ′>N (U ; t), q1 = p, . . . ,N, are inMm+max{m′,0}
K,K′,N+1 [r]. Furthermore, proceeding

as in the proof of (4.2.70), one shows that M>N (U ; t)M ′q2(U), q2 = p′, . . . ,N , and M>N (U ; t)M ′>N (U ; t)

are operators inMm+max{m′,0}
K,K′,N+1 [r].

PROOF OF (iii): As M0(U ; t) ∈M0
K,K′,0[r]⊗M2(C), for any U ∈ BK′

s0 (I;r), the function M0(U ; t)U ∈
B0
s0(I;Cr), for some C ≥ 1. Hence the composition M(M0(U ; t)U) is a well defined operator. Moreover,

for any U ∈ BK
s0(I;r(σ)), we have the quantitative estimate ‖M0(U ; t)U‖k,σ . ‖U‖k,σ, for k = 0, . . . ,K−

K ′ and σ ≥ s0. To bound the time derivatives of M(M0(U ; t)U) we use (4.2.34) and the previous estimate
to get, for any k = 0, . . . ,K −K ′

‖∂kt (M(M0(U ; t)U)V )‖s− 3
2
k−m

.
∑

k′+k′′=k

‖M0(U ; t)U‖pk′,s0‖V ‖k′′,s + ‖M0(U ; t)U‖k′,s‖M0(U ; t)U‖p−1
k′,s0
‖V ‖k′′,s0

.
∑

k′+k′′=k

‖V ‖k′′,s‖U‖pk′+K′,s0 + ‖V ‖k′′,s0‖U‖
p−1
k′+K′,s0

‖U‖k′+K′,s

proving (4.2.34).
PROOF OF (iv): It follows, in view of Remark 4.2.6, by Proposition 3.17-(i) and Proposition 3.18 in [27].

We shall use the following facts which follow by Proposition 4.2.15.
• If a(U ; t,x,ξ) is a symbol in ΣΓmK,K′,p[r,N ] and U is a solution of ∂tU = M(U ; t)U for some M(U ; t)
in ΣMK,0,0[r,N ]⊗M2(C), then ∂ta(U ; t,x,ξ) is a symbol in ΣΓmK,K′+1,p[r,N ].
• If R(U ; t) is a smoothing operator in ΣR−%K,K′,p[r,N ] and U is a solution of ∂tU = M(U ; t)U for some
M(U ; t) in ΣMK,0,0[r,N ]⊗M2(C), then ∂tR(U ; t) is a smoothing operator ΣR−%K,K′+1,p[r,N ].
• IfM(U ; t) is in ΣMm

K,K′,p[r,N ] andR(U ; t) is in ΣR−%K,K′,p′ [r,N ] then the compositionM(U ; t)◦R(U ; t)
is in ΣMm

K,K′,p+p′ [r,N ], and so it is not a smoothing map.
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4.2.2 Spectrally localized maps

We introduce the notion of a “spectrally localized” map. The class S̃mp denotes p-linear m-operators with
the spectral support similar to a para–differential operator (compare (4.2.25) and (4.2.71)), i.e. the “ internal
frequencies” are controlled by the “external” ones which are equivalent. On the other hand the class SmK,K′,p
contains non-homogeneous m-operators which vanish at degree at least p in U , are (K −K ′)-times differ-
entiable in t, and satisfy estimates similar to para–differential operators, see (4.2.72). These maps include
para–differential operators, smoothing remainders which come from compositions of para–differential op-
erators (see (4.2.54)) and also linear flows generated by para–differential operators. The class of spectrally
localized maps do not enjoy a symbolic calculus and it is reminiscent of the maps introduced in Definition
1.2.1 in [59].

The class of spectrally localized maps is closed under transposition (Lemma 4.2.18) and under “external”
and “internal” compositions, see Proposition 4.2.19. A key property is that the transpose of the internal
differential of a spectrally localized map is a smoothing operator, see Lemma 4.2.21.

Definition 4.2.16. (Spectrally localized maps) Let m ∈ R, p,N ∈ N0, K,K ′ ∈ N0 with K ′ ≤ K and
r > 0.

(i) Spectrally localized p-homogeneous maps. We denote by S̃mp the subspace of m-operators S(U) in
M̃m

p satisfying the following spectral condition: there exist δ > 0, C > 1 such that for any (U1, . . . ,Up) ∈
(Ḣ∞(T;C2))p, for any Up+1 ∈ Ḣ∞(T;C) and for any n0, . . . ,np+1 ∈ N such that

Πn0S(Πn1U1, . . . ,ΠnpUp)Πnp+1Up+1 6= 0 ,

it results
max{n1, . . . ,np} ≤ δnp+1 , C−1n0 ≤ np+1 ≤ Cn0 . (4.2.71)

We denote S̃p :=
⋃
m S̃mp and by ΣN

p S̃mq the class of pluri-homogeneous spectrally localized maps of the
form

∑N
q=pSq with Sq ∈ S̃mq and ΣpS̃mq :=

⋃
N∈NΣN

p S̃mq . For p ≥ N + 1 we mean that the sum is empty.
(ii) Non-homogeneous spectrally localized maps. We denote SmK,K′,p[r] the space of maps (U,t,V ) 7→

S(U ; t)V defined on BK′
s0 (I;r) × I × C0

∗ (I,Ḣ
s0(T,C)) for some s0 > 0, which are linear in the variable

V and such that the following holds true. For any s ∈ R there are C > 0 and r(s) ∈]0, r[ such that for any
U ∈ BK

s0(I;r(s)) ∩ CK∗ (I,Ḣs(T,C2)), any V ∈ CK−K′∗ (I,Ḣs(T,C)), any 0 ≤ k ≤ K −K ′, t ∈ I , we
have that

‖∂kt (S(U ; t)V )(t, ·)‖
Ḣs− 3

2 k−m
≤ C

∑
k′+k′′=k

‖U‖pk′+K′,s0‖V ‖k′′,s . (4.2.72)

In case p = 0 we require the estimate ‖∂kt (S(U ; t)V )‖
Ḣs− 3

2 k−m
≤ C‖V ‖k,s.

We denote SK,K′,N [r] =
⋃
mSmK,K′,N [r].

(iii) Spectrally localized Maps. We denote by ΣSmK,K′,p[r,N ], the space of maps (U,t,V )→ S(U ; t)V
of the form

S(U ; t)V =

N∑
q=p

Sq(U,. . . ,U)V + S>N (U ; t)V (4.2.73)

where Sq are spectrally localized homogeneous maps in S̃mq , q = p, . . . ,N and S>N is a non–homogeneous
spectrally localized map in SmK,K′,N+1[r]. We denote by ΣSmK,K′,p[r,N ] ⊗ M2(C) the space of 2 × 2
matrices whose entries are spectrally localized maps in ΣSmK,K′,p[r,N ]. We will use also the notation
ΣSK,K′,p[r,N ] :=

⋃
m≥0 ΣSmK,K′,p[r,N ].
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• Note that (4.2.71) implies that max{n1, . . . ,np+1} ∼ np+1 and max2{n1, . . . ,np+1} ∼ max{n1, . . . ,np}
and therefore, by (4.2.31), S ∈ S̃mp if and only if (4.2.71) holds and there are µ ≥ 0, C > 0 such that

‖Πn0S(Πn1U1, . . . ,ΠnpUp)Πnp+1Up+1‖L2 ≤ Cmax(n1, . . . ,np)
µnmp+1

p+1∏
j=1

‖ΠnjUj‖L2 (4.2.74)

for any n0, . . . ,np+1 ∈ N.
• In view of Lemma 4.2.9 a matrix of spectrally localized maps S(U) is characterized in terms of its Fourier
coefficients as follows: S(U) is in S̃mp ⊗M2(C) if and only if S~σp,σ

′,σ
~p,j,k

(defined as in (4.2.43)) satisfy, for
some µ ≥ 0, C > 0,

|S~σp,σ
′,σ

~p,j,k
| ≤ Cmax{|j1|, . . . , |jp|}µ|j|m , ∀(~p, j,k) ∈ (Z \ {0})p+2 , (~σp,σ

′,σ) ∈ {±}p+2 , (4.2.75)

and if S~σp,σ
′,σ

~p,j,k
6= 0 then (4.2.44), (4.2.45) hold and, for some δ > 0,

max{|j1|, . . . , |jp|} ≤ δ|j| , C−1 |k| ≤ |j| ≤ C |k| . (4.2.76)

• If S is a p–homogeneous spectrally localized map in S̃mp then S(U)[V ] defines a non–homogeneous
spectrally localized map in SmK,0,p[r] for any r > 0. The proof is similar to the one of Lemma 4.2.8 noting
that the estimate (4.2.72) holds for any s ∈ R because of the equivalence n0 ∼ np+1 ∼ max{n1, . . . ,np+1}
in (4.2.71).
• (Para-differential operators as spectrally localized maps) If a(U ; t,x,ξ) is a symbol in ΣΓmK,K′,p[r,N ]
then the para-differential operator OpBW (a(U ; t,x,ξ)) is a spectrally localized map in ΣSmK,K′,p[r,N ]. This
is a consequence of Proposition 3.8 in [27]. We remark that for a homogeneous symbol this is a consequence
of the choice of the first quantization in (4.2.23).
• If S(U,. . . ,U) is a p–homogeneous spectrally localized map in S̃p, then the differential of the non–linear
map S(U,. . . ,U)U , dU

(
S(U,. . . ,U)U

)
V = pS(V,U, . . . ,U)U + S(U,. . . ,U)V is a p–homogeneous op-

erator in M̃p, not necessarily spectrally localized. Indeed the operator S(V,U, . . . ,U)U is not, in general,
spectrally localized.
• If m1 ≤ m2 then ΣSm1

K,K′,p[r,N ] ⊆ ΣSm2
K,K′,p[r,N ]. If K ′1 ≤ K ′2 then ΣSmK,K′1,p[r,N ] ⊆ ΣSmK,K′2,p[r,N ].

Remark 4.2.17. The constant δ > 0 in the spectral condition (4.2.71) is not assumed to be small (unlike
the one in (4.2.25) for para-differential operators).

The class of matrices of spectrally localized homogeneous maps is closed under transposition.

Lemma 4.2.18. Let p ∈ N0, m ∈ R. If S(U) is a matrix of p–homogeneous spectrally localized maps
in S̃mp ⊗ M2(C) then S(U)> is in S̃mp ⊗ M2(C), where the transpose is computed with respect to the
non-degenerate real bilinear form (4.2.4).

Proof. It results

|(S>)
~σp,σ′,σ
~p,j,k

| (4.2.47)
= |S~σp,σ,σ

′

~p,−k,−j |
(4.2.75)
≤ Cmax{|j1|, . . . , |jp|}µ|k|m

(4.2.76)
≤ C ′max{|j1|, . . . , |jp|}µ|j|m

which means that (S>)
~σp,σ′,σ
~p,j,k

satisfies (4.2.75). Since |j| ∼ |k| then max{|j1|, . . . , |jp|} ≤ δC|k| hence

(4.2.76) holds for (S>)
~σp,σ′,σ
~p,j,k

.

We now prove some further composition results for spectrally localized maps.
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Proposition 4.2.19. (Compositions of spectrally localized maps) Let p,p′,p′′,N,K,K ′ ∈ N0 with K ′ ≤
K and r > 0. Let m,m′ ∈ R and S(U ; t) be a spectrally localized map in ΣSmK,K′,p[r,N ]. Then

(i) if R(U ; t) is a smoothing operator in ΣR−%K,K′,p′′ [r,N ] for some % ≥ 0, then S(U ; t) ◦ R(U ; t) and

R(U ; t) ◦ S(U ; t) are smoothing operators in ΣR−%+max(m,0)
K,K′,p+p′′ [r,N ].

(ii) If S′(U ; t) is in ΣSm′K,K′,p′ [r,N ] then the composition S(U ; t) ◦ S′(U ; t) is in ΣSm+m′

K,K′,p+p′ [r,N ].

(iii) If S is in S̃mp and S(a)(U ; t) are spectrally localized maps in ΣS`aK,K′,qa [r,N ] for some `a ∈ R and
qa ∈ N, a = 1, . . . ,p, then also the internal composition

S(S(1)(U ; t)U,. . . ,S(p)(U ; t)U) (4.2.77)

is a spectrally localized map in ΣSmK,K′,p+q[r,N ] with q :=
∑p

a=1 qa.

(iv) If S(U ; t) is in SmK,0,p[r̆] for any r̆ ∈ R+ and M0(U ; t) belongs to M0
K,K′,0[r] ⊗ M2(C), then

S(M0(U ; t)U ; t) is in SmK,K′,p[r].

(v) If S(U) is a matrix of p-homogeneous spectrally localized maps in S̃mp ⊗M2(C) and Sa(U ; t) are in
SmaK,K′,qa

[r]⊗M2(C), a = 1,2, ma ∈ R, then

dU (S(U)U)|S1(U ;t)U [S2(U ; t)U ]

is in Sm+max(m1,m2)
K,K′,p+pq1+q2

[r]⊗M2(C).

Proof. PROOF OF (i). The operator R(U ; t) ◦ S(U ; t) is in ΣR−%+max(m,0)
K,K′,p+p′′ [r,N ] by Proposition 4.2.15-(i)

since S(U ; t) is in ΣMm
K,K′,p[r,N ]. Then we prove that S(U ; t) ◦ R(U ; t) is in ΣR−%+max(m,0)

K,K′,p+p′′ [r,N ]. It
is sufficient to consider the case m ≥ 0 since, if m < 0, we regard S(U ; t) as a spectrally localized map
in ΣS0

K,K′,p[r,N ]. Decomposing S =
∑N

q=pSq + S>N as in (4.2.73) and R =
∑N

q=p′′Rq + R>N as in
(4.2.35), we have to show, on the one hand that

Sq1(U1, . . . ,Uq1)Rq2(Uq1+1, . . . ,Uq1+q2) (4.2.78)

is a homogeneous smoothing operator in R̃−%+m
q1+q2 if q1 + q2 ≤ N and, on the other hand, that

Sq1(U,. . . ,U)Rq2(U,. . . ,U), q1 + q2 ≥ N + 1,

S>N (U ; t)Rq2(U,. . . ,U), q2 = p′′, . . . ,N,

Sq1(U,. . . ,U)R>N (U ; t), q1 = p, . . . ,N,

S>N (U ; t)R>N (U ; t)

(4.2.79)

are non–homogeneous smoothing operators inR−%+m
K,K′,N+1[r]. We first study (4.2.78). First of all one has

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)Rq2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2 (4.2.80)

≤
∑
n′

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)Πn′Rq2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2 .
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Thanks to the conditions (4.2.32), (4.2.71) for S and (4.2.32) for R the indices in the above sum satisfy, for
some choice of signs σa, a = 1, . . . , q1 + q2 + 1, the restrictions

n′ =

q1∑
a=0

σana, n′ =

q1+q2+1∑
a=q1+1

σana, max{n1, . . . ,nq1} . n′, n0 ∼ n′ . (4.2.81)

As a consequence (4.2.78) satisfies the corresponding condition (4.2.32) and

n′ . max{nq1+1, . . . ,nq1+q2+1}, max{n1, . . . ,nq1+q2+1} ∼ max{nq1+1, . . . ,nq1+q2+1}. (4.2.82)

We also claim that
max{n1, . . . ,nq1} . max2{n1, . . . ,nq1+q2+1}. (4.2.83)

Indeed, by (4.2.81) and (4.2.82), we have

max{n1, . . . ,nq1} . max{nq1+1, . . . ,nq1+q2+1}, (4.2.84)

and we distinguish two cases. If max{n1, . . . ,nq1+q2+1} = max{nq1+1, . . . ,nq1+q2+1} then we directly
obtain max{n1, . . . ,nq1} ≤ max2{n1, . . . ,nq1+q2+1} which gives (4.2.83). If max{n1, . . . ,nq1+q2+1} =
max{n1, . . . ,nq1} then max{nq1+1, . . . ,nq1+q2+1} ≤ max2{n1, . . . ,nq1+q2+1}which together with (4.2.84)
proves (4.2.83). Using (4.2.80), (4.2.81), (4.2.74), (4.2.31) (with m = −% and µ; µ′) we get

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)Rq2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2

≤ C
∑
n′

max{n1, . . . ,nq1}µ(n′)m
max2{nq1+1, . . . ,nq1+q2+1}µ

′

max{nq1+1, . . . ,nq1+q2+1}%
q1+q2+1∏
a=1

‖ΠnaUa‖L2

(4.2.83),(4.2.82),m≥0
≤ C

max2{n1, . . . ,nq1+q2+1}µ
′+µ

max{n1, . . . ,nq1+q2+1}%−m
q1+q2+1∏
a=1

‖ΠnaUa‖L2 .

This proves that (4.2.78) is in R̃−%+m
q1+q2 .

In order to prove that the operators in (4.2.79) satisfy (4.2.34) (withm; −%+m and p; N ) we recall
that Sq1(U,. . . ,U) defines a spectrally localized map in SmK,0,q1 [r] (as remarked below Definition 4.2.16) and
Rq2(U,. . . ,U) defines a smoothing operator in R−%K,0,q2 [r] thanks to Lemma 4.2.8. Then the thesis follows
by estimates (4.2.72) and (4.2.34). For instance consider the last term in (4.2.79). For any k = 0, . . . ,K−K ′

‖∂kt (S>N (U ; t)R>N (U ; t)V )‖
Ḣs− 3

2 k−m+% ≤ C
∑

k′+k′′=k

‖U‖N+1
k′+K′,s0

‖R>N (U ; t)V ‖k′′,s+%

≤ C
∑

k′+k′′=k

∑
0≤j≤k′′
j′+j′′=j

‖U‖N+1
k′+K′,s0

(
‖V ‖j′′,s‖U‖N+1

j′+K′,s0
+ ‖V ‖j′′,s0‖U‖Nj′+K′,s0‖U‖j′+K′,s

)

≤ C
k∑

j′′=0

‖V ‖j′′,s‖U‖2N+2
k−j′′+K′,s0 + ‖V ‖j′′,s0‖U‖

2N+1
k−j′′+K′,s0‖U‖k−j′′+K′,s

using that k′ ≤ k − j′′ and j′ ≤ k − j′′. This proves that (4.2.78) is inR−%+m
K,K′,N+1[r] (as ‖U‖K,s0 < 1).

PROOF OF (ii). Decomposing S =
∑N

q=pSq + S>N and S′ =
∑N

q=p′ S
′
q + S′>N as in (4.2.73), we have to

show, on the one hand that
Sq1(U1, . . . ,Uq1)S′q2(Uq1+1, . . . ,Uq1+q2) (4.2.85)
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is a homogeneous spectrally localized map in S̃m+m′
q1+q2 if q1 + q2 ≤ N and, on the other hand, that

Sq1(U,. . . ,U)S′q2(U,. . . ,U), q1 + q2 ≥ N + 1,

S>N (U ; t)S′q2(U,. . . ,U), q2 = p′, . . . ,N,

Sq1(U,. . . ,U)S′>N (U ; t), q1 = p, . . . ,N,

S>N (U ; t)S′>N (U ; t)

(4.2.86)

are non–homogeneous spectrally localized map in Sm+m′

K,K′,N+1[r]. We first prove that (4.2.85) is in S̃m+m′
q1+q2 .

First of all one has

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)S′q2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2 (4.2.87)

≤
∑
n′

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)Πn′S

′
q2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2 .

Thanks to the conditions (4.2.32), (4.2.71) for S and S′ the indices in the above sum satisfy, for some choice
of signs σa, a = 1, . . . , q1 + q2 + 1, the restriction

n′ =

q1∑
a=0

σana, n′ =

q1+q2+1∑
a=q1+1

σana,{
max{n1, . . . ,nq1} ≤ δn′
n0
C ≤ n

′ ≤ Cn0 ,

{
max{nq1+1, . . . ,nq1+q2} ≤ δ′nq1+q2+1

n′

C′ ≤ nq1+q2+1 ≤ C ′n′ ,

(4.2.88)

for some C,C ′ > 1 and δ,δ′ > 0. Therefore{
max{n1, . . . ,nq1+q2} ≤ max{δ′, δC ′}nq1+q2+1

n0
CC′ ≤ nq1+q2+1 ≤ CC ′n0 .

This proves that Sq1 ◦S′q2 fulfills the localization property of Definition 4.2.16 (i) (see (4.2.71)). In addition
(4.2.85) satisfies the corresponding condition (4.2.32). Using (4.2.87), (4.2.74) we get

‖Πn0Sq1(Πn1U1, . . . ,Πnq1
Uq1)S′q2(Πnq1+1Uq1+1, . . . ,Πnq1+q2

Uq1+q2)Πnq1+q2+1Uq1+q2+1‖L2

≤ Cmax{n1, . . . ,nq1}µ(n′)mmax{nq1+1, . . . ,nq1+q2}µ
′
nm
′

q1+q2+1

q1+q2+1∏
a=1

‖ΠnaUa‖L2

(4.2.88)
≤ Cmax{n1, . . . ,nq1+q2}µ

′+µ(nq1+q2+1)m+m′
q1+q2+1∏
a=1

‖ΠnaUa‖L2

which proves that Sq1 ◦ S′q2 satisfies (4.2.74). In order to prove that the terms in (4.2.79) satisfy (4.2.72) we
first note that, thanks to (i) of Lemma 4.2.18, we have that Sq1(U,. . . ,U) ∈ SmK,0,q1 [r] and S′q2(U,. . . ,U) ∈
Sm′K,0,q2 [r] and then the thesis follows using (4.2.72). For instance consider the first term in (4.2.86). Using
twice (4.2.72) (with K ′ = 0) we get, for any k = 0, . . . ,K,

‖∂kt
(
Sq1(U ; t)S′q2(U ; t)V

)
‖
Ḣs− 3

2 k−m1−m2
≤ C

∑
k′+k′′=k

‖U‖q1k′,s0‖S
′
q2(U ; t)V ‖k′′,s−m2

≤ C
∑

k′+k′′=k

∑
0≤j≤k′′
j′+j′′=j

‖U‖q1k′,s0 ‖U‖
q2
j′,s0
‖V ‖j′′,s

≤ C
k∑

j′′=0

‖U‖q1+q2
k−j′′,s0‖V ‖j′′,s
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where in the last step we used that j′ ≤ k − j′′ and k′ ≤ k − j′′. The last line is (4.2.72) with p replaced by
q1 + q2 ≥ N + 1.
PROOF OF (iii): We now consider the internal composition (4.2.77) in the homogeneous case. For simplic-
ity of notation we consider the case q2 = · · · = qp = 0, S(2) = · · · = S(p) = Id and q1 = q =: q, the general
case follows in the same way. So we need to show that S(S(1)(U)U,U, . . . ,U) is a spectrally localized map
in S̃mp+q. We first estimate

‖Πn0S
(
S(1)(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnq+pUq+p

)
Πnp+q+1Up+q+1‖L2 (4.2.89)

≤
∑
n′

‖Πn0S
(
Πn′S

(1)(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnq+pUq+p
)
Πnp+q+1Up+q+1‖L2 .

Thanks to the conditions (4.2.32) for S and S(1) the indices in the above sum satisfy, for some choice of
signs σa, a = 1, . . . ,p+q+1, the restrictions n′ =

∑q+1
a=1σana and n′ = σ0n0 +

∑p+q+1
a=q+2σana, proving that

S(S(1)(U)U,U, . . . ,U) fulfills (4.2.32). Moreover the condition (4.2.71) for S and S(1) imply the existence
of δ,δ1 > 0, C,C1 > 1 such that{

max{n′,nq+2, . . . ,nq+p} ≤ δnq+p+1

n0
C ≤ np+q+1 ≤ Cn0 ,

{
max{n1, . . . ,nq} ≤ δ1nq+1

n′

C1
≤ nq+1 ≤ C1n

′ ,
(4.2.90)

and therefore max{n1, . . . ,np+q} ≤ max(δδ1C1, δC1)nq+p+1 and n0
C ≤ np+q+1 ≤ Cn0, proving that

S(S(1)(U)U,U, . . . ,U) fulfills (4.2.71). We now prove it fulfills also (4.2.74). We get

‖Πn0S(S(1)(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnq+pUq+p)Πnp+q+1Up+q+1‖L2

(4.2.89),(4.2.74)
.

∑
n′

max(n′,nq+2, . . . ,nq+p)
µnmp+q+1 max(n1, . . . ,nq)

µ′ n`1q+1

p+q+1∏
a=1

‖ΠnaUa‖L2

(4.2.90),nq+1∼n′

.
∑
n′

max(nq+1,nq+2, . . . ,nq+p)
µ+max(0,`1)nmp+q+1 max(n1, . . . ,nq)

µ′
p+q+1∏
a=1

‖ΠnaUa‖L2

. max(n1, . . . ,np+q)
µ+µ′+max(0,`1)nmp+q+1

p+q+1∏
a=1

‖ΠnaUa‖L2 ,

proving that S(S(1)(U)U,U, . . . ,U) is a spectrally localized map in S̃mp+q. Finally S(S(1)(U)U,U, . . . ,U)

satisfies also (4.2.33), concluding the proof that it is a spectrally localized map in S̃mp+q.
PROOF OF (iv): By the estimate below (4.2.34) for M0(U ; t), for anyU ∈ BK

s0(I;r) and any k = 0, . . . ,K−
K ′, ‖M0(U ; t)U‖k,s0 . ‖U‖k,s0 . Then estimate (4.2.72) for S(M0(U ; t)U ; t) for any 0 ≤ k ≤ K − K ′
follows from the ones for S(U ; t) arguing as in (iii) of Proposition 4.2.15.
PROOF OF (v): It follows computing explicitly the differential dU (S(U)U)[V ], evaluating it at U ;

S1(U ; t)U and V ; S2(U ; t)U and using item (ii) and (iii) of the proposition.

The following lemma proves that the internal composition of a spectrally localized map with a map, is a
spectrally localized map plus a smoothing operator whose transpose is another smoothing operator.

Lemma 4.2.20. Let p ∈ N, q ∈ N0, m ∈ R and m′ ≥ 0. Let S(U) be a matrix of spectrally localized
homogeneous maps in S̃mp ⊗ M2(C) and M(U) be a matrix of homogeneous m′-operators in M̃m′

q ⊗
M2(C). Then

S(M(U)U,U, . . . ,U) = S′(U) +R(U) (4.2.91)

where
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• S′(U) is a matrix of spectrally localized homogeneous maps in S̃mp+q ⊗M2(C);

• R(U) is a matrix of homogeneous smoothing operators in R̃−%p+q⊗M2(C) for any % ≥ 0, andR(U)>

is a matrix of homogeneous smoothing operators in R̃−%p+q ⊗M2(C) for any % ≥ 0 as well.

Proof. By multilinearity we expand

S
(
M(U1, . . . ,Uq)Uq+1,Uq+2, . . . ,Up+q

)
(4.2.92)

=
∑

(n′,n0, ...,np+q+1)∈N

Πn0S
(
Πn′M(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnp+qUp+q

)
Πnp+q+1

whereN is a subset ofNp+q+3 made by indexes fulfilling, by restrictions (4.2.71) and (4.2.32), the following
conditions: there exist signs {σj , εj , ε′} ⊂ {±} and constants δ > 0, C > 1 such that

max(n′,nq+2, . . . ,np+q) ≤ δnp+q+1 (a)

C−1n0 ≤ np+q+1 ≤ Cn0 (b)

n′ =
∑q+1

j=1 σjnj , n0 = ε′n′ +
∑p+q+1

j=q+2 εjnj (c) .

(4.2.93)

We fix δ′ > δ and we denote byN ′ the subset ofN made by indices which satisfy the additional restriction

max(n1, . . . ,nq+1) ≤ δ′np+q+1 . (4.2.94)

Then we define

S′(U1, . . . ,Up+q) (4.2.95)

:=
∑

(n′,n0, ...,np+q+1)∈N ′
Πn0S

(
Πn′M(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnp+qUp+q

)
Πnp+q+1 .

By (4.2.93) and (4.2.94) one has that S′(U) fulfills the spectral condition n0 ∼ np+q+1, max(n1, . . . ,np+q) ≤
δ′np+q+1 which is the condition (4.2.71). Moreover using (4.2.74) and (4.2.31) we bound∥∥∥Πn0S

(
Πn′M(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnp+qUp+q

)
Πnp+q+1Up+q+q

∥∥∥
L2

. max(n1, . . . ,np+q)
µ+m′ nmp+q+1

p+q+1∏
a=1

‖ΠnaUa‖L2 (4.2.96)

for some µ > 0. Finally by (4.2.93)(c) one has also that (4.2.32) holds. One checks that also (4.2.33) holds
true. We have proved that S′(U) is a matrix of spectrally localized maps in S̃mp+q ⊗M2(C).

Then, recalling (4.2.92) and (4.2.95), we define

R(U1, . . . ,Up+q) (4.2.97)

:=
∑

(n′,n0, ...,np+q+1)∈N\N ′
Πn0S

(
Πn′M(Πn1U1, . . . ,ΠnqUq)Πnq+1Uq+1,Πnq+2Uq+2, . . . ,Πnp+qUp+q

)
Πnp+q+1 .

We claim that there is C ′ > 0 such that if (n′, n0, . . . ,np+q+1) ∈ N \ N ′ then
max(nq+2, . . . ,np+q) ≤ δ′np+q+1 (a)

C−1n0 ≤ np+q+1 ≤ Cn0 (b)

np+q+1 ≤ C ′max2(n1, . . . ,nq+1) (c)

max(n1, . . . ,nq+1) ≤ C ′max2(n1, . . . ,nq+1) (d) .

(4.2.98)
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Before proving (4.2.98) we note that it implies

max(n1, . . . ,np+q+1)
(a)

≤ (1 + δ′)max(n1, . . . ,nq+1,np+q+1)

(c)+(d)

≤ (1 + δ′)C ′max2(n1, . . . ,nq+1) ≤ (1 + δ′)C ′max2(n1, . . . ,np+q+1)

proving that max(n1, . . . ,np+q+1) ∼ max2(n1, . . . ,np+q+1). Then by (4.2.97) and (4.2.96) we obtain

‖Πn0R(Πn1U1, . . . ,Πnp+qUp+q)Πnp+q+1Up+q+1‖L2 . max(n1, . . . ,np+q+1)µ̃
p+q+1∏
a=1

‖ΠnaUa‖L2

.
max2(n1, . . . ,np+q+1)µ̃+%

max(n1, . . . ,np+q+1)%

p+q+1∏
a=1

‖ΠnaUa‖L2 with µ̃ = µ+m′ + max(m,0) ,

showing that R(U) is a (p+ q)–homogeneous smoothing operator in R̃−%p+q ⊗M2(C) for any % ≥ 0.
We now prove (4.2.98). Note that (a) and (b) of (4.2.98) follow by (a) and (b) of (4.2.93) and δ′ > δ.

Then note that if (n′, n0, . . . ,np+q+1) ∈ N \ N ′ then

max(n1, . . . ,nq+1) > δ′np+q+1 . (4.2.99)

Then, by (c) of (4.2.93), one has

max(n1, . . . ,nq+1) = ε′n′ +
∑

nj≤max2(n1,...,nq+1)

εjnj ≤ n′ + qmax2(n1, . . . ,nq+1) (4.2.100)

so that max2(n1, . . . ,nq+1) ≥ 1
q

(
max(n1, . . . ,nq+1)− n′

)
. We deduce using (4.2.99) and (4.2.93)(a) that

max2(n1, . . . ,nq+1) ≥ δ′ − δ
q

np+q+1 (4.2.101)

thus proving (4.2.98) (c). Finally using (4.2.100), (4.2.93) (a) and (4.2.101) we get

max(n1, . . . ,nq+1) ≤ q
( δ

δ′ − δ
+ 1
)
max2(n1, . . . ,nq+1)

which proves (d) of (4.2.98).
We finally prove that R(U)> is a smoothing operator. First note that if Πn0R(Π~nU)>Πnp+q+1 6= 0 then

Πnp+q+1R(Π~nU)Πn0 6= 0, which implies that C−1np+q+1 ≤ n0 ≤ Cnp+q+1 by (4.2.98) (b). Then R(U)>

is a smoothing operator in R̃−%p+q ⊗M2(C) for any % ≥ 0 by Lemma 4.2.10 and Remark 4.2.11.

We finally prove the following lemma which generalizes a result in [73] for para-differential operators:
the transpose of the internal differential of a spectrally localized map is a smoothing operator (with two
equivalent frequencies).

Lemma 4.2.21. Let p ∈ N and m ∈ R. Given a matrix of spectrally localized p–homogeneous maps
S(U) ∈ S̃mp ⊗M2(C), consider

V 7→ L(U)V :=
1

p
dUS(U)[V ]U = S(V,U, . . . ,U)U . (4.2.102)

Then the transposed map L(U)> is a matrix of smoothing operators in R̃−%p ⊗M2(C) for any % ≥ 0.
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Proof. We first note that the matrix entries L(U)> defined as in (4.2.43) are

[L>]
~σp,σ′,σ
~p,j,k

(4.2.47)
= L

~σp,σ,σ′

~p,−k,−j

(4.2.43)
=

∫
T
L
(
qσ1

eiσ1j1x

√
2π

, . . . ,qσp
eiσpjpx

√
2π

)[qσe−iσkx

√
2π

]
· qσ′ e

iσ′jx

√
2π

dx

(4.2.102)
=

∫
T
S
(
qσ
e−iσkx

√
2π

,qσ1
eiσ1j1x

√
2π

. . . ,qσp−1
eiσp−1jp−1x

√
2π

)[qσpeiσpjpx

√
2π

]
· qσ′ e

iσ′jx

√
2π

dx

(4.2.43)
= S

σ,σ1,...,σp−1,σp,σ′

−k,j1,...,jp−1,jp,−j (4.2.103)

which, by (4.2.76), are different from zero only if

max{|k|, |j1|, . . . , |jp−1|} ≤ δ|jp| , C−1|j| ≤ |jp| ≤ C|j| . (4.2.104)

The restriction (4.2.104) implies that

max(|j1|, . . . , |jp|, |j|) ∼ max2(|j1|, . . . , |jp|, |j|) (4.2.105)

because

max(|j1|, . . . , |jp|, |j|) ≤ (1 + δ)max(|jp|, |j|)
≤ C(1 + δ)max2(|jp|, |j|) ≤ C(1 + δ)max2(|j1|, . . . , |jp|, |j|) .

Finally by (4.2.103), we estimate

∣∣[L>]
~σp,σ′,σ
~p,j,k

∣∣ =
∣∣Sσ,σ1,...,σp−1,σp,σ′

−k,j1,...,jp−1,jp,−j
∣∣ (4.2.75)
≤ Cmax{|k|, |j1|, . . . , |jp−1|}µ|jp|m

(4.2.104)
≤ C ′max{|j1|, . . . , |jp|, |j|}µ+max(m,0)

(4.2.105)
≤ C ′′

max2{|j1|, . . . , |jp|, |j|}µ+max(m,0)+%

max{|j1|, . . . , |jp|, |j|}%

implying, in view of Lemma 4.2.9 (with m; −% and µ; µ+ max(m,0) + %), that L(U)> is a matrix of
smoothing operators in R̃−%p ⊗M2(C) for any % ≥ 0.

We conclude this section with a lemma which shall be used in Section 4.3.4.

Lemma 4.2.22. Let p ∈ N and % ≥ 0. Let S(U) be a matrix of p-homogeneous spectrally localized maps
in S̃p ⊗M2(C) of the form

S(U) = L(U) +R(U) , (4.2.106)

where L(U)> and R(U) are matrices of p-homogeneous smoothing operators in R̃−%p ⊗M2(C). Then
S(U) is a matrix of p–homogeneous smoothing operators in R̃−%p ⊗M2(C).

Proof. In view of (4.2.47) and (4.2.48) (for L(U)> ∈ R̃−%p ⊗M2(C)),

|L~σp,σ
′,σ

~p,j,k
| = |(L>)

~σp,σ,σ′

~p,−k,−j | ≤ Cmax2{|j1|, . . . , |jp|, |k|}µmax{|j1|, . . . , |jp|, |k|}−% . (4.2.107)
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Since S(U) is spectrally localized, its non zero Fourier coefficients S~σp,σ
′,σ

~p,j,k
(defined as in (4.2.43)) satisfy

|j| ∼ |k| (see (4.2.76)) and, in view of (4.2.106),

|S~σp,σ
′,σ

~p,j,k
| ≤ |L~σp,σ

′,σ
~p,j,k

|+ |R~σp,σ
′,σ

~p,j,k
|

(4.2.107),(4.2.48)
.

max2{|j1|, . . . , |jp|, |k|}µ

max{|j1|, . . . , |jp|, |k|}%
+

max2{|j1|, . . . , |jp|, |j|}µ

max{|j1|, . . . , |jp|, |j|}%
|j|∼|k|
.

max2{|j1|, . . . , |jp|, |j|}µ

max{|j1|, . . . , |jp|, |j|}%

proving that S(U) is a smoothing operator in R̃−%p ⊗M2(C).

4.2.3 Approximate inverse of non–linear maps and flows

In this section we construct an approximate version of two fundamental non–linear operations that we will
need: the inverse of a non–linear map and the flow generated by a non–linear vector field. We first provide
the definition of an approximate inverse of a map, up to homogeneity N .

Definition 4.2.23. (Approximate inverse up to homogeneity N ) Let p,N ∈ N with p ≤ N . Consider

Ψ≤N (U) = U +M≤N (U)U where M≤N (U) ∈ ΣN
p M̃q ⊗M2(C) (4.2.108)

is a matrix of pluri–homogeneous operators. We say that

Φ≤N (V ) = V + M̆≤N (V )V where M̆≤N (V ) ∈ ΣN
p M̃q ⊗M2(C) , (4.2.109)

is an approximate inverse of Ψ≤N (U) up to homogeneity N if(
Id +M≤N (Φ≤N (V ))

)(
Id + M̆≤N (V )

)
= Id +M ′>N (V )(

Id + M̆≤N (Ψ≤N (U))
)(

Id +M≤N (U)
)

= Id +M ′′>N (U)
(4.2.110)

where M ′>N (V ) and M ′′>N (U) are pluri–homogeneous matrices of operators in ΣN+1M̃q ⊗M2(C).

Note that, if Φ≤N (V ) is an approximate inverse up to homogeneity N of Ψ≤N (U) then

Ψ≤N ◦ Φ≤N (V ) = V +M ′>N (V )V , Φ≤N ◦Ψ≤N (U) = U +M ′′>N (U)U , (4.2.111)

and, by differentiation and taking the transpose

dUΨ≤N (Φ≤N (V ))dV Φ≤N (V ) = Id +M1
>N (V )

dV Φ≤N (Ψ≤N (U))dUΨ≤N (U) = Id +M2
>N (U)

dV Φ≤N (V )>dUΨ≤N (Φ≤N (V ))> = Id +M3
>N (V )

dUΨ≤N (Φ≤N (V ))>dV Φ≤N (V )> = Id +M4
>N (V )

(4.2.112)

whereMa
>N (V ), a = 1, . . . ,4 are other pluri-homogeneous operators in ΣN+1M̃q⊗M2(C) (the differential

of a homogeneous m-operator is a homogeneous m-operator by the first remark after Definition 4.2.5, so is
its transpose by Lemma 4.2.10).

The following lemma ensures the existence of an approximate inverse.
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Lemma 4.2.24. (Approximate inverse) Let p,N ∈ N with p ≤ N . Consider Ψ≤N (U) = U +M≤N (U)U
as in (4.2.108). Then there exists an approximate inverse of Ψ≤N (U) up to homogeneity N (according to
Definition 4.2.23) of the form (4.2.109) with

Pp[M̆≤N (V )] = −Pp[M≤N (V )] . (4.2.113)

Moreover, if M≤N (U) in (4.2.108) is a matrix of pluri–homogeneous

(i) spectrally localized maps in ΣN
p S̃mq ⊗M2(C), m ≥ 0, then M̆≤N in (4.2.109) is a matrix of pluri-

homogeneous spectrally localized maps in ΣN
p S̃

m(N−p+1)
q ⊗M2(C) and M ′>N , M ′′>N in (4.2.110)

belong to ΣN+1S̃m(N−p+2)
q ⊗M2(C);

(ii) smoothing operators in ΣN
p R̃

−%
q ⊗M2(C) for some % ≥ 0, then M̆≤N in (4.2.109) is a matrix of

pluri-homogeneous smoothing operators in ΣN
p R̃

−%
q ⊗M2(C) and M ′>N , M ′′>N in (4.2.110) belong

to ΣN+1R̃−%q ⊗M2(C).

Proof. We expand in homogeneous components

M(U) := Id +M≤N (U) = Id +

N∑
q=p

Mq(U) with Mq(U) ∈ M̃q ⊗M2(C) . (4.2.114)

In order to solve the first equation in (4.2.110) we look for a pluri–homogeneous operator

M̆(V ) = Id + M̆≤N (V ) = M̆0(V ) +

N∑
a=p

M̆a(V ) with M̆0(V ) := Id , M̆a(V ) ∈ M̃q ⊗M2(C) ,

(4.2.115)
such that

M
(
M̆(V )V

)
M̆(V ) = Id +M>N (V ) with M>N (V ) ∈ ΣN+1M̃q ⊗M2(C) . (4.2.116)

By (4.2.114), (4.2.115) we get

M
(
M̆(V )V

)
M̆(V )

= Id +

N∑
`=p

M̆`(V ) +

N∑
q=p

∑
0≤a1,...aq+1≤N

Mq(M̆a1(V )V, . . . ,M̆aq(V )V )M̆aq+1(V )

= Id +
N∑
`=p

[
M̆`(V ) +

∑
p≤q≤`

q+a1+···+aq+1=`

Mq(M̆a1(V )V, . . . ,M̆aq(V )V )M̆aq+1(V )
]

+M>N (V )

and therefore equation (4.2.116) is recursively solved by defining, for any ` = p, . . . ,N,

M̆`(V, . . . ,V ) := −
∑

q+a1+···+aq+1=`

Mq(M̆a1(V )V, . . . ,M̆aq(V )V )M̆aq+1(V ) . (4.2.117)

Note that each M̆`(V, . . . ,V ) is a matrix of homogeneous operators by (ii) of Proposition 4.2.15. We proved
the first identity in (4.2.110).
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We now prove the second identity in (4.2.110). Using the same recursive procedure we find a matrix of
pluri–homogeneous operators of the form

M ′′(U) = Id +

N∑
n=p

M ′′n(U) with M ′′n(U) ∈ M̃n ⊗M2(C) (4.2.118)

such that M ′′(U) is an approximate right inverse of M̆(V ), i.e.

M̆
(
M ′′(U)U

)
M ′′(U) = Id +M>N (U) with M>N (U) ∈ ΣN+1M̃q ⊗M2(C) . (4.2.119)

Applying (4.2.116) with V = M ′′(U)U and right–composing it withM ′′(U) defined in (4.2.118), we obtain
by (4.2.119) and Proposition 4.2.15 that

M
(
U +M>N (U)U

)
= M ′′(U) +M ′>N (U) (4.2.120)

where M>N (U) and M ′>N (U) are operators in ΣN+1M̃q ⊗M2(C). Then, expanding the left hand side of
(4.2.120) by multilinearity, we get

M
(
U
)
−M ′′(U) =

N∑
q=p

q∑
`=1

(
q

`

)
Mq(M>N (U)U,. . . ,M>N (U)U︸ ︷︷ ︸

`−times

,U, . . . ,U) +M ′>N (U) = M̃>N (U)

where M̃>N (U) is in ΣN+1M̃q ⊗M2(C) thanks to (ii) of Proposition 4.2.15. This implies, since both
M(U) and M ′′(U) are pluri–homogeneous operators up to homogeneity N (cfr. (4.2.114), (4.2.118)), that
M
(
U
)

= M ′′(U) and, by (4.2.119), we conclude that

M̆
(
M(U)U

)
M(U) = Id +M>N (U) . (4.2.121)

This proves, recalling the notation (4.2.114), (4.2.115), (4.2.108), the second identity in (4.2.110). Moreover
for ` = p the sum in (4.2.117) reduces to the unique element with q = p, a1 = · · · = aq+1 = 0 and
M̆p(V ) = −Mp(V ), proving (4.2.113).

(i) If M≤N (U) is a spectrally localized map in ΣN
p S̃mq ⊗M2(C) we claim that M̆`(V ) is a spectrally

localized map in S̃m+m(`−p)
` ⊗ M2(C) for ` = p, . . . ,N . For ` = p by (4.2.113) we have M̆p(V ) =

−Mp(V ) which is in S̃m` ⊗M2(C). Then supposing inductively that M̆a(V ) is in S̃m+m(a−p)
a ⊗M2(C)

for a = p, . . . `− 1, we deduce by (ii) and (iii) of Proposition 4.2.19, that each term in the sum in (4.2.117)
is a spectrally localized map in S̃m+(m+m(aq+1−p))

` ⊗M2(C) which is included in S̃m+m(`−p)
` ⊗M2(C)

using that aq+1 ≤ `− 1.
(ii) In the same way, if M≤N (U) is a smoothing operator in ΣN

p R̃
−%
q ⊗ M2(C), thanks to (ii) of

Proposition 4.2.15 one proves recursively that M̆`(V ) are smoothing operators in R̃−%` ⊗M2(C).

Vector fields: We introduce the following definition of vector fields.

Definition 4.2.25 (Homogeneous vector fields). Let m ∈ R and p,N ∈ N0. We denote by X̃mp+1 the
space of (p + 1)-homogeneous vector fields of the form X(U) = M(U)U where M(U) is a matrix of
p-homogeneous m-operators in M̃m

p ⊗M2(C). We denote X̃p+1 := ∪m≥0X̃
m
p+1 and ΣN+1

p+1 X̃mq the class of

pluri-homogeneous vector fields. We also set Σp+1X̃q :=
⋃
N∈NΣN+1

p+1 X̃q. The vector fields in X̃−%p+1, % ≥ 0,
are called smoothing.
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Note that X(U) = M(U)U is real-to-real in the sense of (4.2.14) if and only if the operator M(U) is
real-to-real in the sense of (4.2.12).
• Fourier representation of (p+ 1)-homogeneous vector fields: A (p+ 1)-homogeneous vector field can
be expressed in Fourier as: for any σ = ±,

X(U)σ =
∑

k∈Z\{0}

X(U)σk
eiσkx

√
2π
, X(U)σk =

∑
(~p+1,k,~σp+1,−σ)∈Tp+2

X
~σp+1,σ
~p+1,k

u
~σp+1

~p+1
, (4.2.122)

the last sum being in (~p+1,~σp+1), with coefficients X~σp+1,σ
~p+1,k

∈ C given by

X
σ1,...,σp,σp+1,σ
j1,...,jp,jp+1,k

=
1

p+ 1

(
M

σ1,...,σp,σp+1,σ
j1,...,jp,jp+1,k

+M
σp+1,...,σp,σ1,σ
jp+1,...,jp,j1,k

+ · · ·+M
σ1,...,σp+1,σp,σ
j1,...,jp+1,jp,k

)
, (4.2.123)

namely they are obtained symmetrizing with respect to the first p + 1 indices the coefficients M~σp,σ′,σ
~p,j,k

of
M(U).

In particular they satisfy the symmetry condition: for any permutation π of {1, . . . ,p+ 1},

X
σπ(1),...,σπ(p+1),σ

jπ(1),...,jπ(p+1),k
= X

σ1,...,σp+1,σ
j1,...,jp+1,k

. (4.2.124)

In addition, if X(U) is real-to-real, see (4.2.14), then one has

X(U)+
k = X(U)−k i.e. X

~σp+1,+
~p+1,k

= X
−~σp+1,−
~p+1,k

. (4.2.125)

By Lemma 4.2.9 we obtain the following characterization of vector fields.

Lemma 4.2.26. (Characterization of vector fields in Fourier basis) Letm ∈ R. A real-to-real vector field
X(U) belongs to X̃mp+1 if and only if its coefficients X~σp+1,σ

~p+1,k
(defined as in (4.2.122)) fulfill the symmetric

and real-to-real conditions (4.2.124), (4.2.125) and: there exist µ ≥ 0 and C > 0 such that

|X~σp+1,σ
~p+1,k

| ≤ Cmax2{|j1|, . . . , |jp+1|}µ max{|j1|, . . . , |jp+1|}m (4.2.126)

for any (~p+1,k,~σp+1,−σ) ∈ Tp+2 (cfr. (4.2.10)).

We now define the approximate flow of a smoothing τ–dependent vector field.

Definition 4.2.27. (Approximate flow of a smoothing vector field up to homogeneity N ) Let p,N ∈ N
with p ≤ N . An approximate flow up to homogeneity N of a τ–dependent pluri-homogeneous smoothing
vector field Xτ (Z) in Σp+1X̃

−%
q , defined for τ ∈ [0,1] and some % ≥ 0, is a non–linear map,

Fτ≤N (Z) = Z + F τ≤N (Z)Z , τ ∈ [0,1] , (4.2.127)

where F τ≤N (Z) is a matrix of pluri–homogeneous, τ–dependent, smoothing operators in ΣN
p R̃

−%
q ⊗M2(C),

with estimates uniform in τ ∈ [0,1], solving

∂τFτ≤N (Z) = Xτ (Fτ≤N (Z)) +Rτ>N (Z)Z , F0
≤N (Z) = Z , (4.2.128)

where Rτ>N (Z) is a matrix of τ–dependent, smoothing operators in ΣN+1R̃−%q ⊗M2(C), with estimates
uniform in τ ∈ [0,1].

The following lemma ensures the existence of an approximate flow.
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Lemma 4.2.28. (Approximate flow) Let p,N ∈ N with p ≤ N . Consider a pluri–homogeneous τ–
dependent smoothing vector field Xτ (Z) in Σp+1X̃

−%
q , defined for τ ∈ [0,1] and some % ≥ 0. Then

• there exists an approximate flow Fτ≤N according to Definition 4.2.27;

• denoting by Gτp(Z)Z with Gτp(Z) ∈ R̃−%p ⊗M2(C) the (p+1)-homogeneous component of Xτ (Z),
then the p-homogeneous component of the smoothing operator F τ≤N (Z) in (4.2.127) is

Pp(F τ≤N (Z)) =

∫ τ

0
Gτ
′
p (Z)dτ ′ . (4.2.129)

Proof. We write Xτ (Z) := Gτ (Z)Z with Gτ (Z) =
∑M

q=pG
τ
q (Z) and Gτq (Z) ∈ R̃−%q ⊗M2(C), and we

look for an approximate flow solution of (4.2.128) of the form

Fτ≤N (Z) = Z +
N∑
`=p

F τ` (Z,. . . ,Z)Z with F τ` (Z) ∈ R̃−%` ⊗M2(C) .

Since Gτ (Z) =
∑M

q=pG
τ
q (Z) then, using the notation F τ0 (Z) := Id, we expand by multilinearity

Xτ (Fτ≤N (Z)) =

M∑
q=p

Gτq (Fτ≤N (Z), . . . ,Fτ≤N (Z))Fτ≤N (Z) =

N+(N+1)M∑
a=p

X̆τ
a (Z)Z

where
X̆τ

a (Z) :=
∑

q=p,...,M
`1,...,`q+1∈{0,p,...,N}
`1+···+`q+1+q=a

Gτq
(
F τ`1(Z)Z,. . . ,F τ`q(Z)Z

)
F τ`q+1

(Z) . (4.2.130)

Then we solve (4.2.128) defining recursively for a = p, . . . ,N ,

F τa (Z) :=

∫ τ

0
X̆τ ′

a (Z)dτ ′, Rτ>N (Z) :=

N+(N+1)M∑
a=N+1

Xτ
a (Z) .

Using recursively formula (4.2.130) and Proposition 4.2.15 one verifies that each X̆τ
a (Z) is a a-homogeneous

smoothing operator in R̃−%a ⊗M2(C), so is F τa (Z), and Rτ>N (Z) is a pluri-homogeneous smoothing op-
erator in ΣN+1R̃−%a ⊗M2(C). Note that for a = p the sum in (4.2.130) reduces to the indices q = p,
`1 = · · · = `q+1 = 0. As a consequence F τp (Z) =

∫ τ
0 G

τ ′
p (Z)dτ ′ proving (4.2.129).

4.2.4 Pluri-homogeneous differential geometry

In this section we introduce pluri-homogeneous k-forms. We revisit the classical identities of differential
geometry (d2 = 0, Cartan’s magic formula) for k = 0,1,2 which are the only cases needed our purpose.

Definition 4.2.29. (r-homogeneous k-form) Let p ∈ N0, k = 0,1,2 and set r := p + 2 − k. A r-
homogeneous k-form is a (r + k)-linear map from (Ḣ∞(T;C2))r × (Ḣ∞(T;C2))k to C of the form
Λ(U1, . . . ,Ur)[V1, . . . ,Vk], symmetric in the variables U := (U1, . . . ,Ur) and antisymmetric in the entries
V := (V1, . . . ,Vk), satisfying the following: there are constants C > 0 and m ≥ 0 such that

|Λ(Πn1U1, . . . ,ΠnrUr)[Πnr+1V1, . . . ,Πnr+kVk]|

≤ Cmax{n1, . . . ,nr+k}m
r∏
j=1

‖ΠnjUj‖L2

k∏
`=1

‖Πnr+`V`‖L2 (4.2.131)
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for any U ∈ (Ḣ∞(T;C2))r, any V ∈ (Ḣ∞(T;C2))k, and any (n1, . . . ,nr+k) in Nr+k. Moreover, if

Λ(Πn1U1, . . . ,ΠnrUr)[Πnr+1V1, . . . ,Πnr+kVk] 6= 0 ,

then there is a choice of signs σ1, . . . ,σr+k ∈ {±1} such that
∑r+k

j=1 σjnj = 0. In addition we require the
translation invariant property:

Λ(τςU)[τςV] = Λ(U)[V] , ∀ς ∈ R . (4.2.132)

We also require that Λ(U)[V] is real valued for any U ∈ (L2
R(T,C2))r and V ∈ (L2

R(T,C2))k, cfr. (4.2.13).
We denote by Λ̃k

r the space of r-homogeneous k-forms and by ΣN
r Λ̃

k
q the space of pluri–homogeneous

k-forms. We set ΣrΛ̃
k
q := ∪N≥rΣN

r Λ̃
k
q .

• A r-homogeneous 0-form is also called a homogeneous Hamiltonian.
• Fourier representation of (p+ 2)-homogeneous 0-forms: Let p ∈ N0. A (p+ 2)-homogeneous 0-form
can be expressed in Fourier as (recall (4.2.10))

H(U) =
1

p+ 2

∑
(~p+2,~σp+2)∈Tp+2

H
~σp+2

~p+2
u
~σp+2

~p+2
. (4.2.133)

The reality condition H(U) ∈ R for any U ∈ L2
R(T,C2) amounts to

H
~σp+2

~p+2
= H

−~σp+2

~p+2
. (4.2.134)

Moreover the scalar coefficients H~σp+2

~p+2
≡ Hσ1,...,σp+2

j1,...,jp+2
∈ C satisfy the symmetric condition: for any permu-

tation π of {1, . . . ,p+ 2}
H
σπ(1),...,σπ(p+2)

jπ(1),...,jπ(p+2)
= H

σ1,...,σp+2

j1,...,jp+2
(4.2.135)

and, for some m ≥ 0, the bound

|H~σp+2

~p+2
| . max(|j1|, . . . , |jp+2|)m . (4.2.136)

• Fourier representation of (p + 1)-homogeneous 1-forms: A (p + 1)-homogeneous 1-form can be
expressed in Fourier as

θ(U)[V ] =
∑

(~p+1,k,~σp+1,σ)∈Tp+2

Θ
~σp+1,σ
~p+1,k

u
~σp+1

~p+1
vσk . (4.2.137)

The reality condition θ(U)[V ] ∈ R for any U,V ∈ L2
R(T,C2) amounts to

Θ
~σp+1,σ
~p+1,k

= Θ
−~σp+1,−σ
~p+1,k

. (4.2.138)

Moreover the coefficients satisfy, for some m ≥ 0,

|Θ~σp+1,σ
~p+1,k

| . max(|j1|, . . . , |jp+1|)m . (4.2.139)

• Fourier representation of p-homogeneous 2-forms: A p-homogeneous 2-form can be expressed in
Fourier as

Λ(U)[V1,V2] =
∑

(~p,j,k,~σp,σ′,σ)∈Tp+2

Λ
~σp,σ′,σ
~p,j,k

u
~σp
~p

(v1)σ
′
j (v2)σk . (4.2.140)
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The antisymmetry condition Λ(U)[V1,V2] = −Λ(U)[V2,V1] amounts to

Λ
~σp,σ′,σ
~p,j,k

= −Λ
~σp,σ,σ′

~p,k,j
. (4.2.141)

The reality condition Λ(U)[V1,V2] ∈ R for any U,V1,V2 ∈ L2
R(T,C2) amounts to

Λ
~σp,σ′,σ
~p,j,k

= Λ
−~σp,−σ′,−σ
~p,j,k

. (4.2.142)

Moreover the coefficients satisfy, for some m ≥ 0,

|Λ~σp,σ
′,σ

~p,j,k
| . max(|~p|, |j|)m . (4.2.143)

The following lemma characterizes 0, 1 and 2 forms.

Lemma 4.2.30. (Operatorial characterization of Hamiltonians and 1- 2 forms) Let p ∈ N0. Then

(i) A 0-form H(U) belongs to Λ̃0
p+2 if and only if there exists a matrix of p-homogeneous real-to-real

operators M(U) in M̃p ⊗M2(C), such that,

H(U) = 〈M(U)U,U〉r, ∀U ∈ Ḣ∞(T;C2) . (4.2.144)

(ii) A 1-form θ(U) belongs to Λ̃1
p+1 if and only if there exists a matrix of pluri–homogeneous real-to-real

operators M(U) in M̃p ⊗M2(C), such that,

θ(U)[V ] := 〈M(U)U,V 〉r , ∀V ∈ Ḣ∞(T;C2) . (4.2.145)

(iii) A 2-form Λ(U) belongs to Λ̃2
p if and only if there exists a matrix of pluri–homogeneous real-to-real

operators M(U) in M̃p ⊗M2(C), satisfying M(U)> = −M(U), such that

Λ(U)[V1,V2] := 〈M(U)V1,V2〉r , ∀(V1,V2) ∈ (Ḣ∞(T;C2))2 . (4.2.146)

Proof. PROOF OF (i): Identity (4.2.144) follows with an operator M(U) which has Fourier entries

M
~σp,σ′,σ
~p,j,k

=
1

p+ 2
H
~σp,σ′,σ
~p,j,−k (4.2.147)

where the Fourier coefficients of H are defined in (4.2.133). By (4.2.136) and Lemma 4.2.9 the operator
M(U) defined by (4.2.147) is a matrix of m-operators in M̃m

p ⊗M2(C). Note that, in view of (4.2.147),
the entries of the operator M(U) satisfy the corresponding momentum condition ~σp · ~p + σ′j = σk thanks
to the restriction in (4.2.133). The reality condition (4.2.134) is equivalent to (4.2.46).
PROOF OF (ii): Identity (4.2.145) follows with an operator M(U) which has Fourier entries

M
~σp,σ′,σ
~p,j,k

= Θ
~σp,σ′,σ
~p,j,−k (4.2.148)

where the Fourier coefficients of Θ are defined in (4.2.137). By (4.2.139) and Lemma 4.2.9 the operator
M(U) defined by (4.2.148) is a matrix of m-operators in M̃m

p ⊗M2(C). Note that, in view of (4.2.149),
the entries of the operator M(U) satisfy the corresponding momentum condition ~σp · ~p + σ′j = σk thanks
to the restriction in (4.2.134). The reality condition (4.2.138) comes from (4.2.46).
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PROOF OF (iii): Identity (4.2.146) follows with an operator M(U) which has Fourier entries (cfr. (4.2.43))

M
~σp,σ′,σ
~p,j,k

= Λ
~σp,σ′,σ
~p,j,−k (4.2.149)

where the Fourier coefficients of Λ are defined in (4.2.140). By (4.2.143) and Lemma 4.2.9 the operator
M(U) defined by (4.2.149) is a matrix of m-operators in M̃m

p ⊗M2(C). Note that, in view of (4.2.149),
the entries of the operator M(U) satisfy the corresponding momentum condition ~σp · ~p + σ′j = σk thanks
to the restriction in (4.2.140). The antisymmetry of Λ(U) amounts to M(U)> = −M(U) and the reality
condition (4.2.142) comes from (4.2.46).

We now extend to pluri-homogeneous k-forms the typical “operations” of differential geometry.

Definition 4.2.31. (Exterior derivative) We define the exterior derivative of a r-homogeneous k-form Λ(U)
in Λ̃k

r as

dΛ(U)[V1, . . . ,Vk+1] :=
k+1∑
j=1

(−1)j−1dU
(
Λ(U)[V1, . . . , V̂j , . . . ,Vk+1]

)
[Vj ] (4.2.150)

where the notation [V1, . . . , V̂j , . . . ,Vk+1] denotes the k-tuple obtained excluding the j-th component.

• If H(U) is a p + 2-homogeneous 0-form in Λ̃0
p+2 then its exterior differential coincides with the usual

differential of functions, namely dH(U)[V ] = dUH(U)[V ]. Moreover dH(U) is a 1-form in Λ̃1
p+1 and we

define the gradient∇H(U) := ∇UH(U) as the vector field in X̃p+1 such that, cfr. (4.2.145),

dH(U)[V ] := 〈∇H(U),V 〉r , ∀V ∈ Ḣ∞(T;C2) . (4.2.151)

• If θ(U) is a (p+ 1)-homogeneous 1-form in Λ̃1
p+1 written as in (4.2.145) then its exterior differential is

dθ(U)[V1,V2] =
〈(

dUX(U)− dUX(U)>
)
V1,V2

〉
r
, X(U) := M(U)U (4.2.152)

where dUX(U) and dUX(U)> are, by the first remark below Definition 4.2.5 and Lemma 4.2.10, matrices
of operators in M̃p ⊗M2(C). Moreover dθ(U) belongs to Λ̃2

p.

Definition 4.2.32. Let p,p′ ∈ N0 and set r := p+ 2− k. Given a r-homogeneous k-form Λ(U) in Λ̃k
r and

a matrix of homogeneous operators M(U) in M̃p′ ⊗M2(C) we define the

• Pull back of Λ(U) via the map ϕ(U) := M(U)U as

(ϕ∗Λ)(U)[V1, . . . ,Vk] := Λ(ϕ(U))[dUϕ(U)V1, . . . ,dUϕ(U)Vk] . (4.2.153)

• Lie derivative of Λ(U) along the vector field X(U) := M(U)U as

(LXΛ)(U)[V1, . . . ,Vk] := dUΛ(U)[X(U)][V1, . . . ,Vk] +
k∑
j=1

Λ(U)[V1, . . . ,dUX(U)[Vj ], . . . ,Vk].

(4.2.154)
• Contraction of Λ(U) with the vector field X(U) = M(U)U as

(iXΛ)(U)[V1, . . . ,Vk−1] := Λ(U)[X(U),V1, . . . ,Vk−1] . (4.2.155)
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Let Λ(U) be a r-homogeneous k-form in Λ̃k
r , k = 0,1,2. Thanks to the first bullet below Defini-

tion 4.2.5, Lemma 4.2.10 and (i) and (ii) of Proposition 4.2.15 (see also (4.2.160)-(4.2.161)), one has the
following:
• if ϕ(U) = M(U)U is a map where M(U) is a pluri-homogeneous operator in ΣN

0 M̃q ⊗M2(C) then
(ϕ∗Λ)(U) defined in (4.2.153) belongs to ΣrΛ̃

k
q ;

• ifX(U) is a homogeneous vector field in Σp′+1X̃q for some p′ ∈ N0, then (LXΛ)(U) defined in (4.2.154)
belongs to Σr+p′Λ̃

k
q ;

• if k = 1,2 then (iXΛ)(U) defined in (4.2.155) belongs to Σr+p′+1Λ̃
k−1
q ;

• the basic identities of differential geometry are directly verified for pluri-homogeneous k-forms: Let
p ∈ N0, k = 0,1,2. Then for any Λ in Λ̃k

p+2 it results

d2Λ = 0 . (4.2.156)

Given ϕ(U) := M(U)U with M(U) in Σ0M̃q ⊗M2(C), it results

d(ϕ∗Λ) = (ϕ∗dΛ) . (4.2.157)

Given also φ(U) := M ′(U)U with M ′(U) ∈ Σ0M̃q ⊗M(C), it results

φ∗ϕ∗Λ = (ϕ ◦ φ)∗Λ . (4.2.158)

Given X(U) in Σ1X̃q then
LXΛ = d ◦ iXΛ + iX ◦ dΛ; (4.2.159)

• if ϕ(U) = M ′(U)U is a map where M ′(U) is a pluri-homogeneous operator in Σ0M̃q ⊗M2(C) and
θ(U) ∈ Λ̃1

p+1 and Λ(U) ∈ Λ̃2
p are represented as in (4.2.145), (4.2.146) then

(ϕ∗θ)(U)[V ] = 〈dUϕ(U)>M(ϕ(U))ϕ(U),V 〉 ; (4.2.160)

(ϕ∗Λ)(U)[V1,V2] = 〈dUϕ(U)>M(ϕ(U)) dUϕ(U)V1,V2〉 . (4.2.161)

In Section 4.4 we shall use the following result about Lie derivatives and approximate flows.

Lemma 4.2.33. Let p,N ∈ N with p ≤ N . Let θτ be a τ -dependent family of 1-forms in Σ1Λ̃
1
q defined for

τ ∈ [0,1]. Let Fτ≤N be the approximate flow generated by a pluri–homogeneous, τ–dependent smoothing

vector field Y τ (U) in Σp+1X̃
−%
q , defined for τ ∈ [0,1] and some % ≥ 0 (cfr. Lemma 4.2.28). Then

d

dτ
(Fτ≤N )∗θτ = (Fτ≤N )∗

[
LY τ θτ + ∂τθ

τ
]

+ θτ>N+1 (4.2.162)

where θτ>N+1 is a pluri–homogeneous 1–form in ΣN+2Λ̃
1
q , with estimates uniform in τ ∈ [0,1].

Proof. Recalling the definition of pullback (4.2.153) and using that Fτ≤N fulfills the approximate equation
(4.2.128) (with Y τ replacing Xτ ) we get

d

dτ
(Fτ≤N )∗θτ (U)[Û ] =

d

dτ

(
θτ (Fτ≤N (U))[dUFτ≤N (U)Û ]

)
= ∂τθ

τ (Fτ≤N (U))[dUFτ≤N (U)Û ] + dV θ
τ (Fτ≤N (U))[Y τ (Fτ≤N (U)) +Rτ>N (U)U ][dUFτ≤N (U)Û ]

+ θτ (Fτ≤N (U))[dV Y
τ (Fτ≤N (U))dUFτ≤N (U)Û + dU (Rτ>N (U)U)Û ]

(4.2.154),(4.2.153)
= (Fτ≤N )∗

[
LY τ θτ + ∂τθ

τ
]
(U)[Û ] + θτ>N+1(U)[Û ]
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where

θτ>N+1(U)[Û ] := dV θ
τ (Fτ≤N (U))[Rτ>N (U)U ][dUFτ≤N (U)Û ] + θτ (Fτ≤N (U))[dU (Rτ>N (U)U)Û ] .

(4.2.163)
We now verify that θτ>N+1 is a 1-form in ΣN+2Λ̃

1
q . Representing, by Lemma 4.2.30,

θτ (U)[Û ] = 〈M τ (U)U,Û〉r with M τ (U) ∈ Σ0M̃q ⊗M2(C) ,

and sinceFτ≤N (U) = (Id+Rτ≤N (U))U withRτ≤N (U) in ΣN
p R̃

−%
q ⊗M2(C), the 1-form θτ>N+1 in (4.2.163)

reads

θτ>N+1(U)[Û ] = 〈M ′(U)U,Û〉r where M ′(U) :=
[
dUFτ≤N (U)

]>
dV (M τ (V )V )|V=Fτ≤N (U) R

τ
>N (U)

+ [dU (Rτ>N (U)U)]>M τ (Fτ≤N (U))(Id +Rτ≤N (U))

is a τ -dependent matrix of operators in ΣN+1M̃q ⊗M2(C), with estimates uniform in τ ∈ [0,1], because
Rτ>N (U) are smoothing operators in ΣN+1R̃−%q ⊗M2(C), and using (i), (ii) of Proposition 4.2.15 and
Lemma 4.2.10. Thus θτ>N+1 is a 1-form in ΣN+2Λ̃

1
q , with estimates uniform in τ ∈ [0,1].

4.3 Hamiltonian formalism

Along the chapter we consider real Hamiltonian systems and their symplectic structures in real, complex
and Fourier coordinates, that we describe in Section 4.3.1. In Section 4.3.2 we introduce the notion of vector
fields which are Hamiltonian up to homogeneity N and we prove that the classical Hamiltonian theory is
preserved “up to homogeneity N”. In Section 4.3.3 we present results about linear symplectic flows. In
Section 4.3.4 we discuss Hamiltonian systems with a para-differential structure.

4.3.1 Hamiltonian and symplectic structures

Real Hamiltonian systems. We equip the real phase space L̇2
r × L̇2

r with the scalar product in (4.2.4) and
the symplectic form

Ω0

((
η1

ζ1

)
,

(
η2

ζ2

))
:=
〈
E0

(
η1

ζ1

)
,

(
η2

ζ2

)〉
r

= −〈ζ1,η2〉L̇r + 〈η1, ζ2〉L̇r (4.3.1)

where E0 is the symplectic operator acting on L̇2
r × L̇2

r defined by

E0 :=

(
0 −Id
Id 0

)
. (4.3.2)

The Hamiltonian vector field XH associated to a (densely defined) Hamiltonian function H : L̇2
r × L̇2

r → R
is characterized as the unique vector field satisfying

Ω0

(
XH(η,ζ),

(
η̆

ζ̆

))
= dH(η,ζ)

[(
η̆

ζ̆

)]
, ∀

(
η̆

ζ̆

)
∈ L̇2

r × L̇2
r . (4.3.3)

As

dH(η,ζ)

[(
η̆

ζ̆

)]
= dηH(η,ζ)[η̆] + dζH(η,ζ)[ζ̆] =

〈(∇ηH
∇ζH

)
,

(
η̆

ζ̆

)〉
r

(4.3.4)
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where (∇ηH,∇ζH) ∈ L̇2
r × L̇2

r denote the L̇2
r- gradients, the Hamiltonian vector field is given by

XH = J

(
∇ηH
∇ζH

)
=

(
∇ζH
−∇ηH

)
where J := E−1

0 =

(
0 Id
−Id 0

)
. (4.3.5)

We also denote by

θ0(η,ζ)
[(η̆

ζ̆

)]
:=

1

2

〈
E0

(
η
ζ

)
,

(
η̆

ζ̆

)〉
r

(4.3.6)

the Liouville 1–form. Note that dθ0 = Ω0, where the exterior differential is recalled in Section 4.2.4.

Real linear Hamiltonian systems. We now consider the most general quadratic real Hamiltonian

H(η,ζ) =
1

2

〈
A

(
η
ζ

)
,

(
η
ζ

)〉
r
, A :=

(
A B
B> D

)
, A> = A , (4.3.7)

where A,B,D are linear real operators acting on L̇2
r and the operators A,D are symmetric, i.e. A> = A,

D> = D, where A> denotes the transpose operator with respect to the real scalar product 〈 , 〉L̇2
r
. A> is

the transpose with respect to the scalar product 〈·, ·〉r in (4.2.4).

Definition 4.3.1. (Linear Hamiltonian operator) A linear operator A acting on (a dense subspace) of
L̇2
r × L̇2

r is Hamiltonian if it has the form

A = JA = J

(
A B
B> D

)
, A = A> , (4.3.8)

with A,B,D real operators satisfying A = A> and D = D>; equivalently if E0A = A is symmetric with
respect to the real scalar product 〈·, ·〉r defined in (4.2.4).

We now provide the characterization of a real linear Hamiltonian para-differential operator. In view of
(4.3.8) and (4.2.26) a matrix of para-differential operators is Hamiltonian if it has the form

JOpBW

([
a(x,ξ) b(x,ξ)
b(x,−ξ) d(x,ξ)

])
= OpBW

([
b(x,−ξ) d(x,ξ)
−a(x,ξ) −b(x,ξ)

])
(4.3.9)

with

a(x,ξ) ∈ R, a(x,ξ) = a(x,−ξ) , d(x,ξ) ∈ R, d(x,ξ) = d(x,−ξ) , b(x,−ξ) = b(x,ξ) . (4.3.10)

Real Hamiltonian systems in complex coordinates. We now describe the above real Hamiltonian sys-
tems in the complex coordinates defined by the change of variables(

η
ζ

)
= C

(
u
u

)
, C :=

1√
2

(
Id Id
−i i

)
, C−1 :=

1√
2

(
Id i
Id −i

)
, C> :=

1√
2

(
Id −i
Id i

)
. (4.3.11)

Note that C is a map between the real subspace of vector functions L̇2
R(T,C2) into L̇2

r × L̇2
r . In the sequel

to save space we denote
(
u
u

)
also as (u,u).

The pull-back Ωc := C∗Ω0 of the symplectic form Ω0 in (4.3.1) is

Ωc

((
u1

u1

)
,

(
u2

u2

))
=
〈
C>E0C

(
u1

u1

)
,

(
u2

u2

)〉
r

=
〈
Ec

(
u1

u1

)
,

(
u2

u2

)〉
r

(4.3.12)
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where Ec is the symplectic operator acting on L̇2
R(T,C2)

Ec :=

(
0 −i
i 0

)
= iE0 . (4.3.13)

Remark that E>c = −Ec and E2
c = Id. Similarly the Liouville 1-form θ0 in (4.3.6) is transformed into the

symplectic form θc := C∗θ0 given by

θc(U) [V ] =
1

2
〈EcU,V 〉r , ∀ U =

(
u
u

)
, V =

(
v
v

)
(4.3.14)

and it results
dθc = Ωc . (4.3.15)

Next we show how the differential and gradient of a Hamiltonian transform under the complex change of

coordinates. The pull-back under C of the 1-form (cfr. (4.3.4)) dH(η,ζ)[·] =
〈(∇ηH
∇ζH

)
, ·
〉
r

is

(C∗dH)(u,u)[(v,v)] =
〈(∇uH
∇uH

)∣∣∣
C(u,u)

,

(
v
v

)〉
r

(4.3.16)

where

∇uH :=
1√
2

(∇ηH − i∇ζH) |C(u,u) , ∇uH :=
1√
2

(∇ηH + i∇ζH) |C(u,u) . (4.3.17)

Furthermore, by (4.3.11),

(C∗dH)(u,u)[(v,v)] = duH|C(u,u)[v] + duH|C(u,u)[v]

having defined

duH :=
1√
2

(dηH − idζH) |C(u,u) , duH :=
1√
2

(dηH + idζH) |C(u,u) .

In the sequel we also use the compact notation, given U = (u,u),

dUH(U)[Û ] := duH(U)[û] + duH(U)[û] , ∀Û =

(
û

û

)
.

Real Hamiltonian vector fields in complex coordinates. Given a real valued Hamiltonian H(η,ζ), con-
sider the Hamiltonian in complex coordinates Hc := H ◦ C which is a function of (u,u). Recalling the
characterization (4.3.3) of the Hamiltonian vector field and (4.3.16), the associated Hamiltonian vector field
is

XHc(U) := C−1(XH)|C(U) = Jc

(
∇uHc

∇uHc

)
= Jc∇Hc(U) =

(
−i∇uHc

i∇uHc

)
(4.3.18)

where Jc := E−1
c = Ec is the Poisson tensor in (4.1.22). One has also the characterization

Ωc(XHc , ·) = dUHc(U)[·] . (4.3.19)

In case H is the quadratic form (4.3.7), the transformed Hamiltonian Hc = H ◦ C is given by

Hc(u,u) =
1

2

〈
R

(
u
u

)
,

(
u
u

)〉
r
, R := C>AC :=

(
R1 R2

R2 R1

)
(4.3.20)
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whereR1 := (A−D)− i(B+B>), R2 := (A+D)+ i(B−B>). The operator R is real-to-real according
to (4.2.12). In addition, since A is symmetric, cfr. (4.3.7), the operator R is symmetric with respect to the
real non-degenerate bilinear form 〈·, ·〉r, namely

R = R> , i.e. R1 = R>1 , R
∗
2 = R2 . (4.3.21)

Definition 4.3.2. (Linear Hamiltonian operator in complex coordinates) A real-to-real linear operator
JcM is linearly Hamiltonian if M = M> is symmetric with respect to the non-degenerate bilinear form
〈·, ·〉r, cfr. (4.3.21).

In view of (4.2.26) and (4.3.21) a matrix of para-differential real-to-real complex operators is linearly
Hamiltonian if

JcOpBW

(
b1(U ; t,x,ξ) b2(U ; t,x,ξ)

b2(U ; t,x,−ξ) b1(U ; t,x,−ξ)

)
,

{
b1(U ; t,x,−ξ) = b1(U ; t,x,ξ) ,

b2(U ; t,x,ξ) ∈ R ,
(4.3.22)

namely b1 is even in ξ and b2 is real valued.

Definition 4.3.3. (Linearly symplectic map) A real-to-real linear transformation A is linearly symplectic
if A∗Ωc = Ωc where Ωc is defined in (4.3.12), namely A>EcA = Ec, where Ec is the symplectic operator
defined in (4.3.13).

Hamiltonian systems in Fourier basis. Given a Hamiltonian H(U) expanded as in (4.2.133) we charac-
terize its Hamiltonian vector field. We decompose each Fourier coefficients as uj =

xj+iyj√
2

, uj =
xj−iyj√

2
,

where xj :=
√

2Re(uj) and yj :=
√

2Im(uj) and we define

∂uj :=
1√
2

(
∂xj − i∂yj

)
, ∂uj :=

1√
2

(
∂xj + i∂yj

)
, (4.3.23)

so that ∂uσj u
σ
j = 1, for any σ = ±, and ∂uσj u

σ′
j = 0, for any σσ′ = −1. For a real valued Hamiltonian H it

results
∂ujH = ∂ujH . (4.3.24)

We now write a Hamiltonian vector field (4.3.18) in the coordinates (uj)j∈Z\{0}. For notational simplicity
we also denote u ≡ (uj)j∈Z\{0}. We first note that, by (4.3.12) and (4.2.5), the symplectic form (4.3.12)
reads, for any U = (u,u), V = (v,v),

Ωc

(
U,V

)
=

∑
j∈Z\{0}

−iujvj + iujvj = −i
∑

j∈Z\{0}
σ∈{±}

σu−σj vσj . (4.3.25)

Lemma 4.3.4. (Fourier expansion of a Hamiltonian vector field) The Fourier components of the Hamil-
tonian vector field associated to a real Hamiltonian H(U) are, for any σ = ±, k ∈ Z \ {0},(

Jc∇H(U)
)σ
k

= −iσ∂u−σk
H(U) . (4.3.26)

In particular, if the Hamiltonian H is expanded as in (4.2.133), then(
Jc∇H(U)

)σ
k

= −iσ
∑

(~p+1,k,~σp+1,−σ)∈Tp+2

H
~σp+1,−σ
~p+1,k

u
~σp+1

~p+1
. (4.3.27)

Proof. The expression (4.3.26) is a consequence of (4.3.25) and the definition (4.3.19) of a Hamiltonian
vector field, using (4.3.24). Finally (4.3.27) is a consequence of (4.3.26), (4.2.134), (4.2.135).
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By (4.3.27) and (4.2.122) we deduce the following characterization of Hamiltonian vector fields:

Lemma 4.3.5. (Characterization of (p+1)–homogeneous Hamiltonian vector fields) A (p+1)–homogeneous
real-to-real vector field X(U) ∈ X̃p+1 of the form (4.2.122) is Hamiltonian if and only if the coefficients

H
~σp+1,σ
~p+1,k

:= −iσX
~σp+1,−σ
~p+1,k

, ∀(~p+1,k,~σp+1,σ) ∈ Tp+2 , (4.3.28)

satisfy (4.2.135), (4.2.134) and (4.2.136). In such a case X(U) is the Hamiltonian vector field generated by

H(U) =
1

p+ 2

∑
(~p+2,~σp+2)∈Tp+2

H
~σp+2

~p+2
u
~σp+2

~p+2
, H

~σp+2

~p+2
:= −iσp+2X

~σp+1,−σp+2

~p+1,jp+2
.

The Poisson bracket between two real functions F,G is, by (4.3.19), (4.3.25), (4.3.26), (4.3.24),

{F,G} := dF (XG) = Ωc(XF ,XG) =
∑

j∈Z\{0}

i
(
∂ujF∂ujG− ∂ujF∂ujG

)
. (4.3.29)

Note that the right hand side of (4.3.29) is well–defined also for complex valued functions F and G and,
with a small abuse of notation, we shall still refer to it as the Poisson bracket between F and G.

4.3.2 Hamiltonian systems up to homogeneity N

Along the chapter we encounter vector fields which are Hamiltonian up to homogeneity N . We distinguish
between linear and nonlinear ones.

Linear Hamiltonian operators. In the sequel let p,N,K,K ′ ∈ N0 and K ′ ≤ K, r > 0.

Definition 4.3.6. (Linearly Hamiltonian operator up to homogeneity N ) A real-to-real matrix of spec-
trally localized maps JcB(U ; t) in ΣSK,K′,p[r,N ]⊗M2(C) is linearly Hamiltonian up to homogeneity N
if the pluri-homogeneous component P≤N (B(U ; t)) (defined in (4.2.36)) is symmetric, namely

P≤N (B(U ; t)) = P≤N (B(U ; t)>) . (4.3.30)

In particular, a matrix of para-differential real-to-real complex operators is linearly Hamiltonian up to
homogeneity N if it has the form (cfr. (4.3.22))

JcOpBW

(
b1(U ; t,x,ξ) b2(U ; t,x,ξ)

b2(U ; t,x,−ξ) b1(U ; t,x,−ξ)

)
,

{
b1(U ; t,x,−ξ)− b1(U ; t,x,ξ) ∈ ΓmK,K′,N+1[r]

Imb2(U ; t,x,ξ) ∈ Γm
′

K,K′,N+1[r]
(4.3.31)

for some m,m′ in R.

Definition 4.3.7. (Linearly symplectic map up to homogeneity N ) A real-to-real matrix of spectrally
localized maps S(U ; t) in ΣSK,K′,0[r,N ]⊗M2(C) is linearly symplectic up to homogeneity N if

S(U ; t)>EcS(U ; t) = Ec + S>N (U ; t) (4.3.32)

where Ec is the symplectic operator defined in (4.3.13) and S>N (U ; t) is a matrix of spectrally localized
maps in SK,K′,N+1[r]⊗M2(C).

The approximate inverse up to homogeneity N of a linearly symplectic map up to homogeneity N is
still linearly symplectic up to homogeneity N .
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Lemma 4.3.8. Let p,N ∈ N with p ≤ N . Let Φ≤N (U) := B≤N (U)U be such that B≤N (U) − Id ∈
ΣN
p S̃q ⊗ M2(C) and B≤N (U) is linearly symplectic up to homogeneity N (Definition 4.3.7). Then its

approximate inverse Ψ≤N (V ), constructed in Lemma 4.2.24, has the form Ψ≤N (V ) = A≤N (V )V where
A≤N (V ) − Id is in ΣN

p S̃q ⊗ M2(C) and A≤N (V ) is linearly symplectic up to homogeneity N , more
precisely

A≤N (V )>EcA≤N (V ) = Ec + S>N (V ) (4.3.33)

where S>N (V ) is a matrix of pluri–homogeneous spectrally localized maps in ΣN+1S̃q ⊗M2(C).

Proof. As B≤N (U) is symplectic up to homogeneity N , one has

B≤N (U)>EcB≤N (U) = Ec + S>N (U) (4.3.34)

where S>N (U) is a pluri-homogeneous operator in ΣN+1S̃q ⊗M2(C), being the left hand side above a
pluri-homogeneous operator). Then we evaluate (4.3.34) at U = Ψ≤N (V ), apply A≤N (V ) to the right and
A≤N (V )> to the left and use (4.2.110) and the composition properties in Proposition 4.2.19. The operator
S>N (V ) is pluri-homogeneous as the left-hand side of (4.3.33).

The class of linearly Hamiltonian operators up to homogeneity N is closed under conjugation under a
linearly symplectic up to homogeneity N map.

Lemma 4.3.9. Let JcB(U ; t) be a linearly Hamiltonian operator up to homogeneity N (Definition 4.3.6)
and G(U ; t) be an invertible map, linearly symplectic to homogeneity N (Definition 4.3.7). Then the op-
erators G(U ; t)JcB(U ; t)G(U ; t)−1 and (∂tG(U ; t))G−1(U ; t) are linearly Hamiltonian up to homogeneity
N .

Proof. Set B := B(U ; t) and G := G(U ; t) for brevity. As G is invertible, we deduce from (4.3.32) that
P≤N (GJc) = P≤N

(
Jc[G−1]>

)
. Then

P≤N
(
GJcBG−1

)
= P≤N

(
GJcP≤N [B]G−1

) (4.3.32)
= P≤N

(
Jc[G−1]>P≤N [B]G−1

)
= JcM

where M := P≤N
(
[G−1]>P≤N [B]G−1

)
is symmetric since P≤N [B>] = P≤N [B]. This proves that

GJcBG−1 is linearly Hamiltonian up to homogeneity N .
Next, differentiating (4.3.32) (with G(U ; t) replacing S(U ; t)), we get

P≤N
[
Ec(∂tG)G−1

]
= −P≤N

[
(G−1)>(∂tG)>Ec

]
= P≤N

[(
Ec(∂tG)G−1

)>]
showing that (∂tG)G−1 is linearly Hamiltonian up to homogeneity N .

Nonlinear Hamiltonian systems up to homogeneity N . Let K,K ′ ∈ N0 with K ′ ≤ K, r > 0 and
U ∈ BK

s0(I;r). Let

Z := M0(U ; t)U with M0(U ; t) ∈M0
K,K′,0[r]⊗M2(C) . (4.3.35)

Definition 4.3.10. (Hamiltonian system up to homogeneity N ) Let N,K,K ′ ∈ N0 with K ≥ K ′+ 1 and
assume (4.3.35). A U–dependent system

∂tZ = Jc∇H(Z) +M>N (U ; t)[U ] (4.3.36)

is Hamiltonian up to homogeneity N if
• H(Z) is a pluri-homogeneous Hamiltonian in ΣN+2

2 Λ̃0
q;

•M>N (U ; t) is a matrix of non-homogeneous operators inMK,K′+1,N+1[r]⊗M2(C).
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In view of the first bullet after Definition 4.2.31 the Hamiltonian vector field Jc∇H(Z) is in ΣN+1
1 X̃q.

We shall perform nonlinear changes of variables which are symplectic up to homogeneity N according
to the following definition.

Definition 4.3.11. (Symplectic map up to homogeneity N ) Let p,N ∈ N with p ≤ N . We say that

D(Z; t) = M(Z; t)Z with M(Z; t)− Id ∈ ΣMK,K′,p[r,N ]⊗M2(C) , (4.3.37)

is symplectic up to homogeneity N , if its pluri-homogeneous component D≤N (Z) :=
(
P≤NM(Z; t)

)
Z

satisfies
(D≤N )∗Ωc = Ωc + Ω>N (4.3.38)

where Ω>N is a pluri-homogeneous 2-form in ΣN+1Λ̃
2
q .

Equivalently, by (4.3.12) and the operatorial representation (4.2.146) of 2-forms, the nonlinear map
D(Z; t) is symplectic up to homogeneity N , if

[dZD≤N (Z)]> EcdZD≤N (Z) = Ec + E>N (Z) with E>N (Z) ∈ ΣN+1M̃q ⊗M2(C) . (4.3.39)

Remark 4.3.12. In the real setting we say that a map D(η,ζ) is symplectic up to homogeneity if its pluri-
homogeneous component D≤N (η,ζ) satisfies[

d(η,ζ)D≤N (η,ζ)
]>
E0

[
d(η,ζ)D≤N (η,ζ)

]
= E0 + E>N (η,ζ) (4.3.40)

where E0 is the real symplectic tensor defined in (4.3.2) and E>N is matrix of real operators in ΣN+1M̃q⊗
M2(C).

We now show that the usual properties of symplectic maps still hold, up to homogeneityN . For example
the approximate inverse of a symplectic up to homogeneity N map is symplectic up to homogeneity N as
well.

Lemma 4.3.13. Let p,N ∈ N with p ≤ N . Let D≤N (Z) = Z + M≤N (Z)Z as in (4.2.108) be symplectic
up to homogeneity N . Then its approximate inverse E≤N (V ) = V + M̆≤N (V )V up to homogeneity N as
in (4.2.109) (provided by Lemma 4.2.24) is symplectic up to homogeneity N as well. Moreover[

dZD≤N (Z)
]
Jc
[
dZD≤N (Z)

]>
= Jc + J>N (Z), J>N (Z) ∈ ΣN+1M̃q ⊗M2(C) . (4.3.41)

Proof. As D≤N (Z) is symplectic up to homogeneity N , we get that, using also the first bullet after Defini-
tion 4.2.32,

(E≤N )∗(D≤N )∗Ωc = (E≤N )∗ [Ωc + Ω>N ] = (E≤N )∗Ωc + Ω̃>N (4.3.42)

for some pluri-homogeneous 2-forms Ω>N , Ω̃>N in ΣN+1Λ̃
2
q . Now recall that, being E≤N (V ) the approx-

imate inverse of D≤N (Z) up to homogeneity N , by (4.2.111) one has D≤N ◦ E≤N = Id + F>N for some
F>N (V ) = M>N (V )V with M>N (V ) in ΣN+1M̃q ⊗M2(C). Thus we can also write

(E≤N )∗(D≤N )∗Ωc
(4.2.158)

= (D≤N ◦ E≤N )∗Ωc = (Id + F>N )∗Ωc
(4.2.161)

= Ωc + Ω′>N (V ) (4.3.43)

for some pluri-homogeneous 2-form Ω′>N in ΣN+1Λ̃
2
q (by the first bullet below Definition 4.2.5, Lemma

4.2.10 and Proposition 4.2.15). Then (4.3.42)-(4.3.43) prove that E≤N is symplectic up to homogeneity N .
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Next we prove (4.3.41). We start from (4.3.39) for E≤N evaluated at D≤N (Z), i.e.[
dV E≤N (D≤N (Z))

]>
EcdV E≤N (D≤N (Z)) = Ec + E>N (Z) (4.3.44)

with E>N (Z) in ΣN+1M̃q ⊗M2(C), by Proposition 4.2.15 and Lemma 4.2.10. Then apply Jc to the left
of (4.3.44) and

[
dZD≤N (Z)

]
Jc
[
dZD≤N (Z)

]> to the right of it and use the first and last of (4.2.112), and
Proposition 4.2.15 to deduce (4.3.41).

The approximate flow of a Hamiltonian smoothing vector field is symplectic up to homogeneity N .

Lemma 4.3.14. Let p,N ∈ N with p ≤ N . Let Y (U) be a homogeneous Hamiltonian smoothing vector
field in X̃−%p+1 for some % ≥ 0. Then its approximate flow Fτ≤N (provided by Lemma 4.2.28) is symplectic up
to homogeneity N (Definition 4.3.11).

Proof. Recalling that Ωc = dθc we have

d

dτ
(Fτ≤N )∗Ωc

(4.2.157)
= d

d

dτ
(Fτ≤N )∗θc

(4.2.162)
= d(Fτ≤N )∗LY θc + dθτ>N+1

(4.2.159),(4.2.157),(4.2.156)
= (Fτ≤N )∗d(iY Ωc) + dθτ>N+1

(4.3.19)
= (Fτ≤N )∗d2Hp+2 + dθτ>N+1

(4.2.156)
= dθτ>N+1 (4.3.45)

whereHp+2 is the Hamiltonian of Y (U) and θτ>N+1 is a pluri-homogeneous 1-form in ΣN+2Λ̃
1
q . Integrating

(4.3.45) from 0 to τ , and using that F0
≤N = Id, we get

(Fτ≤N )∗Ωc = Ωc + Ωτ
>N , Ωτ

>N :=

∫ τ

0
dθt>N+1 dt

where Ω>N is in ΣN+1Λ̃
2
q . This proves that Fτ≤N is symplectic up to homogeneity N .

A symplectic map up to homogeneity N transforms a Hamiltonian system up to homogeneity N into
another Hamiltonian system up to homogeneity N .

Lemma 4.3.15. Let p,N ∈ N with p ≤ N , K,K ′ ∈ N0 with K ≥ K ′ + 1. Let Z := M0(U ; t)U as in
(4.3.35). Assume D(Z; t) = M(Z; t)Z is a symplectic map up to homogeneity N (Definition 4.3.11) such
that

M(Z; t)− Id ∈

{
ΣMK,K′,p[r,N ]⊗M2(C) if M0(U ; t) = Id ,

ΣMK,0,p[r̆,N ]⊗M2(C) , ∀r̆ > 0 otherwise .
(4.3.46)

IfZ(t) solves aU -dependent Hamiltonian system up to homogeneityN (Definition 4.3.10), then the variable
W := D(Z; t) solves another U -dependent Hamiltonian system up to homogeneity N (generated by the
transformed Hamiltonian).

Proof. Decompose D(Z; t) = D≤N (Z) + MD>N (Z; t)Z where D≤N (Z) := P≤N [M(Z; t)]Z is its pluri-
homogeneous component and

MD>N (Z; t) ∈

{
MK,K′,N+1[r]⊗M2(C) if M0(U ; t) = Id ,

MK,0,N+1[r̆]⊗M2(C) , ∀r̆ > 0 otherwise .
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By Definition 4.3.11 the map D≤N (Z) satisfies (4.3.38). If Z(t) solves (4.3.36) then W = D(Z; t) solves

∂tW =
(
dZD≤N (Z) +MD>N (Z; t)

)
[Jc∇ZH(Z) +M>N (U ; t)U ] + (∂tM

D
>N (Z; t))Z

= dZD≤N (Z)Jc∇ZH(Z) +M ′>N (U ; t)U (4.3.47)

where, by the first bullet below Definition 4.2.5 and Proposition 4.2.15,

M ′>N (U ; t) ∈MK,K′+1,N+1[r]⊗M2(C) . (4.3.48)

Denote by D̆≤N (W ) the approximate inverse up to homogeneity N of D≤N (Z) (see Lemma 4.2.24). Then

D̆≤N (W ) = D̆≤N
(
D≤N (Z) +MD>N (Z; t)Z

)
= Z + M̆ ′>N (Z; t)Z

where, by (4.2.111) and Proposition 4.2.15,

M̆ ′>N (Z; t) ∈

{
MK,K′,N+1[r]⊗M2(C) if M0(U ; t) = Id ,

MK,0,N+1[r̆]⊗M2(C) , ∀r̆ > 0 otherwise .

Finally we substitute Z = M0(U ; t)U , cfr. (4.3.35), in the non–homogeneous term M̆ ′>N (Z; t)Z and using
(iii) and (i) Proposition 4.2.15 we get

Z = D̆≤N (W ) + M̆>N (U ; t)U (4.3.49)

with M̆>N (U ; t) ∈ MK,K′,N+1[r] ⊗M2(C). We substitute (4.3.49) in the term ∇ZH(Z) in (4.3.47) to
obtain

∂tW = dZD≤N (Z)Jc∇ZH(D̆≤N (W )) +M ′′>N (U ; t)U

(4.2.112),(4.3.35)
= dZD≤N (Z)Jc[dZD≤N (Z)]>[dW D̆≤N (D≤N (Z))]>∇ZH(D̆≤N (W )) +M ′′′>N (U ; t)U

(4.3.41),(4.3.35)
= Jc[dW D̆≤N (W )]>∇ZH(D̆≤N (W )) +M ′′′′>N (U ; t)U

= Jc∇W (H ◦ D̆≤N )(W ) +M ′′′′>N (U ; t)U (4.3.50)

where M ′′>N (U ; t), M ′′′>N (U ; t), M ′′′′>N (U ; t) are matrices of operators as in (4.3.48). Note that in the very
last passage we also substituted D≤N (Z) = W +M>N (U ; t)U where M>N (U ; t) is a matrix of operators
as in (4.3.48). This proves that system (4.3.50) is Hamiltonian up to homogeneity N .

4.3.3 Linear symplectic flows

We consider the flow of a linearly Hamiltonian up to homogeneity N para-differential operator.

Lemma 4.3.16. (Linear symplectic flow) Let p ∈ N, N,K,K ′ ∈ N0 with K ′ ≤ K, m ≤ 1, r >
0. Let JcOpBW (B) be a linearly Hamiltonian operator up to homogeneity N (Definition 4.3.6) where
B(τ,U ; t,x,ξ) is a matrix of symbols

B(τ,U ; t,x,ξ) :=

(
b1(τ,U ; t,x,ξ) b2(τ,U ; t,x,ξ)

b2(τ,U ; t,x,−ξ) b1(τ,U ; t,x,−ξ)

)
,

{
b1 ∈ ΣΓ0

K,K′,p[r,N ]

b2 ∈ ΣΓmK,K′,p[r,N ] ,
(4.3.51)

with b∨1 − b1 in Γ0
K,K′,N+1[r] and the imaginary part Im b2 in Γ0

K,K′,N+1[r] (cfr. (4.3.31)) uniformly in
|τ | ≤ 1. Then there exists s0 > 0 such that, for any U ∈ BK

s0,R(I;r), the system{
∂τGτB(U ; t) = JcOpBW

(
B(τ,U ; t,x,ξ)

)
GτB(U ; t)

G0
B(U ; t) = Id ,

(4.3.52)

has a unique solution GτB(U) defined for all |τ | ≤ 1, satisfying the following properties:
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(i) Boundedness: For any s ∈ R the linear map GτB(U ; t) is invertible and there is r(s) ∈]0, r[ such that
for any U ∈ BK

s0,R(I;r(s)) for any 0 ≤ k ≤ K −K ′, V ∈ CK−K′∗ (I;Ḣs(T,C2)),

‖∂kt (GτB(U ; t)V )‖
Ḣs− 3

2 k
+ ‖∂kt (GτB(U ; t)−1V )‖

Ḣs− 3
2 k
≤
(
1 + Cs,k‖U‖k+K′,s0

)
‖V ‖k,s (4.3.53)

uniformly in |τ | ≤ 1.

In particular GτB(U ; t) and GτB(U ; t)−1 are non–homogeneous spectrally localized maps in S0
K,K′,0[r]⊗

M2(C) according to Definition 4.2.16.

(ii) Linear symplecticity: The map GτB(U ; t) is linearly symplectic up to homogeneity N (Definition
4.3.7). If JcOpBW (B) is linearly Hamiltonian (Definition 4.3.2), then GτB(U ; t) is linearly symplectic
(Definition 4.3.3).

(iii) Homogeneous expansion: GτB(U ; t) and its inverse are spectrally localized maps and GτB(U ; t)±−Id

belong to ΣS(N+1)m0

K,K′,p [r,N ]⊗M2(C) with m0 := max(m,0), uniformly in |τ | ≤ 1.

Proof. Since the symbols b1 and Im b2 have order 0 and Re b2 has order m ≤ 1, the existence of the
flow GτB(U ; t) and the estimates (4.3.53) (actually with loss of k derivatives instead of 3

2k) are classical
and follow as in Lemma 3.22 of [27]. In view of (4.2.72), the bounds (4.3.53) imply that GτB(U ; t) is in
S0
K,K′,0[r] ⊗M2(C). The inverse GτB(U ; t)−1 satisfies the same estimates regarding it as the time τ -flow
Gτ ′B−(U ; t)|τ ′=τ of the system

∂τ ′Gτ
′

B−(U ; t) = JcOpBW (B−(τ,τ ′,U ; t,x,ξ))Gτ ′B−(U ; t) , G0
B−(U ; t) = Id , (4.3.54)

where B−(τ,U ; t,x,ξ) := −B(τ − τ ′,U ; t,x,ξ).
Let us prove item (ii). Set B := OpBW (B(τ,U ; t,x,ξ)) and Gτ := GτB(U ; t) for brevity. By (4.3.52)

we get, for any τ ,

∂τ (Gτ )>EcGτ = −(Gτ )>B>JcEcGτ + (Gτ )>EcJcBGτ

JcEc=Id,(4.3.13)
= (Gτ )>(B−B>)Gτ (4.3.30)

= (Gτ )>(B>N −B>>N )Gτ .

Therefore

(Gτ )>EcGτ = Ec + S>N where S>N :=

∫ τ

0
(Gτ ′)>(B>N −B>>N )Gτ ′ dτ ′

is a matrix of spectrally localized maps in SK,K′,N+1[r]⊗M2(C) because GτB(U ; t) and GτB(U ; t)−1 are in
S0
K,K′,0[r]⊗M2(C), the para-differential operator B belongs to ΣSm0

K,K′,p[r]⊗M2(C) (see the fourth bullet
after Definition 4.2.16), and (ii) of Proposition 4.2.19. This proves that the GτB(U ; t) is linearly symplectic
up to homogeneity N according to Definition 4.3.7. The same proof shows that, if JcOpBW (B) is linearly
Hamiltonian, then GτB(U ; t) is linearly symplectic.

Let us prove item (iii). By (4.3.52), iterating N–times the fundamental theorem of calculus we get the
expansion

GτB(U ; t) = Id +

N∑
j=1

Sτj (U) + Sτ>(pN)(U ; t) (4.3.55)

where

Sτj (U) :=

∫ τ

0

∫ τ1

0
· · ·
∫ τj−1

0
JcOpBW (B(τ1,U ; t,x,ξ)) · · ·JcOpBW (B(τj ,U ; t,x,ξ))dτ1 · · ·dτj
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and, writing for brevity OpBW (B(τj ,U)) := OpBW (B(τj ,U ; t,x,ξ)),

Sτ>(pN)(U ; t) =

∫ τ

0

∫ τ1

0
· · ·
∫ τN

0
JcOpBW (B(τ1,U)) · · ·JcOpBW (B(τN+1,U))GτN+1

B (U ; t)dτ1 · · ·dτN+1.

Since each OpBW (B(τj ,U)) belongs to ΣSm0
K,K′,p[r] ⊗M2(C) and GτN+1

B (U) is in S0
K,K′,0 ⊗M2(C) we

deduce, by (ii) of Proposition 4.2.19, that GτB(U ; t)− Id in (4.3.55) is a matrix of spectrally localized maps
in ΣS(N+1)m0

K,K′,p [r,N ]⊗M2(C), uniformly in |τ | ≤ 1. The analogous statement for GτB(U ; t)−1− Id follows
by (4.3.54).

The flow generated by a Fourier multiplier satisfies similar properties.

Lemma 4.3.17. (Flow of a Fourier multiplier) Let p ∈ N and gp(Z;ξ) be a p–homogeneous, x-independent,

real symbol in Γ̃
3
2
p . Then the flow Gτgp(Z) defined by

∂τGτgp(Z) = OpBWvec (igp(Z;ξ))Gτgp(Z) , G0
gp(Z) = Id , (4.3.56)

is well defined for any |τ | ≤ 1 and satisfies the following properties:

(i) Boundedness: For any K ∈ N and r > 0 the flow Gτgp(Z) is a real-to-real diagonal matrix of
spectrally localized maps in S0

K,0,0[r] ⊗M2(C). Moreover there is s0 > 0 such that for any s ∈ R,
there is r(s) ∈ (0, r) such that for any functions Z ∈ BK

s0,R(I;r(s)) and W ∈ CK∗ (I;Ḣs(T,C2)), it
results, for any 0 ≤ k ≤ K,

‖∂kt (Gτgp(Z)W )‖
Ḣs− 3

2 k
+ ‖∂kt (Gτgp(Z)−1W )‖

Ḣs− 3
2 k
≤
(
1 + Cs,k‖Z‖k,s0

)
‖W‖k,s (4.3.57)

uniformly in |τ | ≤ 1.

(ii) Linear symplecticity: The flow map Gτgp(Z) is linearly symplectic (Definition 4.3.3).

(iii) Homogeneous expansion: The flow map Gτgp(Z) and its inverse G−τgp (Z) are matrices of spectrally

localized maps such that G±τgp (Z)− Id belong to ΣS
3
2

(N+1)

K,0,p [r,N ]⊗M2(C), uniformly in |τ | ≤ 1.

Proof. Since gp(Z;ξ) is real and independent of x, then the flow Gτgp(Z) is well defined in Ḣs and it is
unitary, namely ‖Gτgp(Z)W‖Ḣs = ‖W‖Ḣs . Moreover, since gp is a Fourier multiplier of order 3

2 , we have

‖∂t(Gτgp(Z)W )‖
Ḣs− 3

2
= ‖Gτgp(Z)∂tW‖

Ḣs− 3
2

+ ‖OpBWvec (i∂tgp(Z;ξ))Gτgp(Z)W‖
Ḣs− 3

2

≤ ‖W‖1,s + C‖Z‖p1,s0‖W‖0,s .

The estimates for the k–th derivative follow similarly using also that Gτgp(Z)−1 = G−τgp (Z).
To prove (ii) we use that, in view of (4.2.24), (4.3.22) and since gp(Z;ξ) is real valued, the operator

OpBWvec (igp(Z;ξ)) is linearly Hamiltonian, according to Definition 4.3.2. Then, as for item (ii) of Lemma
4.3.16, the flow Gτgp(Z) is linearly symplectic. Finally also item (iii) follows as for item (iii) of Lemma

4.3.16, since OpBWvec (igp(Z;ξ))
k

is in S̃
3
2
k

kp ⊗M2(C) and Gτgp(Z) is in S0
K,0,0[r] ⊗M2(C), uniformly in

|τ | ≤ 1.
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4.3.4 Para-differential Hamiltonian structure

In order to compute the Hamiltonian vector field associated to a para-differential Hamiltonian we provide
the following result.

Lemma 4.3.18. Let p ∈ N, m ∈ R. Let S(U) be a real-to-real symmetric matrix of p-homogeneous
spectrally localized maps in S̃mp ⊗M2(C) and define the Hamiltonian function

H(U) :=
1

2

〈
S(U)U,U

〉
r
. (4.3.58)

Then its gradient
∇H(U) = S(U)U +R(U)U (4.3.59)

where R(U) is a real-to-real matrix of homogeneous smoothing operators in R̃−%p ⊗M2(C) for any % ≥ 0.

Proof. By the definition (4.2.151), the gradient∇H(U) is the vector field

∇H(U) = S(U)U + L(U)>U where L(U)W :=
1

2
dUS(U)[W ]U . (4.3.60)

As S(U) is a spectrally localized map in S̃mp ⊗M2(C), by Lemma 4.2.21 the transposed of its internal
differential, namely L(U)>, is a smoothing operator in R̃−%p ⊗M2(C) for any % ≥ 0. Then (4.3.59) follows
from (4.3.60).

As a corollary we obtain the Hamiltonian vector field associated to a para-differential Hamiltonian.

Lemma 4.3.19. Let p ∈ N, m ∈ R and a(U ;x,ξ) a real valued homogeneous symbol in Γ̃mp . Then the
Hamiltonian vector field generated by the Hamiltonian

H(U) := Re〈A(U)u,u〉L̇2
r

=
1

2

〈(
0 A(U)

A(U) 0

)
U,U

〉
r
, A(U) := OpBW (a(U ;x,ξ)) ,

is
Jc∇H(U) = OpBWvec (−ia(U ;x,ξ))U +R(U)U

where R(U) is a real-to-real matrix of homogeneous smoothing operators in R̃−%p ⊗M2(C) for any % ≥ 0.

We now prove that if a homogeneous Hamiltonian vector field X(U) = Jc∇H(U) can be written in
para-differential form

X(U) = JcOpBW (A(U))U +R(U)U

whereA(U) is a matrix of symbols andR(U) is a smoothing operator, then OpBW (A(U)) = OpBW (A(U))>

up to a smoothing operator. As a consequence we may always assume, up to modifying the smoothing oper-
ator, that the para-differential operator OpBW (A(U)) is symmetric, namely that JcOpBW (A(U)) is linearly
Hamiltonian.

Lemma 4.3.20. Let p ∈ N, m ∈ R and % ≥ 0. Let

X(U) = JcOpBW (A(U ;x,ξ))U +R(U)U = Jc∇H(U) (4.3.61)

be a (p+ 1)-homogeneous Hamiltonian vector field, where (cfr. (4.2.28))

A(U ;x,ξ) =

(
a(U ;x,ξ) b(U ;x,ξ)

b(U ;x,−ξ) a(U ;x,−ξ)

)
(4.3.62)
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is matrix of symbols in Γ̃mp ⊗M2(C) and R(U) is a real-to-real matrix of smoothing operators in R̃−%p ⊗
M2(C). Then we may write

X(U) = JcOpBW (A1(U ;x,ξ))U +R1(U)U (4.3.63)

where the matrix of para-differential operators OpBW (A1(U ;x,ξ)) is symmetric, with matrix of symbols

A1(U ;x,ξ) =
1

2

(
a+ a∨ b+ b

b
∨

+ b∨ a+ a∨

)
(4.3.64)

and R1(U) is another real-to-real matrix of smoothing operators in R̃−%p ⊗M2(C).

Proof. The linear vector field dUX(U), obtained linearizing a Hamiltonian vector fieldX(U) = Jc∇H(U),
is Hamiltonian, namely

dUX(U) = JcS(U) where S(U) = S(U)> is symmetric .

On the other hand, by linearizing (4.3.61),

S(U) = OpBW (A(U)) + OpBW (dUA(U)[·])U + JcR̆(U)

where R̆(U) := R(U) + dUR(U)[·]U is a matrix of smoothing operators in R̃−%p ⊗M2(C) (see the remark
after Definition 4.2.5). Then, since S(U) is symmetric, it results, writing for brevity A := A(U),

OpBW (A)−OpBW (A)> =
(
(JcR̆(U))>−OpBW (dUA(U)[·])U

)
+
([

OpBW (dUA(U)[·])U
]>−JcR̆(U)

)
.

We now apply Lemma 4.2.22 to the spectrally localized map OpBW (A(U)) − OpBW (A(U))> which has
the form (4.2.106) with

L :=
(
(JcR̆(U))> −OpBW (dUA(U)[·])U

)
, R :=

([
OpBW (dUA(U)[·])U

]> − JcR̆(U)
)
. (4.3.65)

By Lemma 4.2.21, the operator
[
OpBW (dUA(U)[·])U

]> is in R̃−%p ⊗M2(C), and therefore both L> and R
in (4.3.65) are p-homogeneous smoothing operators in R̃−%p ⊗M2(C). The assumptions of Lemma 4.2.22
are satisfied, implying that

OpBW (A(U))−OpBW (A(U))> =: R′(U) ∈ R̃−%p ⊗M2(C) .

In conclusion we deduce (4.3.63) with

OpBW (A1(U)) :=
1

2

(
OpBW (A(U)) + OpBW (A(U))>

)
, R1(U) :=

1

2
JcR

′(U) +R(U) ,

and (4.3.64) follows recalling (4.2.26).

Another consequence of Lemma 4.2.22 is the following.

Lemma 4.3.21. Let p ∈ N, m ∈ R and % ≥ 0. Let S(U) be a matrix of spectrally localized homogeneous
maps in S̃p ⊗M2(C) which is linearly Hamiltonian (Definition 4.3.2) of the form

S(U) = JcOpBW (A(U ;x,ξ)) +R(U) , (4.3.66)

where A(U ;x,ξ) is a real-to-real matrix of symbols in Γ̃mp ⊗M2(C) as in (4.3.62), and R(U) is a real-to-
real matrix of smoothing operators in R̃−%p ⊗M2(C). Then we may write

S(U) = JcOpBW (A1(U ;x,ξ)) +R1(U)

where the matrix of symbols A1(U ;x,ξ) in Γ̃mp ⊗ M2(C) has the form (4.3.64) and R1(U) is another
matrix of real-to-real smoothing operators in R̃−%p ⊗ M2(C). In particular the homogeneous operator
JcOpBW (A1(U)) is linearly Hamiltonian.
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Proof. It is enough to prove that the operator OpBW (A(U)) is equal to OpBW (A(U))> up to a matrix of
smoothing operators. To prove this claim, recall that S(U) linearly Hamiltonian means that EcS(U) is
symmetric, so that by (4.3.66) one gets

OpBW (A(U))−OpBW (A(U))> = −R(U)>Ec − EcR(U) .

Now, since S(U) and OpBW (A(U)) are spectrally localized maps, so is R(U) in (4.3.66). By Remark
4.2.11 the transpose R(U)> is also a smoothing operator in R̃−%p ⊗M2(C), proving the claim.

4.4 Construction of a Darboux symplectic corrector

If B(U ; t) is a spectrally localized map which is linearly symplectic up to homogeneity N , then the asso-
ciated nonlinear map Φ≤N (U) := B≤N (U)U , where B≤N (U) = P≤N (B(U ; t)), is not symplectic up to
homogeneity N . In this section we provide a systematic procedure to construct a nearby nonlinear map
which is symplectic up to homogeneity N according to Definition 4.3.11.

Theorem 4.4.1. (Symplectic correction up to homogeneity N ) Let p,N ∈ N with p ≤ N . Consider a
nonlinear map

Φ≤N (U) := B≤N (U)U , (4.4.1)

where

(i) B≤N (U)− Id is a matrix of pluri–homogeneous spectrally localized maps in ΣN
p S̃q ⊗M2(C);

(ii) B≤N (U) is linearly symplectic up to homogeneity N (Definition 4.3.7).

Then there exists a real-to-real map

C≤N (W ) = W +R≤N (W )W with R≤N (W ) ∈ ΣN
p R̃−%q ⊗M2(C) , for any % ≥ 0 , (4.4.2)

such that the Darboux correction

DN (U) :=
(
C≤N ◦ Φ≤N

)
(U) =

(
Id +R≤N (Φ≤N (U))

)
Φ≤N (U) (4.4.3)

is symplectic up to homogeneity N , according to Definition 4.3.11.

Remark 4.4.2. The first assumption implies that the operator in (4.4.7) is smoothing for any % > 0. This
fact and the second assumption allow to deduce that the vector field representing the perturbed symplectic
1-form θ≤N in (4.4.10) is a smoothing perturbation of EcV , see (4.4.11). These properties are crucial to
guarantee that the vector field Y τ (V ) solving the Darboux equation (4.4.26) is smoothing (see Lemma
4.4.9), which in turn implies that the Darboux corrector C≤N (W ) in (4.4.2) is a smoothing perturbation of
the identity.

The rest of this section is devoted to the proof of Theorem 4.4.1.
In order to correct the nonlinear map Φ≤N defined in (4.4.1) we develop a perturbative Darboux proce-

dure to construct a nearby symplectic map up to homogeneity N . The map Φ≤N induces the nonstandard
symplectic 2-form

Ω≤N := Ψ∗≤N Ωc (4.4.4)

where Ψ≤N is the approximate inverse of Φ≤N defined by Lemma 4.2.24 and Ωc is the standard symplectic
form in (4.3.12). The next lemma describes properties of the approximate inverse Ψ≤N .
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Lemma 4.4.3. (Approximate inverse) The approximate inverse up to homogeneityN of the map Φ≤N (U) =
B≤N (U)U defined in (4.4.1) has the form

Ψ≤N (V ) = A≤N (V )V (4.4.5)

where

(i) A≤N (V )− Id is a matrix of pluri-homogeneous spectrally localized maps in ΣN
p S̃q ⊗M2(C);

(ii) A≤N (V ) is linearly symplectic up to homogeneityN (Definition 4.3.7), more precisely (4.3.33) holds.

In addition

dV Ψ≤N (V ) = A≤N (V ) + G≤N (V ) , G≤N (V )V̂ := dV A≤N (V )[V̂ ]V , (4.4.6)

and

(iii) G≤N (V ) is a matrix of pluri–homogeneous operators in ΣN
p M̃q ⊗M2(C);

(iv) the transposed operator

G>≤N (V ) := [G≤N (V )]> ∈ ΣN
p R̃−%q ⊗M2(C) (4.4.7)

is a matrix of %-smoothing operators for arbitrary % ≥ 0 .

Proof. Items (i) and (ii) are proved in Lemma 4.3.8, and (iii) follows by the fifth bullet after Definition
4.2.16. Finally (iv) follows applying Lemma 4.2.21 to each spectrally localized map Pq(A≤N (V )) for
q = p, . . . ,N (with U ; V and V ; V̂ ).

We now compute Ω≤N .

Lemma 4.4.4. (Non-standard symplectic form Ω≤N ) The symplectic 2-form Ω≤N = Ψ∗≤N Ωc in (4.4.4)
is represented as Ω≤N (V ) = 〈E≤N (V )·, ·〉r with symplectic tensor

E≤N (V ) = Ec+A>≤N (V )EcG≤N (V )+G>≤N (V )EcA≤N (V )+G>≤N (V )EcG≤N (V )+S>N (V ) (4.4.8)

where

(i) G>≤N (V )EcA≤N (V ) and G>≤N (V )EcG≤N (V ) are matrices of pluri–homogeneous smoothing op-
erators in Σ2N

p R̃
−%
q ⊗M2(C) for any % ≥ 0;

(ii) S>N (V ) := A>≤N (V )EcA≤N (V )− Ec is a matrix of pluri–homogeneous spectrally localized maps
in ΣN+1S̃q ⊗M2(C).

Moreover
Ω≤N = dθ≤N , (4.4.9)

where the 1-form

θ≤N := Ψ∗≤N θc , θc(V ) :=
1

2

〈
EcV, ·

〉
r
, (4.4.10)

has the form

θ≤N (V ) =
1

2

〈
[Z≤N (V ) + S>N (V )]V, ·

〉
r

with Z≤N (V ) := Ec + G>≤N (V ) Ec A≤N (V ) . (4.4.11)
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Proof. By (4.2.161) we have that

Ω≤N (V )[X,Y ] =
〈
dΨ≤N (V )>EcdΨ≤N (V )X,Y

〉
r

which, using (4.4.6) and the fact that A≤N (V ) is linearly symplectic up to homogeneity N (cfr. (4.3.33)),
provides formula (4.4.8). Then items (i)-(ii) follow by (4.4.6), (4.4.7) and Proposition 4.2.15. The identity
(4.4.9) follows by (4.3.15) and (4.2.157). Finally (4.4.11) follows similarly computing Ψ∗≤Nθc by (4.2.160),

θ≤N (V )[X] =
1

2

〈
dV Ψ≤N (V )> EcΨ≤N (V ),X

〉
,

and using (4.4.5), (4.4.6) and A>≤N (V )EcA≤N (V ) = Ec + S>N (V ).

The key step is to implement a Darboux–type procedure to transform the symplectic form Ω≤N back
to the standard symplectic form Ωc up to arbitrary high degree of homogeneity. It turns out that the re-
quired transformation is a smoothing perturbation of the identity as claimed in Theorem 4.4.1, see Propo-
sition 4.4.7. This is not at all obvious, since in the expression (4.4.8) of E≤N (V ) the second operator
A>≤N (V )EcG≤N (V ) is not smoothing. However it has a nice structure that we now describe.

Lemma 4.4.5. Let X(V ) be a pluri-homogeneous vector field in Σp′+1X̃q for some p′ ∈ N0. Then

A>≤N (V )EcG≤N (V )[X(V )] = ∇W(V ) +R(V )V +M>N (V )V (4.4.12)

where

• W(V ) is 0-form in Σp+p′+2Λ̃
0
q;

• R(V ) is matrix of pluri–homogeneous smoothing operators in Σp+p′R̃−%q ⊗M2(C) for any % ≥ 0;

• M>N (V ) is a matrix of pluri–homogeneous operators in ΣN+1M̃q ⊗M2(C).

Proof. For simplicity of notation we set A(V ) := A≤N (V ) and G(V ) := G≤N (V ).
STEP 1: For any vector W , the linear operator

KW (V ) := A(V )>Ec
[
dV A(V )[W ]

]
(4.4.13)

is symmetric up to homogeneity N , precisely

KW (V )−KW (V )> = dV S>N (V )[W ] (4.4.14)

where S>N (V ) is the spectrally localized map in ΣN+1S̃q ⊗M2(C) of Lemma 4.4.4.
Indeed, differentiating the relation A(V )>EcA(V ) = Ec + S>N (V ) (see Lemma 4.4.4 (ii)), in direction
W , we get

dV S>N (V )[W ] = A(V )>Ec
[
dV A(V )[W ]

]
+
[
dV A(V )[W ]

]>
EcA(V )

= A(V )>Ec
[
dV A(V )[W ]

]
−
(
A(V )>Ec

[
dV A(V )[W ]

])>
proving, in view of (4.4.13), (4.4.14).
STEP 2: The linear operator

K(V ) := KX(V )(V ) = A(V )>Ec
[
dV A(V )[X(V )]

]
(4.4.15)



4.4. CONSTRUCTION OF A DARBOUX SYMPLECTIC CORRECTOR 159

can be decomposed as
K(V ) = S(V ) + R̆(V ) +M>N (V ) (4.4.16)

where
• S(V ) is a symmetric matrix of spectrally localized pluri–homogeneous maps in Σp+p′ S̃q ⊗M2(C);
• R̆(V ) is a symmetric matrix of pluri–homogeneous smoothing operators in Σp+p′R̃−%q ⊗M2(C) for any
% ≥ 0 as well as its transpose;
•M>N (V ) := 1

2dV S>N (V )[X(V )] is a matrix of pluri–homogeneous operators in ΣN+1M̃q ⊗M2(C).
We apply Lemma 4.2.20 to each component Aq(V ) := Pq[A(V )], q = p, . . . ,N , each of which is a map in
S̃q ⊗M2(C), see Lemma 4.4.3 (i). Lemma 4.2.20 (with M(U)U ; X(V )) gives the decomposition

dV A(V )[X(V )] =

N∑
q=p

qAq

(
X(V ),V, . . . ,V

)
= S′(V ) +R′(V ) , (4.4.17)

where S′(V ) is a matrix of spectrally localized pluri–homogeneous maps in Σp+p′ S̃q ⊗M2(C) and R′(V )

is a matrix of pluri–homogeneous smoothing operators in Σp+p′R̃−%q ⊗M2(C) for any % ≥ 0, as well as its
transpose. Then we obtain by (4.4.14) (with W = X(V )),

K(V ) =
1

2
(K(V ) + K(V )>) +

1

2
dV S>N (V )[X(V )]

(4.4.15),(4.4.17)
=

1

2

[
A>EcS

′ − S′>EcA
]
(V )︸ ︷︷ ︸

:=S(V ), S(V )=S(V )>

+
1

2

[
A>EcR

′ −R′>EcA
]
(V )︸ ︷︷ ︸

:=R̆(V ), R̆(V )=R̆(V )>

+M>N (V ) ,

where M>N (V ) = 1
2dV S>N (V )[X(V )] is in ΣN+1M̃q ⊗M2(C) by Proposition 4.2.15. Since the maps

S′(V ) and A(V ) are spectrally localized then S(V ) belongs to Σp+p′ S̃q⊗M2(C) by Proposition 4.2.19 (ii)

and Lemma 4.2.18. The operator R̆(V ) is in Σp+p′R̃−%q ⊗M2(C) for any % ≥ 0 by Proposition 4.2.19 (i),
Lemma 4.2.18 and the fact that R′(V ) belongs Σp+p′R̃−%q ⊗M2(C) for any % ≥ 0 as well as its transpose.
CONCLUSION: The identity (4.4.12) follows by Step 2 defining

W(V ) :=
1

2

〈
S(V )V,V

〉
r
, S(V ) in (4.4.16) .

Indeed by Lemma 4.3.18, ∇W(V ) = S(V )V + R′′(V )V for some smoothing operator R′′(V ) belonging
to R̃−%p+p′ ⊗M2(C) for any % > 0. Then we get

A>≤N (V )EcG≤N (V )[X(V )]
(4.4.12),(4.4.6)

= K(V )V
(4.4.16)

= S(V )V + R̆(V )V +M>N (V )V

= ∇W(V )−R′′(V )V + R̆(V )V +M>N (V )V ,

proving (4.4.12) with R(V ) := R̆(V )−R′′(V ) which belongs to Σp+p′R̃−%q ⊗M2(C) for any % ≥ 0.

Remark 4.4.6. The vector field R(V )V in (4.4.12) depends on X(V ) and its differential dVX(V ). This is
because S(V ) depends linearly on X(V ) (actually it is the term S′(V ) that depends linearly on X(V ), see
(4.4.17)). Hence the smoothing vector field R′′(V )V coming from the gradient ∇W(V ), given explicitly
by R′′(V )V := L(V )>V where L(V )W = 1

2dV S(V )[W ]V (see (4.3.60)), depends on the differential of
X(V ).

Now we present the main Darboux procedure.
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Proposition 4.4.7. (Darboux procedure) There exists a τ–dependent pluri-homogeneous smoothing vector
field Y τ (V ) in Σp+1X̃

−%
p+1, for any % ≥ 0, defined for τ ∈ [0,1], such that its approximate time 1–flow

F≤N (V ) = V +R≤N (V )V with R≤N (V ) ∈ ΣN
p R̃−%q ⊗M2(C) , ∀% ≥ 0 , (4.4.18)

(given by Lemma 4.2.28) satisfies
F∗≤NΩ≤N = Ωc + Ω>N (4.4.19)

where Ω>N is a pluri-homogeneous 2-form in ΣN+1Λ̃
2
q .

Proof. We follow the famous deformation argument by Moser. We define the homothety between the sym-
plectic 2-forms Ωc and Ω≤N defined in (4.4.4) by setting

Ωτ := Ωc + τ(Ω≤N − Ωc) , ∀τ ∈ [0,1] . (4.4.20)

Equivalently Ωτ = 〈Eτ (V )·, ·〉r with associated symplectic tensor

Eτ (V ) = Ec + τ(E≤N (V )− Ec) (4.4.21)
(4.4.8)

= Ec + τR≤N (V ) + τA>≤N (V ) Ec G≤N (V ) + τS>N (V ) (4.4.22)

where
•R≤N (V ) is the matrix of pluri–homogeneous smoothing operators

R≤N (V ) := G>≤N (V ) EcA≤N (V ) + G>≤N (V ) Ec G≤N (V )

belonging to ΣpR̃−%q ⊗M2(C) for any % ≥ 0;
• S>N (V ) is the map in ΣN+1S̃q ⊗M2(C) of Lemma 4.4.4.

In addition, by (4.4.9) and (4.3.15), we have

Ωτ = dθτ , θτ := θc + τ(θ≤N − θc) (4.4.23)

where θ≤N is given in (4.4.11).
We look for a τ–dependent pluri-homogeneous smoothing vector field Y τ (V ) in Σp+1X̃

−%
q , for any

% ≥ 0, such that its approximate flow Fτ≤N up to homogeneity N (defined by Lemma 4.2.28), satisfies

d

dτ
(Fτ≤N )∗Ωτ = dθτ>N+1 , ∀τ ∈ [0,1] , (4.4.24)

for a certain 1-form θτ>N+1 in ΣN+2Λ̃
1
q . Then, integrating (4.4.24) and recalling (4.4.20), we deduce

(F1
≤N )∗Ω≤N = Ωc +

∫ 1

0
dθτ>N+1 dτ ,

which proves (4.4.19) with F≤N := F1
≤N and Ω>N :=

∫ 1
0 dθτ>N+1 dτ .

We now construct the vector field Y τ (V ). Using the definition of Lie derivative and the Cartan magic
formula, we derive the chain of identities

d

dτ
(Fτ≤N )∗Ωτ (4.4.23),(4.2.157)

= d
( d

dτ
(Fτ≤N )∗θτ

)
(4.2.162)

= d
(

(Fτ≤N )∗(LY τ θτ +
d

dτ
θτ )
)

+ dθ̃τ>N+1

(4.2.159),(4.2.157)
= (Fτ≤N )∗d

(
(iY τ ◦ d + d ◦ iY τ )θτ + θ≤N − θc

)
+ dθ̃τ>N+1

(4.4.23),(4.2.156)
= (Fτ≤N )∗d

(
iY τΩτ + θ≤N − θc

)
+ dθ̃τ>N+1 (4.4.25)
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where θ̃τ>N+1 is a 1-form in ΣN+2Λ̃
1
q by Lemma 4.2.33. We look for a vector field Y τ (V ) and a 0-form

Wτ (V ) such that
iY τΩτ + θ≤N − θc = θ̆τ>N+1 + dWτ , (4.4.26)

for some pluri–homogeneous 1–form θ̆τ>N+1 in ΣN+2Λ̃
1
q . If (4.4.26) holds, then, in view of (4.4.25), equa-

tion (4.4.24) is satisfied with

θτ>N+1 := (Fτ≤N )∗θ̆τ>N+1 + θ̃τ>N+1 ∈ ΣN+2Λ̃
1
q .

We turn to solve equation (4.4.26). Using (4.4.21), (4.4.11), recalling that θc(V ) = 1
2〈EcV, ·〉r, and writing

θ̆τ>N+1(V ) = 1
2〈Z̆

τ
>N (V )V, ·〉r, we first rewrite (4.4.26) as the equation

Eτ (V )Y τ (V ) +
1

2

(
Z≤N (V )V − EcV + S>N (V )V

)
=

1

2
Z̆τ>N (V )V +∇Wτ (V ) . (4.4.27)

Remark 4.4.8. This equation is linear in Y τ (V ). In the works [91, 16, 54, 55, 20, 21] the operator Eτ (V )
is a smoothing perturbation of Ec, so is its inverse and the vector field Y τ (V ) is immediately a smoothing
vector field. In our case, Eτ (V ) is a (possibly) unbounded perturbation of Ec, and its (approximate) inverse
is only an m-operator. Hence, the composition of the (approximate) inverse of Eτ (V ) with the smoothing
operator Z≤N (V ) − Ec (see (4.4.11)) is only an m-operator, not a smoothing one (see the bullet at pag.
124). Therefore we cannot directly conclude that Y τ (V ) is a smoothing vector field. We proceed differently
and solve the equation (4.4.27) in homogeneity, exploiting the freedom given by the function ∇Wτ (V ) to
remove the non-smoothing components of the equation, thanks to structural Lemma 4.4.5.

By (4.4.22) and (4.4.11), equation (4.4.27) becomes

EcY
τ (V ) =− 1

2G>≤N (V ) Ec A≤N (V )V − τR≤N (V )Y τ (V )

− τA>≤N (V )EcG≤N (V )Y τ (V ) +∇Wτ (V )

+ 1
2 Z̆

τ
>N (V )V − 1

2S>N (V )V − τS>N (V )Y τ (V ) .

(4.4.28)

We now solve (4.4.28) for a smoothing vector field Y τ (V ), a suitable function Wτ (V ) and a high ho-
mogeneity pluri–homogeneous map Z̆τ>N (V ) by an iterative procedure in increasing order of homogeneity.
Note that G>≤N (V )Ec A≤N (V ) and R≤N (V ) are smoothing operators unlike A>≤N (V )E0G≤N (V )Y τ (V )
that will be canceled using∇Wτ (V ), thanks to the structure property explicated in Lemma 4.4.5.

Lemma 4.4.9. Fix N ∈ N such that (N + 2)p ≥ N + 1. There exist
• a pluri-homogeneous smoothing vector field Y τ (V ) =

∑N
a=0Y

τ
(a)(V ), defined for any τ ∈ [0,1], with

Y τ
(a)(V ) in Σ(a+1)p+1X̃

−%
q for any % ≥ 0, uniformly in τ ∈ [0,1];

• a pluri-homogeneous HamiltonianWτ (V ) =
∑N

a=0Wτ
(a)(V ), defined for any τ ∈ [0,1], withWτ

(a)(V )

in Σ(a+1)p+2Λ̃
0
q , uniformly in τ ∈ [0,1];

• a pluri-homogeneous matrix of operators Z̆τ>N (V ), defined for any τ ∈ [0,1], in ΣN+1M̃q ⊗M2(C),
uniformly in τ ∈ [0,1];

which solve equation (4.4.28).

Proof. We define {
Y(0)(V ) := −1

2E
−1
c G>≤N (V ) Ec A≤N (V )V

Wτ
(0)(V ) := 0

(4.4.29)
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Note that Y(0)(V ) is smoothing vector field in Σp+1X̃
−%
q for any % ≥ 0, since G>≤N (V ) Ec A≤N (V ) are

smoothing operators in ΣpR̃−%q ⊗M2(C) for any % ≥ 0, by Lemma 4.4.4-(i).
For a ≥ 0, we prove the following recursive statements: there exist a

(S1)a pluri-homogeneous smoothing vector field Y τ
(a)(V ) belonging to Σ(a+1)p+1X̃

−%
q for any % ≥ 0;

(S2)a pluri-homogeneous HamiltonianWτ
(a)(V ) in Σ(a+1)p+2Λ̃

0
q;

(S3)a matrix of pluri-homogeneous operators Zτ>N,(a)(V ) in ΣN+1M̃q ⊗M2(C);
uniformly in τ ∈ [0,1], with (Y τ

(0)(V ),Wτ
(0)(V ),Zτ>N,(0)(V )) defined in (4.4.29), satisfying, for any a ≥ 1,

EcY
τ

(a)(V ) = −τR≤N (V )Y τ
(a−1)(V )

− τA>≤N (V )EcG≤N (V )[Y τ
(a−1)(V )] +∇Wτ

(a)(V )

+ Zτ>N,(a)(V )V − τS>N (V )Y τ
(a−1)(V ) .

(4.4.30)

Given (Y τ
(a−1)(V ),Wτ

(a−1)(V ),Zτ>N,(a−1)(V )) we now prove (S1)a-(S3)a. Note that the first term in (4.4.30)
is a smoothing vector field of homogeneity (a + 1)p + 1 while the first term in the second line of (4.4.30)
has homogeneity (a+ 1)p+ 1 but it is not a smoothing vector field. However by Lemma 4.4.5 we have the
decomposition

A>≤N (V )EcG≤N (V )[Y τ
(a−1)(V )] = ∇W̆τ

(a−1)(V ) + R̆τ(a−1)(V )V + M̆ τ
>N,(a−1)(V )V ,

where W̆τ
(a−1)(V ) is a Hamiltonian in Σ(a+1)p+2Λ̃

0
q , R̆

τ
(a−1)(V ) is a pluri–homogeneous smoothing operator

in Σ(a+1)pR̃
−%
q ⊗M2(C) and M̆ τ

>N,(a−1)(V ) is a pluri–homogeneous operator in ΣN+1M̃q⊗M2(C). Then
equation (4.4.30) becomes

EcY
τ

(a)(V ) = −τR≤N (V )Y τ
(a−1)(V )− τR̆τ(a−1)(V )V

+∇
(
Wτ

(a)(V )− τW̆τ
(a−1)(V )

)
+ Zτ>N,(a)(V )V − τM̆ τ

>N,(a−1)(V )V − τS>N (V )Y τ
(a−1)(V )

which is solved by 
Y τ

(a)(V ) := −E−1
c

[
τR≤N (V )Y τ

(a−1)(V ) + τR̆τ(a−1)(V )V
]

Wτ
(a)(V ) := τW̆τ

(a−1)(V )

Zτ>N,(a)(V )V := τM̆ τ
>N,(a−1)(V )V + τS>N (V )Y τ

(a−1)(V )

proving (S1)a-(S3)a.
Summing (4.4.29) and (4.4.30) for any a = 1, . . . ,N we find that Y τ (V ) =

∑N
a=0Y

τ
(a)(V ) and

Wτ (V ) =
∑N

a=0Wτ
(a)(V ) solve (4.4.28) with

1

2
Z̆τ>N (V )V :=

1

2
S>N (V )V+

N∑
a=1

Zτ>N,(a)(V )V+τ
[
R≤N (V )+A>≤N (V )EcG≤N (V )+S>N (V )

]
Y τ

(N)
(V )

which is an operator in ΣN+1M̃q ⊗M2(C), since (N + 2)p ≥ N + 1. Lemma 4.4.9 is proved.

The approximate flow up to homogeneity N of the smoothing vector field Y τ defined by Lemma 4.4.9
solves (4.4.24). This concludes the proof of Proposition 4.4.7.
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Proof of Theorem 4.4.1. The map EN := Ψ≤N ◦ F≤N , where F≤N is defined in Proposition 4.4.7, fulfills

E∗NΩc = F∗≤NΨ∗≤NΩc
(4.4.4)

= F∗≤NΩ≤N
(4.4.19)

= Ωc + Ω>N

and so EN is symplectic up to homogeneityN . We define the map C≤N in (4.4.2) as the approximate inverse
(given by Lemma 4.2.24) of the nonlinear map F≤N in (4.4.18), hence it has the claimed form. Since Ψ≤N
is an approximate inverse of Φ≤N , the map DN := C≤N ◦ Φ≤N is an approximate inverse of EN , and so it
is symplectic up to homogeneity N by Lemma 4.3.13.

Proof of Theorem 4.1.2. We write the good-unknown of Alinhac (4.1.17) in complex variables (u,u) in-
duced by the transformation C defined in (4.3.11), obtaining the real-to-real spectrally localized, linearly
symplectic map (according to Definition 4.3.3)

Gc(U) := COpBW

([ 1 0
−B(CU) 1

])
C−1, (η,ψ) = CU ,

whereB(η,ψ) is the real function defined in (4.5.14) which, as stated in Lemma 4.5.1, belongs to ΣFRK,0,1[r,N ].
Then Theorem 4.1.2 follows by applying Theorem 4.4.1 to the pluri-homogeneous spectrally localized map
B≤N (U) = P≤N (Gc(U)) = COpBW

([ 1 0
P≤N [−B(CU)] 1

])
C−1.
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We now begin the proof of the almost global existence Theorem 4.1.1 for solutions of the gravity-
capillary water waves equations (4.1.2) with constant vorticity.

After further describing the Hamiltonian structure of the water waves equations (4.1.2) and diagonaliz-
ing the linearized system at the equilibrium, we paralinearize the water waves equations (4.1.2) with constant
vorticity, written in the Zakharov-Craig-Sulem (η,ψ) variables, which are the Hamiltonian system (4.1.4)
with the non–standard Poisson tensor Jγ . Then we express such paralinearized system in the Wahlén coor-
dinates (η,ζ) in (4.5.2), which coincides with the Hamiltonian system in (4.5.3) in standard Darboux form.
Finally we write such paralinearized system in the complex variable U defined in (4.5.6), i.e. (4.5.36). The
final system (4.5.37) is Hamiltonian in the complex sense, i.e. has the form (4.3.18).

4.5 Paralinearization of the water waves equations

From now on we consider (4.1.2) as a system on (a dense subspace of) the homogeneous space L̇2
r × L̇2

r ,
namely, denoting Xγ(η,ψ) the right hand side in (4.1.2), we consider

∂t(η,ψ) = Xγ(Π⊥0 η,ψ) (4.5.1)

where Π⊥0 is the L2-projector onto the space of functions with zero average. For simplicity of notation
we shall not distinguish between (4.5.1) and (4.1.2), which are equivalent via the isometric isomorphism
Π⊥0 between L̇2(T;R) and L2

0(T;R). System (4.5.1) is the Hamiltonian system as in (4.1.4) defined on (a
dense subspace of) L̇2

r × L̇2
r generated by the Hamiltonian Hγ(Π⊥0 η,ψ), with Hγ in (4.1.5), computing the

L̇2
r-gradients (∇ηHγ ,∇ψHγ) with respect to the scalar product 〈·, ·〉L̇2

r
in (4.2.3) and regarding the Poisson

tensor Jγ in (4.1.4) as a linear operator acting in L̇2
r × L̇2

r . We shall not insist more on this detail.
Wahlén variables. The variables (η,ψ) are not Darboux coordinates, since the Poisson tensor Jγ in (4.1.4)
is not the canonical one when γ 6= 0. Wahlén noted in [115] that, introducing the variable ζ := ψ− γ

2∂
−1
x η,

the coordinates (η,ζ) are canonical coordinates. Precisely, under the linear change of variables(
η
ψ

)
=W

(
η
ζ

)
, W :=

(
Id 0

γ
2∂
−1
x Id

)
, W−1 =

(
Id 0

−γ
2∂
−1
x Id

)
, (4.5.2)

the Poisson tensor Jγ becomes the standard one,

W−1Jγ(W−1)> = J , J :=

(
0 Id
−Id 0

)
,

and the Hamiltonian system (4.1.4) assumes the standard Darboux form

∂t

(
η
ζ

)
= J

(
∇ηHγ(η,ζ)
∇ζHγ(η,ζ)

)
, Hγ(η,ζ) := Hγ

(
η,ζ +

γ

2
∂−1
x η

)
. (4.5.3)

Note that the new HamiltonianHγ is still translation invariant so is its Hamiltonian vector field.
Linearized equation at the equilibrium. The linearized equations (4.5.3) at the equilibrium (η,ζ) = (0,0)
are obtained by conjugating the linearized equations (4.1.2) at (η,ψ) = (0,0), namely

∂t

(
η
ζ

)
=W−1

(
0 G(0)

−(g + κD2) γG(0)∂−1
x

)
W =

(
γ
2G(0)∂−1

x G(0)

−(g + κD2 + γ2

4 G(0)D−2) γ
2∂
−1
x G(0)

)(
η
ζ

)
(4.5.4)
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whereD := 1
i ∂x and the Dirichlet-Neumann operatorG(0) at the flat surface η = 0 is the Fourier multiplier

with symbol

G(ξ) :=

{
ξ tanh(hξ) 0 < h < +∞
|ξ| h = +∞ .

(4.5.5)

We diagonalize system (4.5.4) introducing the complex variables(
u
u

)
:=M−1

(
η
ζ

)
,

M :=
1√
2

(
M(D) M(D)

−iM−1(D) iM−1(D)

)
, M−1 :=

1√
2

(
M(D)−1 iM(D)
M−1(D) −iM(D)

)
,

(4.5.6)

where M(D) is the Fourier multiplier

M(D) :=

(
G(0)

g + κD2 + γ2

4 G(0)D−2

) 1
4

. (4.5.7)

A direct computation (cfr. Section 2.2. in [30]), using the identities

M(D)
(
g + κD2 +

γ2

4
G(0)D−2

)
M(D) = ω(D) = M−1(D)G(0)M−1(D) (4.5.8)

where ω(D) is the Fourier multiplier with symbol

ω(ξ) :=

√
G(ξ)

(
g + κξ2 +

γ2

4

G(ξ)

ξ2

)
(4.5.9)

(with G(ξ) defined in (4.5.5)) shows that the variables (u,u) in (4.5.6) solve the diagonal linear system

∂t

(
u
u

)
= −iΩ(D)

(
u
u

)
, Ω(D) :=

(
Ω(D) 0

0 −Ω(D)

)
(4.5.10)

where
Ω(D) := ω(D) + i

γ

2
G(0)∂−1

x , Ω(D) := ω(D)− i
γ

2
G(0)∂−1

x . (4.5.11)

The real-to-real system (4.5.10) amounts to the scalar equation

∂tu = −iΩ(D)u, u(x) =
1√
2π

∑
j∈Z\{0}

uj e
ijx ,

which, written in Fourier basis, decouples in infinitely many harmonic oscillators

∂tuj = −iΩj(κ)uj , j ∈ Z \ {0} ,

where

Ωj(κ) := ωj(κ) +
γ

2

G(j)

j
, ωj(κ) :=

√
G(j)

(
g + κj2 +

γ2

4

G(j)

j2

)
. (4.5.12)

Note that the map j → Ωj(κ) is not even because of the vorticity term γ
2
G(j)
j which is odd.

A fundamental property that we prove in Appendix B is that the linear frequencies {Ωj(κ)}j∈Z\{0}
satisfy the non-resonance conditions of Theorem B.0.1. Thus one can think to implement a Birkhoff normal
form procedure. Since the water waves equations (4.1.2) are a quasilinear system we first paralinearize
them.
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Paralinearization of the water waves We denote the horizontal and vertical components of the velocity
field at the free interface by

V = V (η,ψ) := (∂xΦ)(x,η(x)) = ψx − ηxB , (4.5.13)

B = B(η,ψ) := (∂yΦ)(x,η(x)) =
G(η)ψ + ηxψx

1 + η2
x

. (4.5.14)

Lemma 4.5.1. (Water-waves equations in Zakharov-Craig-Sulem variables) Let N ∈ N0 and % ≥ 0.
For any K ∈ N0 there exist s0, r > 0 such that, if (η,ψ) ∈ BK

s0(I;r) solves (4.1.2), then

∂tη = G(0)ψ + OpBW (−B(η,ψ;x)|ξ| − iVγ(η,ψ;x)ξ + a0(η,ψ;x,ξ))η + OpBW (b−1(η;x,ξ))ψ

+R1(η)ψ +R′1(η,ψ)η , (4.5.15)

∂tψ = −(g + κD2)η + γG(0)∂−1
x ψ + OpBW

(
−κf(η;x)ξ2 −B2(η,ψ;x)|ξ|+ c0(η,ψ;x,ξ)

)
η

+ OpBW (B(η,ψ;x)|ξ| − iVγ(η,ψ;x)ξ + d0(η,ψ;x,ξ))ψ +R2(η,ψ)ψ +R′2(η,ψ)η (4.5.16)

where

• Vγ(η,ψ;x) := V (η,ψ;x)−γη(x) is a function in ΣFRK,0,1[r,N ] as well as the functions V,B defined
in (4.5.13)-(4.5.14);

• a0, c0, d0 are symbols in ΣΓ0
K,0,1[r,N ] and b−1(η;x,ξ) is a symbol in ΣΓ−1

K,0,1[r,N ] satisfying (4.2.27);

• the function f(η;x) := (1 + η2
x(x))−

3
2 − 1 belongs to ΣFRK,0,2[r,N ];

• R1, R′1, R2, R′2 are real smoothing operators in ΣR−%K,0,1[r,N ].

Moreover (4.5.15)–(4.5.16) are the Hamiltonian system (4.1.4).

Proof. By Proposition 7.4 of [27], the function B defined in (4.5.14) belongs to ΣFRK,0,1[r,N ], as well as
the function V in (4.5.13) and Vγ = V − γη.
PARALINEARIZATION OF THE FIRST EQUATION IN (4.1.2). We use the paralinearization of the Dirichlet-
Neumann operatorG(η)ψ proved in [27]. By Propositions 7.5 and 8.3 in [27] where ω := ψ−OpBW (B)η is
the “good unknown” of Alinhac, using Propositions 4.2.14 and 4.2.19-(i), the second bullet below (4.2.53),
and noting that ξ tanh(hξ)− |ξ| ∈ Γ̃−%0 , for any % > 0, we get

G(η)ψ = G(0)
(
ψ −OpBW (B)η

)
+ OpBW

(
− iV ξ + ă0

)
η + OpBW (b−1)

(
ψ −OpBW (B)η

)
+R′(η,ψ)η +R(η)ψ

= G(0)ψ + OpBW
(
−B|ξ| − iV ξ + a′0

)
η + OpBW (b−1)ψ +R(η)ψ +R′(η,ψ)η (4.5.17)

where ă0,a
′
0 are symbols in ΣΓ0

K,0,1[r,N ], b−1 is a symbol in Γ−1
K,0,1[r,N ] depending only on η, and R(η),

R′(η,ψ) are smoothing operators in ΣR−%K,0,1[r,N ].
We now paralinearize the term with the vorticity. Using Lemma 4.2.12, Proposition 4.2.14, the identity

ηx = OpBW (iξ)η and (i) of Proposition 4.2.15 we get

ηηx = OpBW (η)OpBW (iξ)η + OpBW (ηx)η +R(η)η = OpBW
(
iηξ + 1

2ηx
)
η +R(η)η (4.5.18)

where R(η) is a homogeneous smoothing operator in R̃−%1 . Then (4.5.17) and (4.5.18) imply (4.5.15) with
symbol a0 := a′0 + γ

2ηx in ΣΓ0
K,0,1[r,N ]. Furthermore, since (4.5.15) is a real equation we may assume that

a0 and b−1 satisfy (4.2.27) eventually replacing them with 1
2(a0 + a∨0 ) and 1

2(b−1 + b
∨
−1) and replacing the
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smoothing remainders with 1
2(R1 +R1) and 1

2(R′1 +R
′
1) .

PARALINEARIZATION OF THE SECOND EQUATION IN (4.1.2). By Lemma 4.2.12 and Proposition 4.2.14
we get

− 1

2
ψ2
x = −OpBW

(
iψxξ − 1

2ψxx
)
ψ +R(ψ)ψ (4.5.19)

where R(ψ) is a smoothing operator in R̃−%1 . Next, recalling (4.5.14) and using Lemma 4.2.12, we get

1

2

(G(η)ψ + ηxψx)2

(1 + η2
x)

=
1

2
(1 + η2

x)B2 (4.5.20)

=
1

2
OpBW

(
(1 + η2

x)B
)
B +

1

2
OpBW (B)

[
(1 + η2

x)B
]

+R(η,ψ)ψ +R′(η,ψ)η

where R(η,ψ), R′(η,ψ) are smoothing operators in ΣR−%K,0,1[r,N ]. Consider the second term in the right
hand side of (4.5.20). Applying Lemma 4.2.12, Propositions 4.2.14 and 4.2.15 (and since OpBW (B)[1] is a
constant which we neglect because we consider (4.1.2) posed in homogeneous spaces) we get

1
2OpBW (B)

[
(1 + η2

x)B
]

= 1
2OpBW

(
(1 + η2

x)B
)
B + iOpBW

(
B2ηxξ + c̆0

)
η +R(η,ψ)ψ +R′(η,ψ)η

(4.5.21)
where c̆0 is a symbol in ΣΓ0

K,0,1[r,N ] and R(η,ψ), R′(η,ψ) are smoothing operators in ΣR−%K,0,1[r,N ].
Then by (4.5.20)-(4.5.21) and (4.5.14) we deduce that

1

2
(1 + η2

x)B2 = OpBW (B)[G(η)ψ + ηxψx]− iOpBW
(
B2ηxξ + c̆0

)
η +R(η,ψ)ψ +R′(η,ψ)η . (4.5.22)

In order to expand this term we first write

ηxψx = OpBW
(
iηxξ − 1

2ηxx
)
ψ + OpBW

(
iψxξ − 1

2ψxx
)
η +R(η)ψ +R′(ψ)η (4.5.23)

where R(η),R′(ψ) are smoothing homogeneous operators in R̃−%1 . Finally, using (4.5.17), (4.5.23), Propo-
sition 4.2.15, and exploiting the explicit form (4.5.13) of the function V , we conclude that (4.5.22) is equal
to

(4.5.20) = OpBW (−B2|ξ|+ c̆0)η + OpBW (B|ξ|+ iBηxξ + d̆0)ψ +R(η,ψ)ψ +R′(η,ψ)η (4.5.24)

where c̆0, d̆0 are symbols in ΣΓ0
K,0,1[r,N ] and R(η,ψ),R′(η,ψ) are smoothing operators in ΣR−%K,0,1[r,N ].

Next we paralinearize the capillary term

κ∂x

[ ηx

(1 + η2
x)1/2

]
= κ∂xF (ηx) , F (t) :=

t

(1 + t2)1/2
.

The Bony paralinearization formula for the composition (Lemma 3.19 in [27]) and Proposition 4.2.14 imply

∂xF (ηx) = OpBW (iξ)OpBW
(
F ′(ηx)

)
ηx +R(η)η = OpBW

(
− (1 + η2

x)−
3
2 ξ2 + c′0

)
η +R(η)η

= −D2η −OpBW
(
f(η;x)ξ2 + c′0

)
η +R(η)η

(4.5.25)

where c′0 is symbol in ΣΓ0
K,0,1[r,N ], the function f(η;x) := (1 + η2

x(x))−
3
2 − 1 belongs to ΣFRK,0,2[r,N ]

and R(η) is a smoothing operator in ΣR−%K,0,1[r,N ].
Next, by Lemma 4.2.12 and Proposition 4.2.14 we get

ηψx = OpBW
(
iηξ − 1

2ηx
)
ψ + OpBW (ψx)η +R(η)ψ +R′(ψ)η (4.5.26)
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where R(η), R′(ψ) are homogeneous smoothing operators in R̃−%1 .

Finally using (4.5.17), Propositions 4.2.14 and 4.2.15-(i), and that ∂−1
x = OpBW

(
1
iξ

)
we get

∂−1
x G(η)ψ = G(0)∂−1

x ψ + OpBW (c−2)ψ + OpBW
(
d′0
)
η +R(η,ψ)η +R′(η,ψ)ψ (4.5.27)

where c−2 is a symbol in ΣΓ−2
K,0,1[r,N ], the symbol d′0 is in ΣΓ0

K,0,1[r,N ] andR,R′ are smoothing operators
in ΣR−%K,0,1[r,N ].

In conclusion, collecting (4.5.19), (4.5.24), (4.5.25), (4.5.26), (4.5.27) and using the explicit form of
V in (4.5.13) we deduce the second equation (4.5.16) with symbols c0 := c̆0 − κc′0 + γψx + γd′0 and
d0 := 1

2ψxx + d̆0 − γ
2ηx + γc−2 in ΣΓ0

K,0,1[r,N ]. Since (4.5.16) is a real equation we may assume that c0

and d0 satisfy (4.2.27) arguing as for the first equation.

Remark 4.5.2. The symbols a0, c0, d0 in (4.5.15)–(4.5.16) can be explicitly computed in terms of V and B
(e.g. see [29]). On the other hand the symbol b−1(η;x,ξ) is expected to be of order −∞ but in [27] it has
been estimated as a symbol of order −1 only.

We write (4.5.15)-(4.5.16) as the system

∂t

(
η
ψ

)
=

(
0 G(0)

−(g + κD2) γG(0)∂−1
x

)(
η
ψ

)
(4.5.28)

+ OpBW

([
−B|ξ| − iVγξ 0
−κfξ2 −B2|ξ| B|ξ| − iVγξ

]
+

[
a0 b−1

c0 d0

])(
η
ψ

)
+R(η,ψ)

(
η
ψ

)
.

Wahlén coordinates. We now transform system (4.5.28) in the Wahlén coordinates (η,ζ) defined in
(4.5.2).

Lemma 4.5.3. (Water-waves equations in Wahlén variables) Let N ∈ N0 and % ≥ 0. For any K ∈ N0

there exist s0, r > 0 such that, if (η,ψ) ∈ BK
s0(I;r) solves (4.1.2) then (η,ζ) =W−1(η,ψ) defined in (4.5.2)

solves

∂t

(
η
ζ

)
=

(
γ
2G(0)∂−1

x G(0)

−(g + κD2 + γ2

4 G(0)D−2) γ
2G(0)∂−1

x

)(
η
ζ

)
+ OpBW

([
−B(1)(η,ζ;x)|ξ| − iV (1)(η,ζ;x)ξ 0

−κf(η;x)ξ2 − [B(1)(η,ζ;x)]2|ξ| B(1)(η,ζ;x)|ξ| − iV (1)(η,ζ;x)ξ

])(
η
ζ

)
+ OpBW

([
a

(1)
0 (η,ζ;x,ξ) b−1(η;x,ξ)

c
(1)
0 (η,ζ;x,ξ) d

(1)
0 (η,ζ;x,ξ)

])(
η
ζ

)
+R(η,ζ)

(
η
ζ

)
(4.5.29)

where

• B(1)(η,ζ;x) := B(W(η,ζ);x) and V (1)(η,ζ;x) := Vγ(W(η,ζ);x) are functions in ΣFRK,0,1[r,N ],
f(η;x) is the function in ΣFRK,0,2[r,N ] defined in Lemma 4.5.1;

• a(1)
0 (η,ζ;x,ξ), c(1)

0 (η,ζ;x,ξ), d(1)
0 (η,ζ;x,ξ) are symbols in ΣΓ0

K,0,1[r,N ] satisfying (4.2.27), and the
symbol b−1(η;x,ξ) in ΣΓ−1

K,0,1[r,N ] is defined in Lemma 4.5.1;

• R(η,ζ) is a matrix of real smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).

Moreover system (4.5.29) is the Hamiltonian system (4.5.3).
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Proof. By (4.5.2) and (4.5.28) one has

∂t

(
η
ζ

)
=W−1

(
0 G(0)

−(g + κD2) γG(0)∂−1
x

)
W
(
η
ζ

)
(4.5.30)

+W−1OpBW

([
−B|ξ| − iVγξ 0
−κf(η)ξ2 −B2|ξ| B|ξ| − iVγξ

])
W
(
η
ζ

)
(4.5.31)

+W−1OpBW

([
a0 b−1

c0 d0

])
W
(
η
ζ

)
+R(η,ζ)

(
η
ζ

)
(4.5.32)

where R(η,ζ) is a matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C). We now compute the above
conjugated operators applying the transformation rule

W−1

(
A B
C D

)
W =

(
A+ γ

2B∂
−1
x B

C − γ
2∂
−1
x A−

γ2

4 ∂
−1
x B∂−1

x + γ
2D∂

−1
x D − γ

2∂
−1
x B

)
. (4.5.33)

The operator in the right hand side of (4.5.30) is given in (4.5.4). Then by (4.5.33) and Proposition 4.2.14,

(4.5.31) = OpBW

([
−B|ξ| − iVγξ 0

−κf(η)ξ2 −B2|ξ|+ c̆0 B|ξ| − iVγξ

])
+R(η,ζ) , (4.5.34)

where the symbol c̆0 := γ
2

1
iξ#%[B|ξ| + iVγξ] + γ

2 [B|ξ| − iVγξ]#%
1
iξ belongs to ΣΓ0

K,0,1[r,N ] and R(η,ζ)

is matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).
Finally, by (4.5.33) and Proposition 4.2.14, we deduce that

(4.5.32) = OpBW

([
a′0 b−1

c′0 d′0

])
+R(η,ζ) , (4.5.35)

where a′0, c
′
0,d
′
0 are symbols in ΣΓ0

K,0,1[r,N ] and R(η,ζ) are smoothing operators in ΣR−%K,0,1[r,N ] ⊗
M2(C). In conclusion, by (4.5.4), (4.5.34), (4.5.35), we deduce that system (4.5.30)-(4.5.32) has the form
(4.5.29) with symbols a(1)

0 := a′0, c(1)
0 := c̆0 + c′0 and d(1)

0 := d′0 evaluated at (η,ψ) = W(η,ζ) which
belong to ΣΓ0

K,0,1[r,N ]. Since the Wahlén transformation is a real map, we may assume that a(1)
0 , c

(1)
0 ,d

(1)
0

satisfy (4.2.27) arguing as in the previous lemma.

Remark 4.5.4. The first two matrices of para-differential operators in (4.5.29) have the linear Hamiltonian
structure (4.3.9)-(4.3.10). We do not claim that the third matrix of para-differential operators in (4.5.29) has
the linear Hamiltonian structure (4.3.9)-(4.3.10). Nevertheless in Lemma 4.5.5 we shall recover the complex
linear Hamiltonian structure of JcOpBW (A

(2)
0 ), up to homogeneity N , thanks to the abstract Lemma 4.3.20.

Complex coordinates. We now diagonalize the linear part of the system (4.5.29) at (η,ζ) = (0,0) intro-
ducing the complex variables

U :=

(
u
u

)
=M−1

(
η
ζ

)
, M−1 : Ḣs+ 1

4 (T,R)× Ḣs− 1
4 (T,R)→ Ḣs

R(T,C2) , ∀s ∈ R , (4.5.36)

whereM is the matrix of Fourier multipliers defined in (4.5.6).
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Lemma 4.5.5. (Hamiltonian formulation of the water waves in complex coordinates) Let N ∈ N0 and
% ≥ 0. For any K ∈ N0 there exist s0, r > 0 such that, if (η,ψ) ∈ BK

s0(I;r) is a solution of (4.5.29) then U
defined in (4.5.36) solves

∂tU = JcOpBW

(
A 3

2
(U ;x)ω(ξ)

)
U +

γ

2
G(0)∂−1

x U

+ JcOpBW

(
A1(U ;x,ξ) +A 1

2
(U ;x,ξ) +A

(2)
0 (U ;x,ξ)

)
U +R(U)U

(4.5.37)

where Jc is the Poisson tensor defined in (4.1.22) and

• ω(ξ) ∈ Γ̃
3
2
0 is the symbol in (4.5.9);

• A 3
2
(U ;x) ∈ ΣFRK,0,0[r,N ]⊗M2(C) is the matrix of real functions

A 3
2
(U ;x) :=

(
f(U ;x) 1 + f(U ;x)

1 + f(U ;x) f(U ;x)

)
, (4.5.38)

where f(U ;x) := 1
2f(MU ;x) belongs to ΣFRK,0,2[r,N ]. Note that JcOpBW (A 3

2
ω(ξ)) is linearly

Hamiltonian according to Definition 4.3.2;

• A1(U ;x,ξ) ∈ ΣΓ1
K,0,1[r,N ]⊗M2(C) is the matrix of symbols

A1(U ;x,ξ) :=

(
iB(2)(U ;x)|ξ| −V (2)(U ;x)ξ

V (2)(U ;x)ξ −iB(2)(U ;x)|ξ|

)
(4.5.39)

whereB(2)(U ;x) := B(1)(MU ;x) and V (2)(U ;x) := V (1)(MU ;x) are real functions in ΣFRK,0,1[r,N ].
Note that JcOpBW (A1) is linearly Hamiltonian;

• A 1
2
(U ;x,ξ) ∈ ΣΓ

1
2
K,0,2[r,N ]⊗M2(C) is the symmetric matrix of symbols

A 1
2
(U ;x,ξ) =

1

2

(
1 1
1 1

)
[B(2)(U ;x)]2|ξ|M2(ξ) (4.5.40)

where M(ξ) ∈ Γ̃
− 1

4
0 is the symbol of the Fourier multiplier M(D) in (4.5.7). Note that JcOpBW (A 1

2
)

is linearly Hamiltonian;

• A(2)
0 (U ;x,ξ) is a matrix of symbols in ΣΓ0

K,0,1[r,N ] ⊗M2(C) and the operator JcOpBW (A
(2)
0 ) is

linearly Hamiltonian up to homogeneity N according to Definition 4.3.6;

• R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).

Moreover system (4.5.37) is Hamiltonian in the complex sense, i.e. has the form (4.3.18).

Proof. We begin by noting that the operator M in the change of coordinates (4.5.36) has the form (cfr.
(4.5.6))

M = M̆ ◦ C, M̆ :=

(
M(D) 0

0 M(D)−1

)
where M(D) is the Fourier multiplier in (4.5.7) and C the matrix in (4.3.11). The operator M̆ is symplec-
tic whereas under the change of variables C a real Hamiltonian system in standard Darboux form (4.5.3)
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assumes the standard complex form (4.3.18), see the paragraph at page 145. Therefore U solves a system
which is Hamiltonian in the complex sense.

Since (η,ζ) solves (4.5.29), the complex variable U in (4.5.36) solves

∂tU =M−1

(
γ
2G(0)∂−1

x G(0)

−(g + κD2 + γ2

4 G(0)D−2) γ
2G(0)∂−1

x

)
MU (4.5.41)

+M−1OpBW

([
−B(1)|ξ| − iV (1)ξ 0

−κf(η)ξ2 − [B(1)]2|ξ| B(1)|ξ| − iV (1)ξ

])
MU (4.5.42)

+M−1OpBW

([
a

(1)
0 b−1

c
(1)
0 d

(1)
0

])
MU +R(U)U (4.5.43)

where R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).
The operator in the right hand side of (4.5.41) is computed in (4.5.10)-(4.5.11). In order to compute the

conjugated operators in (4.5.42)-(4.5.43), we apply the following transformation rule, where we denote by
M := M(D) the Fourier multiplier in (4.5.7) (which satisfies M(D) = M(D)),

M−1

(
A1 A2

A3 A4

)
M (4.5.44)

(4.5.6)
=

1

2

(
M−1A1M +MA4M

−1 + iMA3M − iM−1A2M
−1 M−1A1M −MA4M

−1 + iMA3M + iM−1A2M
−1

M−1A1M −MA4M
−1 − iMA3M − iM−1A2M

−1 M−1A1M +MA4M
−1 − iMA3M + iM−1A2M

−1

)
.

Using (4.5.44) and Proposition 4.2.14 we get that

(4.5.42) =
1

2
OpBW

([
a1 b1
b
∨
1 a∨1

])
+R(U) (4.5.45)

where a1, b1 are the symbols

a1 := M−1(ξ)#%
(−B(1)|ξ| − iV (1)ξ

)
#%M(ξ) +M(ξ)#%

(
B(1)|ξ| − iV (1)ξ

)
#%M

−1(ξ)

+ iM(ξ)#%

(
− κf(η)ξ2 − [B(1)]2|ξ|

)
#%M(ξ)

b1 := M−1(ξ)#%
(−B(1)|ξ| − iV (1)ξ

)
#%M(ξ)−M(ξ)#%

(
B(1)|ξ| − iV (1)ξ

)
#%M

−1(ξ)

+ iM(ξ)#%

(
− κf(η)ξ2 − [B(1)]2|ξ|

)
#%M(ξ)

and R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C). Noting that

ω(ξ)−
√
κ|ξ|

3
2 ∈ Γ̃

− 1
2

0 , M(ξ)− κ−
1
4 |ξ|−

1
4 ∈ Γ̃

− 9
4

0 , M−1(ξ)− κ
1
4 |ξ|

1
4 ∈ Γ̃

− 7
4

0 , (4.5.46)

so that κξ2M2(ξ)− ω(ξ) ∈ Γ̃
− 1

2
0 , we deduce, using also the remarks after Definition 4.2.13, that

a1 = −2iV (1)ξ − if(η)ω(ξ)− i[B(1)]2|ξ|M2(ξ) + a′0 with a′0 ∈ ΣΓ0
K,0,1[r,N ] , (4.5.47)

b1 = −2B(1)|ξ| − if(η)ω(ξ)− i[B(1)]2|ξ|M2(ξ) + b′0 with b′0 ∈ ΣΓ0
K,0,1[r,N ] . (4.5.48)

Finally, noting that M−1(ξ)#%b−1#%M
−1(ξ) belongs to ΣΓ

− 1
2

K,0,1[r,N ], we deduce that

(4.5.43) = OpBW (A′0) +R(U) (4.5.49)
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where A′0 is a real-to-real matrix of symbols in ΣΓ0
K,0,1[r,N ] ⊗M2(C) and R(U) is a real-to-real matrix

of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).
In conclusion, by (4.5.10)-(4.5.11), (4.5.45), (4.5.47), (4.5.48), (4.5.49), computing the symbols at

(η,ζ) = MU , we deduce that system (4.5.41)-(4.5.43) has the form (4.5.37). Note that the matrices of
para-differential operators JcOpBW (A 3

2
ω(ξ)), JcOpBW (A1), JcOpBW (A 1

2
) in (4.5.38), (4.5.39), (4.5.40)

are linearly Hamiltonian according to (4.3.22), whereas JcOpBW (A
(2)
0 ) might not be. Thanks to Lemma

4.3.20 we replace each homogeneous component of A 3
2
ω(ξ) + A1 + A 1

2
+ A

(2)
0 with its symmetrized ver-

sion, by adding another smoothing operator. Since the symbols with positive orders are unchanged we
obtain a new operator JcOpBW (A

(2)
0 ) (that we denote in the same way) which is linearly Hamiltonian up to

homogeneity N .

4.6 Block-diagonalization and reduction to constant coefficients

In this section we perform several transformations in order to symmetrize and reduce system (4.5.37) to
constant coefficients up to smoothing remainders. In particular we will prove the following:

Proposition 4.6.1. (Reduction to constant coefficients up to smoothing operators) Let N ∈ N0 and
% > 3(N + 1). Then there exists K ′ := K ′(%) > 0 such that for any K ≥ K ′ there are s0 > 0, r > 0 such
that for any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real invertible matrix of spectrally

localized maps B(U ; t) such that B(U ; t)− Id ∈ ΣS
3
2

(N+1)

K,K′−1,1
[r,N ]⊗M2(C) and the following holds true:

(i) Boundedness: B(U ; t) and B(U ; t)−1 are non–homogeneous maps in S0
K,K′−1,0

[r] ⊗ M2(C), cfr.
(4.2.72) with m = N = 0.
(ii) Linear symplecticity: The map B(U ; t) is linearly symplectic up to homogeneity N , according to
Definition 4.3.7.

(iii) Conjugation: If U solves (4.5.37) then W := B(U ; t)U solves

∂tW = OpBWvec

(
im 3

2
(U ; t,ξ)

)
W +R(U ; t)W (4.6.1)

(recall notation (4.2.24)) where

m 3
2
(U ; t,ξ) := −

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ + b 1

2
(U ; t)|ξ|

1
2 + b0(U ; t,ξ)

]
(4.6.2)

and

• ω(ξ) ∈ Γ̃
3
2
0 is the Fourier multiplier defined in (4.5.9);

• ζ(U) is a real function in ΣFRK,0,2[r,N ] independent of x;

• V(U ; t) is a real function in ΣFRK,1,2[r,N ] independent of x;

• b 1
2
(U ; t) is a real function in ΣFRK,2,2[r,N ] independent of x;

• b0(U ; t,ξ) is a symbol in ΣΓ0
K,K′,2

[r,N ] independent of x and its imaginary part Imb0(U ; t,ξ) is in
Γ0
K,K′,N+1

[r];

• R(U ; t) is a real-to-real matrix of smoothing operators in ΣR−%+3(N+1)

K,K′,1
[r,N ]⊗M2(C).
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Remark 4.6.2. The symbol m 3
2
(U ; t,ξ) in (4.6.2) is real valued except for the term b0(U ; t,ξ) whose imag-

inary part has order 0 and homogeneity at least N + 1. Hence system (4.6.1) fulfills energy estimates in
Ḣs(T,C2), of the type (4.8.15) with N = 0.

Remark 4.6.3. One can choose K ′(%) ≥ 3%− 8(N + 1) + 1.

The rest of Section 4.6 is devoted to the proof of Proposition 4.6.1. We shall use constantly the identities

ω(ξ) =
√
κ|ξ|

3
2 + Γ̃

− 1
2

0 , ω′(ξ) =
3

2

√
κ|ξ|

1
2 sign ξ + Γ̃

− 3
2

0 . (4.6.3)

4.6.1 A complex good unknown of Alinhac

In this section we introduce a complex version of the good unknown of Alinhac, whose goal is to diagonalize
the matrix of para-differential operators of order 1 in (4.5.37) and remove the para-differential operators of
order 1

2 . The complex good unknown that we use coincides at principal order withM−1GAM where GA is
the classical good unknown of Alinhac in (4.1.17) andM is the change of variables in (4.5.6).

Lemma 4.6.4. Let N ∈ N0 and % > 0. Then for any K ∈ N there are s0 > 0, r > 0 such that for
any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real invertible matrix of spectrally localized
maps G(U) satisfying G(U)− Id ∈ ΣS0

K,0,1[r,N ]⊗M2(C) and the following holds true:

(i) Boundedness: G(U) and its inverse are non–homogeneous maps in S0
K,0,0[r]⊗M2(C).

(ii) Linear symplecticity: The map G(U) is linearly symplectic according to Definition 4.3.3;

(iii) Conjugation: If U solves (4.5.37) then V0 := G(U)U solves

∂tV0 = JcOpBW

(
A 3

2
(U ;x)ω(ξ)

)
V0 +

γ

2
G(0)∂−1

x V0

+ OpBWvec

(
−iV (2)(U ;x)ξ

)
V0 + JcOpBW

(
A

(3)
0 (U ; t,x,ξ)

)
V0 +R(U)V0

(4.6.4)

where

• the matrix of real functions A 3
2
(U ;x) ∈ ΣFRK,0,0[r,N ]⊗M2(C) and the real function V (2)(U ;x) ∈

ΣFRK,0,1[r,N ] are defined in Lemma 4.5.5;

• ω(ξ) ∈ Γ̃
3
2
0 is the symbol defined in (4.5.9);

• The matrix of symbolsA(3)
0 (U ; t,x,ξ) belongs to ΣΓ0

K,1,1[r,N ]⊗M2(C) and the operator JcOpBW (A
(3)
0 )

is linearly Hamiltonian up to homogeneity N according to Definition 4.3.6;

• R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C).

Proof. We define G(U) to be the real-to-real map

G(U) := Id− i

2

(
1 1
−1 −1

)
OpBW

(
B(2)(U ;x)M2(ξ)

)
(4.6.5)

where B(2)(U ;x) is the function in ΣFRK,0,1[r,N ] defined in (4.5.39) and M(ξ) ∈ Γ̃
− 1

4
0 is the symbol of the

Fourier multiplier M(D) defined in (4.5.7). Its inverse and transpose are given by

G(U)−1 = Id +
i

2

(
1 1
−1 −1

)
OpBW

(
B(2)(U ;x)M2(ξ)

)
,

G(U)> = Id− i

2

(
1 −1
1 −1

)
OpBW

(
B(2)(U ;x)M2(ξ)

)
.

(4.6.6)
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By the fourth bullet below Definition 4.2.16 the matrices of para-differential operators G(U)±1− Id belong
to ΣS0

K,0,1[r,N ]⊗M2(C) and item (i) follows. Also (ii) follows by a direct computation using the explicit
expressions in (4.6.5) and (4.6.6).

Let us prove item (iii). Since U solves (4.5.37) the variable V0 := G(U)U solves

∂tV0 = G(U)
[
JcOpBW

(
A 3

2
ω(ξ) +A1 +A 1

2
+A

(2)
0

)
+
γ

2
G(0)∂−1

x

]
G(U)−1V0 + (∂tG(U))G(U)−1V0

+ G(U)R(U)G(U)−1V0 . (4.6.7)

We now expand each of the above operators. By (4.6.5), the form of Jc in (4.1.22), (4.6.6), the symbolic
calculus Proposition 4.2.14, writing JcA 3

2
ω(ξ) = −i

(
1 0
0 −1

)
ω(ξ) − i

(
1 1
−1 −1

)
f(U)ω(ξ) (see (4.5.38)), and

since
(

1 1
−1 −1

)2
= 0, after a lengthy computation we obtain that the first term in (4.6.7) is

G(U)JcOpBW

(
A 3

2
ω(ξ)

)
G−1(U) = JcOpBW

(
A 3

2
ω(ξ)

)
+

1

2
OpBW

([
ω(ξ)#%B

(2)M2(ξ)−B(2)M2(ξ)#%ω(ξ) ω(ξ)#%B
(2)M2(ξ) +B(2)M2(ξ)#%ω(ξ)

ω(ξ)#%B
(2)M2(ξ) +B(2)M2(ξ)#%ω(ξ) ω(ξ)#%B

(2)M2(ξ)−B(2)M2(ξ)#%ω(ξ)

])
− i

2

(
1 1
−1 −1

)
OpBW

(
B(2)M2(ξ)#%ω(ξ)#%B

(2)M2(ξ)
)

+R(U)

= JcOpBW

(
A 3

2
ω(ξ)

)
+ OpBW

([
0 B(2)|ξ|

B(2)|ξ| 0

])
− i

2

(
1 1
−1 −1

)
OpBW

(
[B(2)]2|ξ|M2(ξ)

)
+ JcOpBW (A0) +R(U) , (4.6.8)

whereA0 is a matrix of symbols in ΣΓ0
K,0,1[r,N ]⊗M2(C) andR(U) is a matrix of smoothing operators in

ΣR−%K,0,1[r,N ]⊗M2(C). In the last passage to get (4.6.8) we also used thatM2(ξ)ω(ξ) = G(ξ) = |ξ|+Γ̃−%0 ,
for any % ≥ 0, cfr. (4.5.8), (4.5.5).

Next using the explicit form (4.5.39) of A1 we get, arguing similarly,

G(U)JcOpBW (A1)G(U)−1

= JcOpBW (A1) + i

(
1 1
−1 −1

)
OpBW

(
[B(2)]2|ξ|M2(ξ)

)
+ JcOpBW

(
A′0
)

+R(U) (4.6.9)

where A′0 is a matrix of symbols in ΣΓ0
K,0,1[r,N ] ⊗M2(C) and R(U) is a matrix of smoothing operators

in ΣR−%K,0,1[r,N ]⊗M2(C).
Moreover, using the form (4.5.40) of A 1

2
we get

G(U)JcOpBW

(
A 1

2

)
G(U)−1 = JcOpBW

(
A 1

2

)
= − i

2

(
1 1
−1 −1

)
OpBW

(
[B(2)]2|ξ|M2(ξ)

)
. (4.6.10)

Then, since A(2)
0 is a matrix of symbols of order zero, by Proposition 4.2.14 we have

G(U)
[
JcOpBW

(
A

(2)
0

)
+
γ

2
G(0)∂−1

x

]
G(U)−1 =

γ

2
G(0)∂−1

x + JcOpBW (A′′0) +R(U) , (4.6.11)

for a matrix of symbols A′′0 in ΣΓ0
K,0,1[r,N ]⊗M2(C) and smoothing operators R(U) in ΣR−%K,0,1[r,N ]⊗

M2(C). Next by (4.6.5)-(4.6.6)

(∂tG(U))G(U)−1 = JcOpBW

(
A− 1

2

)
+R(U) , A− 1

2
:=

1

2

(
1 1
1 1

)
OpBW

(
∂tB

(2)M2(ξ)
)

(4.6.12)
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where, in view of the last bullets at the end of Section 4.2.1 and Proposition 4.2.15-(iv), A− 1
2

is a matrix of

symbols in ΣΓ
− 1

2
K,1,1[r,N ]⊗M2(C) andR(U) is a matrix of smoothing operator in ΣR−%K,0,1[r,N ]⊗M2(C).

Finally by Proposition 4.2.19 we have that G(U)R(U)G(U)−1 is a matrix of smoothing operators in
ΣR−%K,0,1[r,N ]⊗M2(C), being G(U) a spectrally localized map.

Note that, using the expression (4.5.39), the sum of the terms of order 1 which are in (4.6.8) and (4.6.9)
is

JcOpBW (A1) + OpBW

([
0 B(2)|ξ|

B(2)|ξ| 0

])
= OpBWvec

(
−iV (2)(U ;x)ξ

)
. (4.6.13)

Note also that the sum of terms which are of order 1
2 in (4.6.8), (4.6.9) and (4.6.10) equals zero.

In conclusion, by (4.6.8), (4.6.9) (4.6.10), (4.6.11), (4.6.12) and (4.6.13) we obtain that system (4.6.7)
has the form (4.6.4) with A(3)

0 := A0 + A′0 + A′′0 + A− 1
2

in ΣΓ0
K,1,1[r,N ] ⊗M2(C). Note that the para-

differential operators of positive order in (4.6.4) are linearly Hamiltonian, whereas JcOpBW (A
(3)
0 ) might

not be. However the operator in the first line of (4.6.7) is a spectrally localized map which is linearly
Hamiltonian up to homogeneity N by Lemma 4.3.9, with a para-differential structure as in (4.3.66). Then
by Lemma 4.3.21 we replace each homogeneous component of A 3

2
ω(ξ) +

[
0 −V (2)ξ

V (2)ξ 0

]
+ A

(3)
0 with its

symmetrized version, by adding another smoothing operator. Since the symbols with positive orders are
unchanged we obtain a new operator JcOpBW (A

(3)
0 ) (that we denote in the same way) which is linearly

Hamiltonian up to homogeneity N .

4.6.2 Block-Diagonalization at highest order

In this section we diagonalize the operator JcOpBW
(
A 3

2
(U ;x)ω(ξ)

)
in (4.6.4) where A 3

2
is the matrix

defined in (4.5.38). Note that the eigenvalues of the matrix

JcA 3
2
(U ;x) = i

[
−(1 + f(U ;x)) −f(U ;x)

f(U ;x) 1 + f(U ;x)

]
, (4.6.14)

where f(U ;x) is the real function defined in (4.5.38), are ±iλ(U ;x) with

λ(U ;x) :=
√

(1 + f(U ;x))2 − f(U ;x)2 =
√

1 + 2f(U ;x) . (4.6.15)

Since the function f(U ;x) is in ΣFRK,0,2[r,N ], for any U ∈ BK
s0,R(I;r) with r > 0 small enough it results

that |f(U ;x)| ≤ 1
4 , the function λ(U ;x)− 1 belongs to ΣFRK,0,2[r,N ] and

λ(U ;x) ≥
√

2
2 > 0 , ∀x ∈ T .

Actually the function λ(U ;x) is real valued also for not small U , see Remark 4.6.6.
A matrix which diagonalizes (4.6.14) is

F (U ;x) :=

(
h(U ;x) g(U ;x)
g(U ;x) h(U ;x)

)
h :=

1 + f + λ√
(1 + f + λ)2 − f2

, g :=
−f√

(1 + f + λ)2 − f2
.

(4.6.16)

Note that F (U ;x) is well defined since (1 +f +λ)2−f2 = (1 + 2f +λ)(1 +λ) ≥ 1
2 . Moreover the matrix

F (U ;x) is symplectic, i.e.
detF = h2 − g2 = 1 . (4.6.17)
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The inverse of F (U ;x) is the symplectic and symmetric matrix

F (U ;x)−1 :=

(
h(U ;x) −g(U ;x)
−g(U ;x) h(U ;x)

)
. (4.6.18)

Moreover F (U ;x)− Id is a matrix of real functions in ΣFRK,0,1[r,N ]⊗M2(C) and

F (U ;x)−1JcA 3
2
(U ;x)F (U ;x) =

[
−iλ(U ;x) 0

0 iλ(U ;x)

]
, (4.6.19)

which amounts to (h2 + g2)(1 + f) + 2hgf = λ and 2hg(1 + f) + (h2 + g2)f = 0.

Lemma 4.6.5. Let N ∈ N0 and % > 0. Then for any K ∈ N there are s0 > 0, r > 0 such that for
any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real invertible matrix of spectrally localized
maps Ψ1(U) satisfying Ψ1(U)− Id ∈ ΣS0

K,0,1[r,N ]⊗M2(C) and the following holds true:

(i) Boundedness: The operator Ψ1(U) and its inverse are non–homogeneous maps in S0
K,0,0[r]⊗M2(C);

(ii) Linear symplecticity: The map Ψ1(U) is linearly symplectic according to Definition 4.3.3;

(iii) Conjugation: If V0 solves (4.6.4) then V1 := Ψ1(U)V0 solves the system

∂tV1 = OpBWvec

(
−iλ(U ;x)ω(ξ)− iV (2)(U ;x)ξ

)
V1 +

γ

2
G(0)∂−1

x V1

+ JcOpBW

(
A

(4)
0 (U ; t,x,ξ)

)
V1 +R(U ; t)V1

(4.6.20)

where

• the function λ(U ;x) ∈ ΣFRK,0,0[r,N ], defined in (4.6.15), fulfills λ(U ;x)− 1 ∈ ΣFRK,0,2[r,N ];

• the Fourier multiplier ω(ξ) ∈ Γ̃
3
2
0 is defined in (4.5.9);

• the real function V (2)(U ;x) ∈ ΣFRK,0,1[r,N ] is defined in Lemma 4.5.5;

• the matrix of symbolsA(4)
0 (U ; t,x,ξ) belongs to ΣΓ0

K,1,1[r,N ]⊗M2(C) and the operator JcOpBW (A
(4)
0 )

is linearly Hamiltonian up to homogeneity N ;

• R(U ; t) is a real-to-real matrix of smoothing operators in ΣR−%K,1,1[r,N ]⊗M2(C).

Proof. By Lemma 3.11 of [29], there exists a real valued function m(U ;x) ∈ ΣFRK,0,1[r,N ] (actually
m(U ;x) := − log(h(U ;x) + g(U ;x))) such that the time 1 flow Ψ1(U) := Ψτ (U)|τ=1 of{

∂τΨτ (U) = JcOpBW (M(U ;x))Ψτ (U)

Ψ0(U) = Id ,
M(U ;x) :=

[
−im(U ;x) 0

0 im(U ;x)

]
,

fulfills

Ψ1(U) = OpBW
(
F−1(U ;x)

)
+R(U) , Ψ1(U)−1 = OpBW (F (U ;x)) +R′(U) , (4.6.21)

where the matrix of functions F (U ;x) is defined in (4.6.16) and R(U),R′(U) are matrices of smoothing
operators in ΣR−%K,0,1 ⊗M2(C).
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Since the operator JcOpBW (M(U ;x)) is linearly Hamiltonian according to Definition 4.3.2, Lemma
4.3.16 guarantees that Ψ1(U) is invertible, linearly symplectic and Ψ1(U)±1− Id belong to ΣS0

K,0,1[r,N ]⊗
M2(C).

Since V0 solves (4.6.4) then the variable V1 = Ψ1(U)V0 solves

∂tV1 = Ψ1(U)
[
JcOpBW

(
A 3

2
ω(ξ)

)
+
γ

2
G(0)∂−1

x + OpBWvec

(
−iV (2)ξ

)
+ JcOpBW

(
A

(3)
0

)]
Ψ1(U)−1V1

+ (∂tΨ1(U))Ψ1(U)−1V1 + Ψ1(U)R(U)Ψ1(U)−1V1 . (4.6.22)

Next we compute each term in (4.6.22). We begin with JcOpBW (A 3
2
ω(ξ)). Using (4.6.21), Proposition

4.2.19-(i), Proposition 4.2.15-(i) and the explicit form of A 3
2

in (4.5.38), one computes

Ψ1(U)JcOpBW

(
A 3

2
ω(ξ)

)
Ψ1(U)−1 = OpBW

(
F−1

)
JcOpBW

(
A 3

2
ω(ξ)

)
OpBW (F ) +R(U)

= OpBW

([
a 3

2
b− 1

2

b− 1
2

∨
a 3

2

∨

])
+R(U) (4.6.23)

where R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C) and using (4.6.14),
(4.6.16), (4.6.18), Proposition 4.2.14, we have

a 3
2

:= −i
[
h#%(1 + f)ω#%h+ g#%(1 + f)ω#%g + h#%fω#%g + g#%fω#%h

]
b− 1

2
:= −i

[
h#%(1 + f)ω#%g + g#%(1 + f)ω#%h+ h#%fω#%h+ g#%fω#%g

]
.

The real-to-real structure of the symbols in (4.6.23) follows also by the last bullet after Definition 4.2.13.
By the symbolic calculus rule (4.2.53), the second and third bullets after Definition 4.2.13 and (4.6.19) one
has

a 3
2

= −i
[
(h2 + g2)(1 + f) + 2hgf

]
ω + a− 1

2
= −iλω + ă− 1

2

b− 1
2

= −i
[
2hg(1 + f) + (h2 + g2)f

]
ω + b̆− 1

2
= b̆− 1

2

with symbols ă− 1
2
, b̆− 1

2
in ΣΓ

− 1
2

K,0,1[r,N ]. Then we obtain

OpBW

([
a 3

2
b− 1

2

b− 1
2

∨
a 3

2

∨

])
= OpBWvec (−iλω) + JcOpBW

(
A− 1

2

)
(4.6.24)

where A− 1
2

is a real-to-real matrix of symbols in ΣΓ
− 1

2
K,0,1[r,N ]⊗M2(C).

Proceeding similarly one finds that

Ψ1(U)OpBWvec

(
−iV (2)ξ

)
Ψ1(U)−1 = OpBW

([
a1 b0
b
∨
0 a∨1

])
+R(U) (4.6.25)

where R(U) is a real-to-real matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗M2(C) and

a1 := h#%(−iV (2)ξ)#%h− g#%(−iV (2)ξ)#%g = (h2 − g2)(−iV (2)ξ)
(4.6.17)

= −iV (2)ξ

b0 := h#%(−iV (2)ξ)#%g − g#%(−iV (2)ξ)#%h ∈ FRK,0,1[r,N ] .
(4.6.26)
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In addition, using (4.6.21), the last bullets at the end of Section 4.2.1, Proposition 4.2.15-(iv) we obtain that

Ψ1(U)
[γ

2
G(0)∂−1

x + JcOpBW

(
A

(3)
0

)]
Ψ1(U)−1 + (∂tΨ1(U))Ψ1(U)−1

=
γ

2
G(0)∂−1

x + JcOpBW
(
A′0
)

+R(U ; t) (4.6.27)

whereA′0 is a real-to-real matrix of symbols in ΣΓ0
K,1,1[r,N ]⊗M2(C) andR(U ; t) is a matrix of real-to-real

smoothing operators in ΣR−%K,1,1[r,N ]⊗M2(C).

Finally, by Proposition 4.2.19, Ψ1(U)R(U)Ψ1(U)−1 is a matrix of smoothing operators in ΣR−%K,0,1[r,N ]⊗
M2(C).

In conclusion, by (4.6.23)-(4.6.24), (4.6.25)-(4.6.26) and (4.6.27) we deduce that system (4.6.22) has the
form (4.6.20) with a matrix of symbolsA(4)

0 := A− 1
2

+Jc

[
0 b0
b0 0

]
+A′0 in ΣΓ0

K,1,1[r,N ]⊗M2(C). Note that

the para-differential operators of positive order in (4.6.20) are linearly Hamiltonian, whereas JcOpBW (A
(4)
0 )

might not be. However the sum of the operators in the first line of (4.6.22) plus (∂tΨ1(U))Ψ1(U)−1 is a
spectrally localized map which is a linearly Hamiltonian operator up to homogeneity N by Lemma 4.3.9,
with a para-differential structure as in (4.3.66). Then by Lemma 4.3.21 we can replace each homogeneous
component of A(4)

0 with its symmetrized version obtaining that JcOpBW (A
(4)
0 ) is linearly Hamiltonian up

to homogeneity N , by adding another smoothing operator.

Remark 4.6.6. In view of Lemmata 4.5.5 and 4.5.1 the function λ(U ;x) in (4.6.15) is equal to (1 + η2
x)−

3
4 .

Therefore the symbols ±iλ(U ;x)ω(ξ) are elliptic also for not small data and system (4.6.20) is hyperbolic
at order 3

2 . This is the well known fact that, in presence of capillarity, there is no need of the Taylor sign
condition for the local well-posedness.

4.6.3 Reduction to constant coefficients of the highest order

In this section we perform a linearly symplectic change of variable which reduces the highest order para-
differential operator OpBW

vec(−iλ(U ;x)ω(ξ)) in (4.6.20) to constant coefficients.

Lemma 4.6.7 (Reduction of the highest order). Let N ∈ N0 and % > 2(N + 1). Then for any K ∈ N
there are s0 > 0, r > 0 such that for any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real
invertible matrix of spectrally localized maps Ψ2(U) satisfying Ψ2(U)− Id ∈ ΣSN+1

K,0,2[r,N ]⊗M2(C) and
the following holds true:

(i) Boundedness: The linear map Ψ2(U) and its inverse are non–homogeneous maps in S0
K,0,0[r]⊗M2(C);

(ii) Linear symplecticity: The map Ψ2(U) is linearly symplectic according to Definition 4.3.3;

(iii) Conjugation: If V1 solves (4.6.20) then V2 := Ψ2(U)V1 solves the system

∂tV2 = OpBWvec

(
−i(1 + ζ(U))ω(ξ)− iV (3)(U ; t,x)ξ

)
V2 +

γ

2
G(0)∂−1

x V2

+ JcOpBW

(
A

(5)
0 (U ; t,x,ξ)

)
V2 +R(U ; t)V2

(4.6.28)

where

• ζ(U) is a x-independent function in ΣFRK,0,2[r,N ] and ω(ξ) is defined in (4.5.9);

• V (3)(U ; t,x) is a real valued function in ΣFRK,1,1[r,N ];
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• The matrix of symbols A(5)
0 (U ; t,x,ξ) belongs to ΣΓ0

K,1,1[r,N ] ⊗M2(C) and the para-differential

operator JcOpBW (A
(5)
0 ) is linearly Hamiltonian up to homogeneity N ;

• R(U ; t) is a real-to-real matrix of smoothing operators in ΣR−%+2(N+1)
K,1,1 [r,N ]⊗M2(C).

Proof. We define the map Ψ2(U) as the time 1 flow Ψ2(U) := Ψτ (U)|τ=1 of

∂τΨτ (U) = JcOpBW (B(τ,U ;x,ξ))Ψτ (U), Ψ0(U) = Id ,

where

B(τ,U ;x,ξ) :=
(

0 b(τ,U ;x,ξ)
b(τ,U ;x,−ξ) 0

)
, b(τ,U ;x,ξ) :=

β(U ;x)

1 + τβx(U ;x)
ξ ,

and the function β(U ;x) in ΣFRK,0,2[r,N ] has to be determined. As β(U ;x) is real valued, the operator
JcOpBW (B(τ,U ; ·)) is linearly Hamiltonian. Thus Lemma 4.3.16, applied with m = 1, guarantees that
Ψ2(U) is a spectrally localized map in S0

K,0,0[r]⊗M2(C), it is linearly symplectic and Ψ2(U)±−Id belongs
to ΣSN+1

K,0,2[r,N ] ⊗M2(C). Note that the diagonal operator JcOpBW (B) = OpBW (ib(τ,U ;x,ξ))Id is a
multiple of the identity and hence the flow Ψ2(U) acts as a scalar operator.

Since V1 solves (4.6.20), then the variable V2 = Ψ2(U)V1 solves

∂tV2 = Ψ2(U)
[
OpBWvec

(
−iλω(ξ)− iV (2)ξ

)
+
γ

2
G(0)∂−1

x + JcOpBW

(
A

(4)
0

)]
Ψ2(U)−1V2

+ (∂tΨ2(U)) ◦Ψ2(U)−1V2 + Ψ2(U)R(U ; t)Ψ2(U)−1V2 .
(4.6.29)

We now compute each term in (4.6.29). By Lemma 3.21 of [27], the diffeomorphism ΦU : x 7→ x+β(U ;x)
of T is invertible with inverse Φ−1

U : y 7→ y + β̆(U ;y) and β̆(U ;y) belongs to ΣFRK,0,2[r,N ]. By Theorem
3.27 of [27] one has

Ψ2(U)OpBWvec (−iλ(U ;x)ω(ξ))Ψ2(U)−1

= OpBWvec

([
−iλ(U ;y)ω

(
ξ
(
1 + β̆y(U ;y)

))]∣∣∣
y=ΦU (x)

)
+ JcOpBW

(
A− 1

2

)
+R(U)

(4.6.30)

with a diagonal matrix of symbols A− 1
2

in ΣΓ
− 1

2
K,0,1[r,N ] ⊗M2(C), and a diagonal matrix of smoothing

operators R(U) in ΣR−%+ 3
2

K,0,1 [r,N ] ⊗M2(C). Note that ω
(
ξ(1 + β̆y(U ;y))

)
is a symbol in ΣΓ

3
2
K,0,0[r,N ]

by Lemma 3.23 of [27].
Now we choose β̆ in such a way that the principal symbol in (4.6.30) is x-independent. Since, by

(4.5.46), ω− 1
2
(ξ) := ω(ξ)−

√
κ|ξ|

3
2 is a Fourier multiplier in Γ̃

− 1
2

0 we get

λ(U ;y)ω
(
ξ(1 + β̆y(U ;y))

)
= λ(U ;y)

√
κ|ξ|

3
2

∣∣1 + β̆y(U ;y)
∣∣ 3

2 + λ(U ;y)ω− 1
2

(
ξ(1 + β̆y(U ;y))

)
(4.6.31)

and we select β̆(U ; ·) so that

λ(U ;y)
∣∣1 + β̆y(U ;y)

∣∣ 3
2 = 1 + ζ(U) (4.6.32)

with a y-independent function ζ(U). In order to fulfill (4.6.32) we define the functions

ζ(U) :=
( 1

2π

∫
T
λ(U ;y)−

2
3 dy
)− 3

2 − 1 , β̆(U ;y) := ∂−1
y

[(1 + ζ(U)

λ(U ;y)

) 2
3 − 1

]
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which belong to ΣFRK,0,2[r,N ]. By (4.6.32) and since ω(ξ) −
√
κ|ξ|

3
2 ∈ Γ̃

− 1
2

0 , the expression (4.6.31)
becomes

λ(U ;y)ω
(
ξ(1 + β̆y(U ;y))

)
=
√
κ|ξ|

3
2 (1 + ζ(U)) + λ(U ;y)ω− 1

2

(
ξ(1 + β̆y(U ;y))

)
= ω(ξ)(1 + ζ(U)) + a− 1

2

where a− 1
2

is a real valued symbol in ΣΓ
− 1

2
K,0,1[r,N ]. Note that we used that ω− 1

2

(
ξ(1+ β̆y(U ;y))

)
λ(U ;y)−

ω− 1
2
(ξ) is a symbol in ΣΓ

− 1
2

K,0,1[r,N ]. In conclusion (4.6.30) is

Ψ2(U)OpBWvec (−iλω(ξ))Ψ2(U)−1 = OpBWvec (−i(1 + ζ(U))ω(ξ)) + JcOpBW

(
A− 1

2

)
+R(U) (4.6.33)

where A− 1
2

is a diagonal matrix of symbols in ΣΓ
− 1

2
K,0,1[r,N ] ⊗M2(C) and R(U) is a diagonal matrix of

smoothing operators in ΣR−%+ 3
2

K,0,1 [r,N ]⊗M2(C).
We now compute the other terms in (4.6.29). Again by Theorem 3.27 of [27] (and Lemma A.4 of [29])

Ψ2(U)OpBWvec

(
−iV (2)ξ

)
Ψ2(U)−1 = OpBWvec

(
−iV̆ (U ;x)ξ

)
+R(U) (4.6.34)

where V̆ (U ;x) is a real function in ΣFRK,0,1[r,N ], and R(U) is a diagonal matrix of smoothing operators in
ΣR−%+1

K,0,1 [r,N ]⊗M2(C). In addition, again by Theorem 3.27 of [27]

Ψ2(U)
[γ

2
G(0)∂−1

x + JcOpBW

(
A

(4)
0

)]
Ψ2(U)−1 =

γ

2
G(0)∂−1

x + JcOpBW (A0) +R(U) (4.6.35)

where A0 is a real-to-real matrix of symbols in ΣΓ0
K,0,1[r,N ]⊗M2(C) and R(U) ∈ ΣR−%K,0,1[r,N ]. More-

over, by Lemma A.5 of [29]

(∂tΨ2(U)) ◦Ψ2(U)−1 = OpBWvec (−ig(U ; t,x)ξ) +R(U ; t) (4.6.36)

where g(U ; t,x) is a real function in ΣFRK,1,1[r,N ] and R(U ; t) is a matrix of real-to-real smoothing op-
erators in ΣR−%+1

K,1,1 [r,N ] ⊗M2(C). Finally Ψ2(U)R(U ; t)Ψ2(U)−1 in (4.6.29) is a matrix of real-to-real

smoothing operators in ΣR−%+2(N+1)
K,1,1 [r,N ]⊗M2(C), by Proposition 4.2.19.

In conclusion, by (4.6.33), (4.6.34), (4.6.35), (4.6.36), we deduce that system (4.6.29) has the form
(4.6.28) with V (3) := V̆ + g and A(5)

0 := A− 1
2

+ A0. Note that the para-differential operators of positive

order in (4.6.28) are linearly Hamiltonian, whereas JcOpBW (A
(5)
0 ) might not be. However the sum of

the operators in the first line of (4.6.29) and (∂tΨ2(U))Ψ2(U)−1 is a spectrally localized map which is
linearly Hamiltonian up to homogeneity N by Lemma 4.3.9, with a para-differential structure as in (4.3.66).
Then by Lemma 4.3.21 we can replace each homogeneous component of A(5)

0 with its symmetrized version
obtaining that JcOpBW (A

(5)
0 ) is linearly Hamiltonian up to homogeneity N , by adding another smoothing

operator.

4.6.4 Block-Diagonalization up to smoothing operators

The goal of this section is to block-diagonalize system (4.6.28) up to smoothing remainders.
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Lemma 4.6.8. Let N ∈ N0 and % > 2(N + 1). Then for any n ∈ N0 there is K ′ := K ′(n) ≥ 0 (one
can choose K ′ = n) such that for all K ≥ K ′ + 1 there are s0 > 0, r > 0 such that for any solution
U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real invertible matrix of spectrally localized maps Φn(U)

satisfying Φn(U)− Id ∈ ΣS0
K,K′,1[r,N ]⊗M2(C) and the following holds true:

(i) Boundedness: Each Φn(U) and its inverse are non–homogeneous maps in S0
K,K′,0[r]⊗M2(C);

(ii) Linear symplecticity: The map Φn(U) is linearly symplectic up to homogeneity N according to Defi-
nition 4.3.7;

(iii) Conjugation: If V2 solves (4.6.28) then Vn+2 := Φn(U)V2 solves

∂tVn+2 = OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V (3)(U ; t,x)ξ + a

(n)
0 (U ; t,x,ξ)

])
Vn+2

+ JcOpBW (A−n(U ; t,x,ξ))Vn+2 +R(U ; t)Vn+2

(4.6.37)

where

• the Fourier multiplier ω(ξ) is defined in (4.5.9), the x-independent real function ζ(U) ∈ ΣFRK,0,2[r,N ]

and the real function V (3)(U ; t,x) ∈ ΣFRK,1,1[r,N ] are defined in Lemma 4.6.7;

• a(n)
0 (U ; t,x,ξ) is a symbol in ΣΓ0

K,K′,1[r,N ] and Ima
(n)
0 (U ; t,x,ξ) belongs to Γ0

K,K′,N+1[r];

• The matrix of symbols A−n(U ; t,x,ξ) belongs to ΣΓ−nK,K′+1,1[r,N ]⊗M2(C) and JcOpBW (A−n) is
a linearly Hamiltonian operator up to homogeneity N ;

• R(U ; t) is a real-to-real matrix of smoothing operators in ΣR−%+2(N+1)
K,K′+1,1 [r,N ]⊗M2(C).

Proof. We prove the thesis by induction on n ∈ N0.
Case n = 0. It follows by (4.6.28) with a(0)

0 := 0, A0 := A
(5)
0 , K ′ = 0 and Φ0(U) := Id.

Case n; n+ 1. Suppose (4.6.37) holds. We perform a transformation to push the off diagonal part of
JcOpBW (A−n) to lower order. We write the real-to-real matrix JcA−n as

JcA−n = Jc

(
−ib
∨
−n −a∨−n

−a−n ib−n

)
=

[
ia−n b−n
b
∨
−n −ia∨−n

]
, a−n, b−n ∈ ΣΓ−nK,K′+1,1[r,N ] (4.6.38)

where, since JcOpBW (A−n) is linearly Hamiltonian up to homogeneity N , by (4.3.31) we have

Ima−n ∈ Γ−nK,K′+1,N+1[r] , b−n − b∨−n ∈ Γ−nK,K′+1,N+1[r] . (4.6.39)

Denote by ΦF (n)(U) := Φτ
F (n)(U ; t)|τ=1 the time 1-flow of{

∂τΦτ
F (n)(U) = OpBW

(
F (n)(U)

)
Φτ
F (n)(U)

Φ0
F (n)(U) = Id ,

F (n)(U) :=

[
0 f−n− 3

2

f
∨
−n− 3

2
0

]
, (4.6.40)

where, see (4.6.38),

f−n− 3
2
(U ; t,x,ξ) := − b−n(U ; t,x,ξ)

2iω(ξ)(1 + ζ(U))
∈ ΣΓ

−n− 3
2

K,K′+1,1[r,N ] . (4.6.41)

By (4.6.39), (4.6.41), the symbol f−n− 3
2
− f∨−n− 3

2

is in Γ
−n− 3

2
K,K′+1,N+1[r] and therefore OpBW

(
F (n)(U)

)
is

a linearly Hamiltonian operator up to homogeneity N . Lemma 4.3.16 implies that ΦF (n)(U) is invertible,
linearly symplectic up to homogeneity N and ΦF (n)(U)±1 − Id belong to ΣS0

K,K′+1,1[r,N ]⊗M2(C).
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If Vn+2 fulfills (4.6.37), the variable Vn+3 := ΦF (n)(U)Vn+2 solves

∂tVn+3 = ΦF (n)(U)

[
OpBWvec

(
d

(n)
3
2

)
+ JcOpBW (A−n)

]
ΦF (n)(U)−1Vn+3 (4.6.42)

+ (∂tΦF (n)(U))ΦF (n)(U)−1Vn+3 + ΦF (n)(U)R(U ; t)ΦF (n)(U)−1Vn+3 (4.6.43)

where, to shorten notation, we denoted

d
(n)
3
2

(U ; t,x,ξ) := −i
(

(1 + ζ(U))ω(ξ) +
γ

2

G(ξ)

ξ
+ V (3)(U ; t,x)ξ + a

(n)
0 (U ; t,x,ξ)

)
. (4.6.44)

We first expand (4.6.42). The Lie expansion formula (see e.g. Lemma A.1 of [29]) says that for any operator
M(U), setting Φ(U) := ΦF (n)(U), F := OpBW

(
F (n)(U)

)
and AdF[M ] := [F,M ], one has

Φ(U)M(U)(Φ(U))−1 = M +

L∑
q=1

1

q!
AdqF[M ] +

1

L!

∫ 1

0
(1− τ)LΦτ (U)AdL+1

F [M ](Φτ (U))−1dτ .

(4.6.45)
We apply this formula with L := L(%) ≥ (% − n)/(n + 3

2) (in this way the integral remainder above is a
smoothing operator inR−%K,K′+1,1[r,N ]⊗M2(C)), and by symbolic calculus in Proposition 4.2.14, (4.6.38),
(4.6.40), (4.6.41) and formula (4.6.3) we find

(4.6.42) = OpBWvec

(
d

(n)
3
2

+ ia−n

)
Vn+3

+ OpBW

 0
[
(d

(n)
3
2

)∨ − d
(n)
3
2

]
f−n− 3

2
+ b−n[

d
(n)
3
2

− (d
(n)
3
2

)∨
]
f
∨
−n− 3

2
+ b−n

∨
0

Vn+3

+ JcOpBW

(
A′−(n+1)

)
Vn+3 +R(U ; t)Vn+3 (4.6.46)

with a real-to-real matrix of symbols A′−(n+1) in ΣΓ−n−1
K,K′+1,1[r,N ] ⊗M2(C) and a matrix of smoothing

operators R(U ; t) in ΣR−%K,K′+1,1[r,N ] ⊗M2(C) (we also used Lemma 4.3.16 and Proposition 4.2.19 to

estimate the Taylor remainder in the Lie expansion formula). By (4.6.44), (4.6.41) and since a(n)
0 is of order

0, we have [
(d

(n)
3
2

)∨ − d
(n)
3
2

]
f−n− 3

2
+ b−n =: b−n− 3

2
∈ ΣΓ

−n− 3
2

K,K′+1,1[r,N ] . (4.6.47)

We pass to the first term in (4.6.43). Using the Lie expansion (cfr. Lemma A.1 of [29])

(∂tΦ(U))(Φ(U))−1 = ∂tF +

L∑
q=2

1

q!
Adq−1

F [∂tF]

+
1

L!

∫ 1

0
(1− τ)LΦτ (U)AdLF[∂tF](Φτ (U))−1dτ (4.6.48)

with the same L as above, the last bullets at the end of Section 4.2.1, Proposition 4.2.15-(iv) and (4.6.41)
we get

(∂tΦF (n)(U))ΦF (n)(U)−1 = JcOpBW (Q(U ; t,x,ξ)) +R(U ; t) (4.6.49)

with a real-to-real matrix of symbolsQ(U ; t,x,ξ) in ΣΓ
−n− 3

2
K,K′+2,1[r,N ]⊗M2(C) and a matrix of smoothing

operators R(U ; t) in ΣR−%K,K′+2,1[r,N ]⊗M2(C).
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Thanks to (i) and (ii) of Proposition 4.2.19, the operator ΦF (n)(U)R(U ; t)ΦF (n)(U)−1 in (4.6.43) is
a smoothing operator in ΣR−%+2(N+1)

K,K′+1,1 [r,N ] ⊗ M2(C) as well as R(U ; t). In conclusion, by (4.6.46),
(4.6.47), (4.6.49), the system in (4.6.42)–(4.6.43) has the form

∂tVn+3 = OpBWvec

(
d

(n)
3
2

+ ia−n

)
Vn+3 + JcOpBW (A−n−1)Vn+3 +R(U ; t)Vn+3 (4.6.50)

where the matrix of symbols A−n−1 in ΣΓ−n−1
K,K′+2,1[r,N ] ⊗ M2(C) is given by A−n−1 := A′−(n+1) +

Jc

[
0 b−n− 3

2

b
∨
−n− 3

2
0

]
+Q and R(U ; t) a matrix of smoothing operators in ΣR−%+2(N+1)

K,K′+2,1 [r,N ]⊗M2(C). By

Lemma 4.3.21, we replace each homogeneous component ofA−n−1 with its symmetrized version obtaining
that JcOpBW (A−n−1) is linearly Hamiltonian up to homogeneityN , by adding another smoothing operator.

In conclusion, by (4.6.44), system (4.6.50) has the form (4.6.37) at step n+1 with a(n+1)
0 := a

(n)
0 −a−n

and K ′(n + 1) := K ′(n) + 1. Note that the imaginary part Ima
(n+1)
0 is in Γ0

K,K′,N+1[r] by the inductive
assumption and (4.6.39).

Finally we define Φn+1(U) := ΦF (n)(U) ◦ Φn(U). The claimed properties of Φn(U) follow by the
analogous ones of each ΦF (n)(U) and Proposition 4.2.19.

For any % > 2(N + 1) we now choose in Lemma 4.6.8 a number of iterative steps n := n1(%) such that
n1 ≥ % − 2(N + 1), so that we can incorporate JcOpBW (A−n(U)) in the smoothing remainder R(U) in
ΣR−%+2(N+1)

K,K′+1,1 [r,N ]⊗M2(C). Thus, denoting Z := Vn+2, we write system (4.6.37) as

∂tZ = OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V (3)(U ; t,x)ξ + a0(U ; t,x,ξ)

])
Z +R(U ; t)Z (4.6.51)

where the symbol a0(U ; t,x,ξ) := a
(n1)
0 (U ; t,x,ξ) is given in (4.6.37) with n = n1(%). Thus a0(U ; t,x,ξ)

belongs to ΣΓ0
K,K′,1[r,N ] and its imaginary part Ima0(U ; t,x,ξ) in Γ0

K,K′,N+1[r] with K ′ = n1(%).

4.6.5 Reduction to constant coefficients up to smoothing operators

The goal of this section is to reduce the symbol in the para-differential operator in (4.6.51) to an x-
independent one, up to smoothing operators.

Lemma 4.6.9. Let N ∈ N0 and % > 3(N + 1). Then for any n ∈ N0 there is K ′′ := K ′′(%,n) > 0 (one
can choose K ′′ = K ′(n1(%)) + n) such that for all K ≥ K ′′ + 1 there are s0 > 0, r > 0 such that for
any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real invertible matrix of spectrally localized

maps Fn(U) satisfying Fn(U)− Id ∈ ΣS(N+1)/2
K,K′′,1 [r,N ]⊗M2(C) and the following holds true:

(i) Boundedness: Each Fn(U) and its inverse are non–homogeneous maps in S0
K,K′′,0[r]⊗M2(C);

(ii) Linear symplecticity: The map Fn(U) is linearly symplectic up to homogeneity N according to Defi-
nition 4.3.7.

(iii) Conjugation: If Z solves (4.6.51) then Zn := Fn(U)Z solves

∂tZn = OpBWvec

(
im

(n)
3
2

(U ; t,ξ) + ia−n
2
(U ; t,x,ξ)

)
Zn +R(U ; t)Zn (4.6.52)

with the x–independent symbol

m
(n)
3
2

(U ; t,ξ) := −
[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ + b 1

2
(U ; t)|ξ|

1
2

]
+ b

(n)
0 (U ; t,ξ) (4.6.53)

where
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• the x–independent function ζ(U) ∈ ΣFRK,0,2[r,N ] is defined in Lemma 4.6.7 and ω(ξ) in (4.5.9);

• the function V(U ; t) ∈ ΣFRK,1,2[r,N ] is x-independent;

• the function b 1
2
(U ; t) ∈ ΣFRK,2,2[r,N ] is x-independent;

• the symbol b(n)
0 (U ; t,ξ) ∈ ΣΓ0

K,K′′,2[r,N ] is x–independent and its imaginary part Imb
(n)
0 (U ; t,ξ) is

in Γ0
K,K′′,N+1[r];

• the symbol a−n
2
(U ; t,x,ξ) belongs to ΣΓ

−n
2

K,K′′+1,1[r,N ] and its imaginary part Ima−n
2
(U ; t,x,ξ) is

in Γ
−n

2
K,K′′+1,N+1[r];

• R(U ; t) is a real-to-real matrix of smoothing operators in ΣR−%+3(N+1)
K,K′′+1,1 [r,N ]⊗M2(C).

Proof. We transform the equation (4.6.51) for the variable Z.
Case n = 0. Reduction to constant coefficients of order 1. We first reduce to constant coefficients the
transport term of order 1 in (4.6.51). Let Φβ 1

2

(U) := Φτ
β 1

2

(U ; t)|τ=1 be the time 1-flow of

∂τΦτ
β 1

2

(U) = OpBWvec

(
−iβ 1

2
(U ; t,x)|ξ|

1
2

)
Φτ
β 1

2

(U), Φ0
β 1

2

(U) = Id ,

where β 1
2

is the real function in ΣFRK,1,1[r,N ] defined by

β 1
2
(U ; t,x) :=

2

3
√
κ(1 + ζ(U))

∂−1
x

[
V(U ; t)− V (3)(U ; t,x)

]
V(U ; t) :=

1

2π

∫
T
V (3)(U ; t,x)dx.

(4.6.54)

Note that the real x-independent function V(U ; t) is in ΣFRK,1,2[r,N ] thanks to Remark 4.2.2 (it could be
also directly verified that the linear component in U of the space average of V (3) vanishes).

By (4.3.22) the operator OpBWvec

(
−iβ 1

2
|ξ|

1
2

)
is linearly Hamiltonian. By Lemma 4.3.16, the flow

Φβ 1
2

(U) is a diagonal matrix of spectrally localized maps in S0
K,1,0[r] ⊗ M2(C) with its inverse, it is

linearly symplectic and Φβ 1
2

(U)±1 − Id belong to ΣS(N+1)/2
K,1,1 [r,N ]⊗M2(C).

If Z solves equation (4.6.51), then the variable Z̆ := Φβ 1
2

(U)Z satisfies

∂tZ̆ = Φβ 1
2

(U)OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V (3)ξ + a0

])
Φβ 1

2

(U)−1 Z̆

+ (∂tΦβ 1
2

(U))Φβ 1
2

(U)−1Z̆ + Φβ 1
2

(U)R(U ; t)Φβ 1
2

(U)−1Z̆ .

Using the Lie expansions in (4.6.45), (4.6.48) with Φ := Φβ 1
2

, F := OpBWvec

(
−iβ 1

2
|ξ|

1
2

)
, L := L(%) ≥

2(% + 1) (so the integral remainders in the Lie expansions are smoothing operators in R−%K,K′,1[r,N ] ⊗
M2(C)), Proposition 4.2.13 and (4.6.3) we obtain

∂tZ̆ = OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ

])
Z̆

+ OpBWvec

(
−i

[
V (3) +

3

2

√
κ(β 1

2
)x(1 + ζ(U))

]
ξ

)
Z̆ (4.6.55)

+ OpBWvec

(
−ib 1

2
(U ; t,x)|ξ|

1
2 − ia

(1)
0 (U ; t,x,ξ)

)
Z̆ +R′(U ; t)Z̆ + Φβ 1

2

(U)R(U ; t)Φβ 1
2

(U)−1Z̆
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where R′(U ; t) belongs to ΣR−%K,K′,1[r,N ]⊗M2(C) and

b 1
2
(U ; t,x) := −1

2
β 1

2
V (3)
x + (β 1

2
)xV

(3) − 3

4

√
κ(1 + ζ(U))

(
1

2
β 1

2
(β 1

2
)xx + (β 1

2
)2
x

)
+ ∂tβ 1

2
(4.6.56)

is a real valued function in ΣFRK,2,1[r,N ] (use also the last bullets at the end of Section 4.2.1 and Proposition

4.2.15-(iv)), and we collect in a(1)
0 (U ; t,x,ξ) all the symbols in ΣΓ0

K,K′,1[r,N ]. Finally by Proposition

4.2.19 we deduce that Φβ 1
2

(U)R(U ; t)Φβ 1
2

(U)−1 is in ΣR−%+3(N+1)
K,K′,1 [r,N ]⊗M2(C). By (4.6.54) the first

order term in (4.6.55) is constant coefficient, namely

V (3)(U ; t,x) +
3

2

√
κ(β 1

2
)x(U ; t,x)(1 + ζ(U)) = V(U ; t) ,

and (4.6.55) reduces to

∂tZ̆ = OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ + b 1

2
|ξ|

1
2 + a

(1)
0

])
Z̆ +R(U ; t)Z̆ . (4.6.57)

The para-differential operators of positive order in (4.6.57) are linearly Hamiltonian, whereas OpBW
vec(−ia

(1)
0 )

might not be. By the usual argument, we replace each homogeneous component of a(1)
0 with its symmetrized

version obtaining that OpBW
vec(−ia

(1)
0 ) is linearly Hamiltonian up to homogeneity N , by adding another

smoothing operator.
Reduction to constant coefficients of order 1

2 . The next step is to put to constant coefficients the symbol
−ib 1

2
|ξ|

1
2 in system (4.6.57). Let Φβ0(U) := Φτ

β0
(U ; t)|τ=1 be the time 1-flow of

∂τΦτ
β0

(U) = OpBWvec (iβ0(U ; t,x)signξ)Φτ
β0

(U), Φ0
β0

(U) = Id ,

where the real function β0 in ΣFRK,2,1[r,N ] is

β0(U ; t,x) =
2

3
√
κ(1 + ζ(U))

∂−1
x

(
b 1

2
(U ; t,x)− b 1

2
(U ; t)

)
,

b 1
2
(U ; t) :=

1

2π

∫
T
b 1

2
(U ; t,x)dx.

(4.6.58)

Note that the real x-independent function b 1
2
(U ; t) is in ΣFRK,2,2[r,N ] thanks to Remark 4.2.2 (it also

follows by (4.6.56) since its linear component in U comes from ∂tβ 1
2

which has zero average, see (4.6.54)).

By (4.3.22), the operator OpBWvec (iβ0 signξ) is linearly Hamiltonian. Hence by Lemma 4.3.16, Φβ0(U) is
a diagonal matrix of spectrally localized maps in S0

K,2,0[r]⊗M2(C) with its inverse, it is linearly symplectic
and Φβ0(U)±1 − Id belong to ΣS0

K,2,1[r,N ]⊗M2(C).

If Z̆ solves (4.6.57) then the variable Z0 := Φβ0(U)Z̆ solves

∂tZ0 = Φβ0(U)OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ

])
Φβ0(U)−1Z0

+ Φβ0(U) OpBWvec

(
−ib 1

2
|ξ|

1
2 − ia

(1)
0

)
Φβ0(U)−1Z0

+ (∂tΦβ0(U))Φ−1
β0

(U)Z0 + Φβ0(U)R(U ; t)Φβ0(U)−1Z0 .
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Using the Lie expansions in (4.6.45), (4.6.48) with Φ := Φβ0 , F := OpBWvec (iβ0sign(ξ)), L := L(%) large
enough so that the integral remainders in the Lie expansions are %-smoothing operators, and (4.6.3) we
obtain

∂tZ0 = OpBWvec

(
−i

[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ

])
Z0

+ OpBWvec

(
i

(
3

2

√
κ(β0)x(1 + ζ(U))− b 1

2

)
|ξ|

1
2 + ia

(2)
0

)
Z0 +R(U ; t)Z0

(4.6.59)

where a(2)
0 is a symbol in ΣΓ0

K,K′,1[r,N ] and R(U ; t) is a real-to-real matrix of smoothing operators in

ΣR−%+3(N+1)
K,K′,1 [r,N ]⊗M2(C). By (4.6.58) the symbol of order 1

2 in (4.6.59) is constant coefficient, namely

3

2

√
κ(β0)x(1 + ζ(U))− b 1

2
= −b 1

2
(U ; t) ,

and system (4.6.59) reduces to

∂tZ0 = OpBWvec

(
−i
[
(1 + ζ(U))ω(ξ) +

γ

2

G(ξ)

ξ
+ V(U ; t)ξ + b 1

2
(U ; t)|ξ|

1
2

]
+ ia

(2)
0

)
Z0

+R(U ; t)Z0 .

(4.6.60)

By Lemma 4.3.21, we replace each homogeneous component of OpBW
vec(ia

(2)
0 ) so that it becomes linearly

Hamiltonian up to homogeneity N , i.e. by (4.3.31), it results that Im a
(2)
0 belongs to ΣΓ0

K,K′,N+1[r,N ].

So far we have shown that (4.6.60) becomes (4.6.52) with n = 0, putting a0 := a
(2)
0 (which we consider

as a symbol in ΣΓ0
K,K′′+1,1[r,N ]) and b

(0)
0 := 0. We put F0(U) := Φβ0(U)Φβ 1

2

(U).

Case n; n+ 1. The proof is by induction on n. Suppose that Zn is a solution of system (4.6.52). Let
ΦFn(U) := Φτ

Fn
(U ; t)|τ=1 be the time 1-flow

∂τΦτ
Fn(U) = OpBWvec

(
iβ−n

2
− 1

2
(U ; t,x,ξ)

)
Φτ
Fn(U) , Φ0

Fn(U) = Id ,

where

β−n
2
− 1

2
(U ; t,x,ξ) := − 2signξ

3
√
κ(1 + ζ(U))|ξ|

1
2

∂−1
x

(
a−n

2
(U ; t,x,ξ)− a−n

2
(U ; t)

)
,

a−n
2
(U ; t) :=

1

2π

∫
T
a−n

2
(U ; t,x,ξ)dx.

(4.6.61)

By the inductive assumption, the symbol a−n
2

belongs to ΣΓ
−n

2
K,K′′+1,1[r,N ] and has imaginary part in

Γ
−n

2
K,K′′+1,N+1[r]. Then the x-independent symbol a−n

2
belongs to ΣΓ

−n
2

K,K′′+1,2[r,N ] thanks to Remark

4.2.2 and Ima−n
2
∈ Γ

−n
2

K,K′′+1,N+1[r]. It follows that the symbol β−n
2
− 1

2
belongs to ΣΓ

−n
2
− 1

2
K,K′′+1,1[r,N ] and

has imaginary part in Γ
−n

2
− 1

2
K,K′′+1,N+1[r].

Therefore by (4.3.31) the operator OpBW
vec(iβ−n

2
− 1

2
) is linearly Hamiltonian up to homogeneity N . By

Lemma 4.3.16, the flow ΦFn(U) is invertible, linearly symplectic up to homogeneityN and ΦFn(U)±1− Id
belong to ΣS0

K,K′′+1,1[r,N ]⊗M2(C).
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If Zn solves (4.6.52) then the variable Zn+1 := ΦFn(U)Zn solves

∂tZn+1 = ΦFn(U)OpBWvec

(
im

(n)
3
2

(U ; t,ξ) + ia−n
2

)
ΦFn(U)−1Zn+1

+ (∂tΦFn(U))ΦFn(U)−1Zn + ΦFn(U)R(U ; t)ΦFn(U)−1Zn+1 .

Using the Lie expansions in (4.6.45), (4.6.48) with Φ := ΦFn , F := OpBWvec

(
iβ−n

2
− 1

2

)
with (L := L(%)

large enough), the last bullets at the end of Section 4.2.1 and Proposition 4.2.15-(iv), (4.6.53), (4.6.3), we
obtain that

∂tZn+1 = OpBWvec

(
im

(n)
3
2

+ i

[
3

2

√
κ(β−n

2
− 1

2
)x(1 + ζ(U))|ξ|

1
2 signξ + a−n

2

])
Zn+1

+ OpBWvec

(
ia−n

2
− 1

2

)
Zn+1 +R(U ; t)Zn+1

(4.6.61)
= OpBWvec

(
im

(n)
3
2

+ ia−n
2

+ ia−n
2
− 1

2

)
Zn+1 +R(U ; t)Zn+1 (4.6.62)

where we collect in a−n
2
− 1

2
all the symbols in ΣΓ

−n
2
− 1

2
K,K′′+2,1[r,N ], and R(U ; t) is a smoothing opera-

tor in ΣR−%+3(N+1)
K,K′′+2,1 [r,N ] ⊗ M2(C). By Lemma 4.3.21, we replace each homogeneous component of

OpBW
vec(ia−n

2
− 1

2
) so that it is linearly Hamiltonian up to homogeneity N ; which, by (4.3.31), is equivalent to

assume that the imaginary part Ima−n
2
− 1

2
is a symbol in Γ

−n
2
− 1

2
K,K′′+2,N+1[r].

System (4.6.62) has the form (4.6.52) at step n + 1 with b
(n+1)
0 := b

(n)
0 + a−n

2
(hence m

(n+1)
3
2

:=

m
(n)
3
2

+ a−n
2

) and K ′′(n+ 1) := K ′′(n) + 1.

The thesis follows with Fn+1(U) := ΦFn(U)Fn(U). The proof of Lemma 4.6.9 is complete.

Proof of Proposition 4.6.1. We now choose in Lemma 4.6.9 a number n := n2(%) of iterative steps
satisfying n2(%) ≥ 2(%−3(N+1)) so that we incorporate OpBW

vec(ia−n2 ) in the smoothing remainderR(U ; t),

which belongs to ΣR−%+3(N+1)
K,K′′+1,1 [r,N ]⊗M2(C) withK ′′ = n1(%)+n2(%) ≥ 3%−8(N+1), with n1(%) fixed

above (4.6.51). Denoting W := Zn, system (4.6.52) has the form (4.6.1) with b0(U ; t,ξ) := −b(n2)
0 (U ; t,ξ)

in (4.6.2) and taking as K ′ := K ′′ + 1 = n1(%) + n2(%) + 1 (this proves Remark 4.6.3). The variable W
can be written as W = B(U ; t)U where

B(U ; t) := Fn2(U) ◦ Φn1(U) ◦Ψ2(U) ◦Ψ1(U) ◦ G(U)

and G(U) is the map of Lemma 4.6.4, Ψ1(U) is the map of Lemma 4.6.5, Ψ2(U) is the map of Lemma
4.6.7, Φn1(U) is the map of Lemma 4.6.8 with number of steps n1 := n1(%) and Fn2(U) is the map of
Lemma 4.6.9 with number of steps n2 := n2(%). Since

G(U)− Id , Ψ1(U)− Id ∈ ΣS0
K,0,1[r,N ]⊗M2(C) , Φn1(U)− Id ∈ ΣS0

K,K′,1[r,N ]⊗M2(C)

Ψ2(U)− Id ∈ ΣSN+1
K,0,2[r,N ]⊗M2(C) , Fn2(U)− Id ∈ ΣS(N+1)/2

K,K′′,1 [r,N ]⊗M2(C) ,

we deduce by Proposition 4.2.19 that B(U ; t) − Id is a real-to-real matrix of spectrally localized maps in

ΣS
3
2

(N+1)

K,K′−1,1
[r,N ]⊗M2(C). In addition B(U ; t) is a spectrally localized map in S0

K,K′−1,0
[r,N ]⊗M2(C)

with its inverse, as each map Fn2(U), Φn1(U), Ψ2(U), Ψ1(U), G(U) separately. Finally B(U ; t) is linearly
symplectic up to homogeneity N , being the composition of linearly symplectic maps up to homogeneity N .
This completes the proof of Proposition 4.6.1.
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4.7 Hamiltonian Birkhoff normal form

The main result of this section is Proposition 4.7.12 which transforms the water waves equations in Hamil-
tonian Birkhoff normal form. This is required to ensure that the life span of the solutions is of order ε−N−1

with N ∈ N. So from now on we take N ∈ N.
In Proposition 4.6.1 we have conjugated the water waves Hamiltonian system (4.5.37) into (4.6.1), by

applying the transformation W = B(U ; t)U which is just linearly symplectic up to homogeneity N . Thus
the transformed system (4.6.1) is not Hamiltonian anymore. The first goal of this section is to construct
a nearby transformation which is symplectic up to homogeneity N , according to Definition 4.3.11, thus
obtaining a Hamiltonian system up to homogeneity N , according to Definition 4.3.10.

4.7.1 Hamiltonian correction up to homogeneity N

We first prove the following abstract result, which is a direct consequence of Theorem 4.4.1.

Theorem 4.7.1. Let p,N ∈ N with p ≤ N , K,K ′ ∈ N0 with K ′ + 1 ≤ K, r > 0. Let Z = M0(U ; t)U
with M0(U ; t) ∈ M0

K,K′,0[r] ⊗M2(C) as in (4.3.35). Assume that Z(t) solves a Hamiltonian system up
to homogeneity N , according to Definition 4.3.10. Consider

Φ(Z) := B(Z; t)Z (4.7.1)

where

• B(Z; t)− Id is a matrix of spectrally localized maps in

B(Z; t)− Id ∈

{
ΣSK,K′,p[r,N ]⊗M2(C) if M0(U ; t) = Id ,

ΣSK,0,p[r̆,N ]⊗M2(C) , ∀r̆ > 0 otherwise .
(4.7.2)

• B(Z; t) is linearly symplectic up to homogeneity N , according to Definition 4.3.7.

Then there exists a real-to-real matrix of pluri–homogeneous smoothing operators R≤N (·) in ΣN
p R̃

−%
q ⊗

M2(C), for any % > 0, such that the non-linear map

Z+ :=
(
Id +R≤N (Φ(Z)

)
Φ(Z)

is symplectic up to homogeneity N (Definition 4.3.11) and thus Z+ solves a system which is Hamiltonian
up to homogeneity N .

Proof. We decompose B(Z; t) = B≤N (Z) + B>N (Z; t) where B≤N (Z) := P≤N [B(Z; t)]. Note that
B≤N (Z)− Id is in ΣN

p S̃q⊗M2(C) and B>N (Z; t) is in SK,K′,N+1[r]⊗M2(C). Since B(Z; t) is linearly
symplectic up to homogeneity N , its pluri-homogeneous component B≤N (Z) is linearly symplectic up to
homogeneity N as well. Then Theorem 4.4.1 applied to Φ≤N (Z) := B≤N (Z)Z implies the existence
of pluri-homogeneous smoothing operators R≤N (·) in ΣN

p R̃
−%
q ⊗ M2(C) for any % ≥ 0, such that the

nonlinear map DN (Z) :=
(
Id + R≤N (Φ≤N (Z))

)
Φ≤N (Z) is symplectic up to homogeneity N . We then

write
D(Z; t) :=

(
Id +R≤N (Φ(Z))

)
Φ(Z) = DN (Z) +M>N (Z; t)Z

where, using Proposition 4.2.15-(ii) and the first bullet after Definition 4.2.5,

M>N (Z; t) ∈

{
MK,K′,N+1[r]⊗M2(C) if M0(U ; t) = Id ,

MK,0,N+1[r̆]⊗M2(C) , ∀r̆ > 0 otherwise ,

showing that D(Z; t) is symplectic up to homogeneity N as well. Then Lemma 4.3.15 implies the thesis.
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The first application of Theorem 4.7.1 is to provide a symplectic correction of the map Φ(U) :=
B(U ; t)U of Proposition 4.6.1 and to conjugate the Hamiltonian system (4.5.37) into system (4.7.4), which
is Hamiltonian up to homogeneity N .

Proposition 4.7.2 (Hamiltonian reduction up to smoothing operators). Let N ∈ N and % > c(N) :=
3(N + 1) + 3

2(N + 1)3. Then for any K ≥ K ′ (fixed in Proposition 4.6.1) there is s0 > 0, r > 0, such
that for any solution U ∈ BK

s0,R(I;r) of (4.5.37), there exists a real-to-real matrix of pluri–homogeneous

smoothing operators R(U) in ΣN
1 R̃

−%′
q ⊗M2(C) for any %′ ≥ 0, such that defining

Z0 :=
(
Id +R(Φ(U))

)
Φ(U), Φ(U) := B(U ; t)U , (4.7.3)

where B(U ; t) is the real-to-real matrix of spectrally localized maps defined in Proposition 4.6.1, the fol-
lowing holds true:

(i) Symplecticity: The non-linear map in (4.7.3) is symplectic up to homogeneityN according to Definition
4.3.11.

(ii) Conjugation: the variable Z0 solves the Hamiltonian system up to homogeneity N (cfr. Definition
4.3.10)

∂tZ0 = −iΩ(D)Z0 + OpBWvec

(
−i(m 3

2
)≤N (Z0;ξ)− i(m 3

2
)>N (U ; t,ξ)

)
Z0

+R≤N (Z0)Z0 +R>N (U ; t)U
(4.7.4)

where

• Ω(D) is the diagonal matrix of Fourier multipliers defined in (4.5.10);

• (m 3
2
)≤N (Z0;ξ) is a real valued symbol, independent of x, in ΣN

2 Γ̃
3
2
q ;

• (m 3
2
)>N (U ; t,ξ) is a non–homogeneous symbol, independent of x, in Γ

3
2

K,K′,N+1
[r] with imaginary

part Im(m 3
2
)>N (U ; t,ξ) in Γ0

K,K′,N+1
[r];

• R≤N (Z0) is a real-to-real matrix of smoothing operators in ΣN
1 R̃

−%+c(N)
q ⊗M2(C);

• R>N (U ; t) is a real-to-real matrix of non–homogeneous smoothing operators in R−%+c(N)

K,K′,N+1
[r] ⊗

M2(C).

(iii) Boundedness: The variable Z0 = M0(U ; t)U with M0(U ; t) ∈M0
K,K′−1,0

[r]⊗M2(C) and for any

s ≥ s0, for all 0 < r < r0(s) small enough, for any U ∈ BK
s0(I;r)∩CK∗R(I;Ḣs(T,C2)), there is a constant

C := Cs,K > 0 such that, for all k = 0, . . . ,K −K ′,

C−1‖U‖k,s ≤ ‖Z0‖k,s ≤ C‖U‖k,s . (4.7.5)

Proof. We construct the symplectic corrector to the map W := Φ(U) = B(U ; t)U of Proposition 4.6.1
by Theorem 4.7.1. Let us check its assumptions. By Lemma 4.5.5, the function U solves the Hamiltonian

system (4.5.37). By Proposition 4.6.1, B(U ; t) − Id is a spectrally localized map in ΣS
3
2

(N+1)

K,K′−1,1
[r,N ] ⊗

M2(C) and B(U ; t) is linearly symplectic up to homogeneityN . So Theorem 4.7.1 (in the case M0(U ; t) =

Id) implies the existence of a matrix of pluri–homogeneous smoothing operators R(W ) in ΣN
1 R̃

−%′
q ⊗

M2(C), for any %′ ≥ 0, such that the variable

Z0 := (Id +R(Φ(U)))Φ(U) = (Id +R(W ))W (4.7.6)
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solves a system which is Hamiltonian up to homogeneity N . We now prove that such system has the form
(4.7.4). We will compute it by transforming system (4.6.1) solved by W (t) under the change of variable
Z0 := (Id+R(W ))W , exploiting thatR(W ) is a pluri-homogeneous smoothing operator. We first substitute
the variable U with the variableW in the homogeneous components up to degreeN of both the symbols and
the smoothing operator in (4.6.1). We first use Lemma A.0.1 (with M0(U ; t) = Id and p = 1) to construct
an approximate inverse of W = Φ(U), getting

U = Ψ≤N (W ) +M>N (U ; t)U , Ψ≤N (W ) = W + S̆≤N (W )W , (4.7.7)

where S̆≤N (W ) ∈ ΣN
1 S̃

3
2

(N+1)N
q ⊗M2(C) and M>N (U ; t) is a matrix of operators inM

3
2

(N+1)2

K,K′,N+1
[r] ⊗

M2(C). Next we substitute (4.7.7) in the homogeneous components of order ≤ N in system (4.6.1) of

OpBWvec

(
im 3

2
(U ; t,ξ)

)
= OpBWvec

(
i(m 3

2
)≤N (U) + i(m 3

2
)>N (U ; t,ξ)

)
, R(U ; t) = R≤N (U) +R>N (U ; t) ,

and substitute W = B(U ; t)U in the term R>N (U ; t)W . By (4.6.1), (4.6.2), Lemma A.0.2 (with Z ; U ,
m′ ; 3

2 , m; 3
2(N + 1)2 and %; %− 3(N + 1)) and Proposition 4.2.15 (i) we obtain

∂tW = −iΩ(D)W + OpBWvec

(
−i(m̃ 3

2
)≤N (W ;ξ)− i(m̃ 3

2
)>N (U ; t,ξ)

)
W

+ R̃≤N (W )W + R̃>N (U ; t)U
(4.7.8)

where
• (m̃ 3

2
)≤N (W ;ξ) is a real valued symbol, independent of x, in ΣN

2 Γ̃
3
2
q ;

• (m̃ 3
2
)>N (U ; t,ξ) is a non–homogeneous symbol, independent of x, in Γ

3
2

K,K′,N+1
[r] given by the sum

of the old non-homogeneous symbol P≥N+1(−m 3
2
(U ; t,ξ)) in (4.6.1)-(4.6.2) and a purely real correction

coming from formula (A.0.7) (cfr. a+
>N ) hence its imaginary part Im(m̃ 3

2
)>N (U ; t,ξ) is in Γ0

K,K′,N+1
[r];

• R̃≤N (W ) is a matrix of pluri-homogeneous smoothing operators in ΣN
1 R̃

−%+c(N)
q ⊗M2(C) with c(N) =

3(N + 1) + 3
2(N + 1)3;

• R̃>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+c(N)

K,K′,N+1
[r]⊗M2(C).

We finally conjugate system (4.7.8) under the change of variable Z0 = W +R(W )W defined in (4.7.6).
Note that system (4.7.8) fulfills Assumption (A) at page 215 with p ; 1, with W (t) replacing Z(t),
M0(U ; t) ; B(U ; t) and % ; % − c(N). Then we apply Lemma A.0.5 with the smoothing perturbation
of the identity defined in (4.7.6) (choosing also %′ := % + 3

2 ) and we deduce that Z(t) satisfies system
(4.7.4). Item (iii) follows from (4.7.3), the fact that B(U ; t) ∈ S0

K,K′−1,0
[r] ⊗M2(C) (Proposition 4.6.1

(i)), the fact that Id + R(Z) ∈ M0
K,0,0[r̆] ⊗M2(C) for any r̆ > 0 (by Lemma 4.2.8 and since R(Z) is

pluri-homogeneous) and by Proposition 4.2.15 items (iii) (with K ′ ; K ′ − 1) and (i). Finally estimate
(4.7.5) follows combining also (4.2.40) and the estimate below (4.2.72) for B(U ; t) and B(U ; t)−1.

4.7.2 Super action preserving symbols and Hamiltonians

In this section we define the special class of “super–action preserving” SAP homogeneous symbols and
Hamiltonians which will appear in the Birkhoff normal form reduction of the next Section 4.7.3.

Definition 4.7.3. (SAP multi-index) A multi-index (α,β) ∈ NZ\{0}0 × NZ\{0}0 is super action preserving if

αn + α−n = βn + β−n , ∀n ∈ N . (4.7.9)
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A super action preserving multi-index (α,β) satisfies |α| = |β| where |α| :=
∑

j∈Z\{0}αj . If a multi-

index (α,β) ∈ NZ\{0}0 × NZ\{0}0 is not super action preserving, then the set

N(α,β) :=
{
n ∈ N : αn + α−n − βn − β−n 6= 0

}
(4.7.10)

is not empty and, since N(α,β) ⊂ {n ∈ N : αn + α−n + βn + β−n 6= 0}, its cardinality satisfies

|N(α,β)| ≤ |α+ β| = |α|+ |β| . (4.7.11)

Definition 4.7.4. (SAP monomial) Let p ∈ N. Given (~,~σ) = (ja,σa)a=1,...,p ∈ (Z \ {0})p × {±}p we
define the multi-index (α,β) ∈ NZ\{0}0 × NZ\{0}0 with components, for any k ∈ Z \ {0},

αk(~,~σ) := #
{
a = 1, . . . ,p : (ja,σa) = (k,+)

}
,

βk(~,~σ) := #
{
a = 1, . . . ,p : (ja,σa) = (k,−)

}
.

(4.7.12)

We say that a monomial of the form z~σ~ = zσ1
j1
. . .z

σp
jp

is super-action preserving if the associated multi-index
(α,β) = (α(~,~σ),β(~,~σ)) is super-action preserving according to Definition 4.7.3.

We now introduce the subset Sp of the indexes of Tp defined in (4.2.10) composed by super-action
preserving indexes

Sp :=
{

(~,~σ) ∈ Tp : (α(~,~σ),β(~,~σ)) ∈ NZ\{0}0 × NZ\{0}0 in (4.7.12) are super action preserving
}
.

(4.7.13)
We remark that the multi-index (α,β) associated to (~,~σ) ∈ (Z \ {0} × {±})p as in (4.7.12) satisfies
|α+ β| = p and

z~σ~ = zαzβ :=
∏

j∈Z\{0}

z
αj
j zj

βj =
∏
n∈N

zαnn z
α−n
−n zn

βnz−n
β−n . (4.7.14)

It turns out

~σ · Ω~ (κ) = σ1Ωj1(κ) + · · ·+ σpΩjp(κ) = (α− β) · ~Ω(κ) =
∑

k∈Z\{0}

(αk − βk)Ωk(κ) , (4.7.15)

where we denote
~Ω(κ) := {Ωj(κ)}j∈Z\{0}, Ω~ (κ) := (Ωj1(κ), . . . ,Ωjp(κ)) . (4.7.16)

Remark 4.7.5. In view of (4.7.14) and (4.7.9) a super action monomial has either the integrable form
|zj1 |2 . . . |zjm |2 or the one described in (4.1.14) (with not necessarily distinct indexes j1, . . . , jm).

Remark 4.7.6. If the monomial z~σ~ is super–action preserving then, for any j ∈ Z \ {0}, the monomial
z~σ~ zjzj is super-action preserving as well.

For any n ∈ N we define the super action

Jn := |zn|2 + |z−n|2 . (4.7.17)

Lemma 4.7.7. The Poisson bracket between a monomial z~σ~ and a super-action Jn, n ∈ N, defined in
(4.7.17), is

{z~σ~ ,Jn} = i
(
βn + β−n − αn − α−n

)
z~σ~ , (4.7.18)

where (α,β) = (α(~,~σ),β(~,~σ)) is the multi-index defined in (4.7.12). In particular a super action preserv-
ing monomial z~σ~ (according to Definition 4.7.4) Poisson commutes with any super action Jn, n ∈ N.
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Proof. We write the monomial z~σ~ = zαzβ as in (4.7.14). Then, for any n ∈ N and j,k ∈ Z \ {0}, one has

∂zj (z
~σ
~ ) = αjz

αj−1
j zj

βj
∏
k 6=j

zαkk zk
βk , ∂zj (z

~σ
~ ) = βjz

αj
j zj

βj−1
∏
k 6=j

zαkk zk
βk ,

∂zjJn =

{
zj j = ±n
0 j 6= ±n,

∂zjJn =

{
zj j = ±n
0 j 6= ±n.

(4.7.19)

Then by (4.3.29) and (4.7.19) we deduce (4.7.18).

We now define a super action preserving Hamiltonian.

Definition 4.7.8. (SAP Hamiltonian) Let p ∈ N0. A (p+ 2)–homogeneous super action preserving Hamil-
tonian H(SAP)

p+2 (Z) is a real function of the form

H
(SAP)
p+2 (Z) =

1

p+ 2

∑
(~p+2,~σp+2)∈Sp+2

H
~σp+2

~p+2
z
~σp+2

~p+2

where Sp+2 is defined as in (4.7.13). A pluri-homogeneous super action preserving Hamiltonian is a finite
sum of homogeneous super action preserving Hamiltonians. A Hamiltonian vector field is super action
preserving if it is generated by a super action preserving Hamiltonian.

We now define a super action preserving symbol.

Definition 4.7.9. (SAP symbol) Let p ∈ N0 and m ∈ R. For p ≥ 1 a real valued, p–homogeneous super
action preserving symbol of order m is a symbol m(SAP)

p (Z;ξ) in Γ̃mp , independent of x, of the form

m(SAP)
p (Z;ξ) =

∑
(~p,~σp)∈Sp

M
~σp
~p

(ξ)z
~σp
~p
. (4.7.20)

For p = 0 we say that any symbol in Γ̃m0 is super action preserving. A pluri-homogeneous super action
preserving symbol is a finite sum of homogeneous super action preserving symbols.

Remark 4.7.10. A super action preserving symbol has even degree p of homogeneity. Indeed, if z~σp~p is
super- action preserving then (α,β) defined in (4.7.12) satisfies |α| = |β| and p = |α+ β| = 2|α| is even.

Given a super action preserving symbol we associate a super action preserving Hamiltonian according
to the following lemma.

Lemma 4.7.11. Let p ∈ N0, m ∈ R. If (m(SAP))p(Z;ξ) is a p–homogeneous super action preserving symbol
in Γ̃mp according to Definition 4.7.9 then

H
(SAP)
p+2 (Z) := Re

〈
OpBW

(
(m(SAP))p(Z;ξ)

)
z,z
〉
L̇2
r

is a (p+ 2)–homogeneous super action preserving Hamiltonian according to Definition 4.7.8.

Proof. By the expression (4.7.20) and (4.2.23) we have∫
T

OpBW

(
m(SAP)
p (Z;ξ)

)
Π⊥0 z ·Π⊥0 zdx =

∑
j∈Z\{0}

∑
(~p,~σp)∈Sp

χp(~p, j)M
~σp
~p

(j)z
~σp
~p
zjzj

where Sp is defined in (4.7.13). Then Remark 4.7.6 implies the thesis. For p = 0 the HamiltonianH(SAP)
2 (Z)

is a series of integrable monomials zjzj . The proof of the lemma is complete.
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4.7.3 Birkhoff normal form reduction

In this section we finally transform system (4.7.4) into its Hamiltonian Birkhoff normal form, up to homo-
geneity N .

Proposition 4.7.12. (Hamiltonian Birkhoff normal form) Let N ∈ N. Assume that, for any value of the
gravity g > 0, vorticity γ ∈ R and depth h ∈ (0,+∞], the surface tension coefficient κ is outside the zero
measure set K ⊂ (0,+∞) defined in Theorem B.0.1.

Then there exists % (depending on N ) such that, for any % ≥ %, for any K ≥ K ′(%) (defined in Propo-
sition 4.6.1), there exists s0 > 0 such that, for any s ≥ s0 there is r0 := r0(s) > 0 such that for all
0 < r < r0(s) small enough, and any solution U ∈ BK

s0
(I;r) ∩ CK∗R(I;Ḣs(T;C2)) of the water waves

system (4.5.37), there exists a non–linear map Fnf(Z0) such that:

(i) Simpleticity: Fnf(Z0) is symplectic up to homogeneity N (Definition 4.3.11);

(ii) Conjugation: If Z0 solves the system (4.7.4) then the variable Z := Fnf(Z0) solves the Hamiltonian
system up to homogeneity N (cfr. Definition 4.3.10)

∂tZ = −iΩ(D)Z + Jc∇H(SAP)
3
2

(Z) + Jc∇H(SAP)
−% (Z)

+ OpBWvec

(
−i(m 3

2
)>N (U ; t,ξ)

)
Z +R>N (U ; t)U

(4.7.21)

where

• H(SAP)
3
2

(Z) is the super action preserving Hamiltonian

Re
〈

OpBW

(
(m

(SAP)
3
2

)≤N (Z;ξ)

)
z,z
〉
L̇2
r

with a pluri homogeneous super action preserving symbol (m
(SAP)
3
2

)≤N (Z;ξ) in ΣN
2 Γ̃

3
2
q , according to

Definition 4.7.9;

• Jc∇H(SAP)
−% (Z) is a super action preserving, Hamiltonian, smoothing vector field in ΣN+1

3 X̃
−%+%
q (see

Definitions 4.2.25 and 4.7.8);

• (m 3
2
)>N (U ; t,ξ) is a non–homogeneous symbol in Γ

3
2

K,K′,N+1
[r] with imaginary part Im(m 3

2
)>N (U ; t,ξ)

in Γ0
K,K′,N+1

[r];

• R>N (U ; t) is a real-to-real matrix of non–homogeneous smoothing operators in R−%+%

K,K′,N+1
[r] ⊗

M2(C).

(iii) Boundedness: there exists C := Cs,K > 0 such that for all 0 ≤ k ≤ K and any Z0 ∈ BK
s0

(I;r) ∩
CK∗R(I;Ḣs(T,C2)) one has

C−1‖Z0‖k,s ≤ ‖Fnf(Z0)‖k,s ≤ C‖Z0‖k,s . (4.7.22)

and
C−1‖U(t)‖Ḣs ≤ ‖Z(t)‖Ḣs ≤ C‖U(t)‖Ḣs , ∀t ∈ I . (4.7.23)
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Proof. We divide the proof in N steps. At the p-th step, 1 ≤ p ≤ N , we reduce the p–homogeneous
component of the Hamiltonian vector field which appears in the equation to its super action preserving part,
up to higher homogeneity terms.
Step 1: Elimination of the quadratic smoothing remainder in equation (4.7.4).

The x-independent symbol (m 3
2
)≤N (Z0;ξ) in (4.7.4) belongs to ΣN

2 Γ̃
3
2
q and the only quadratic component

of the vector field in (4.7.4) is R1(Z0)Z0 where

R1(Z0) := P1[R≤N (Z0)] ∈ R̃−%+c(N)
1 ⊗M2(C) . (4.7.24)

Since system (4.7.4) is Hamiltonian up to homogeneity N , R1(Z0)Z0 is a Hamiltonian vector field in
X̃
−%+c(N)
2 that we expand in Fourier coordinates as in (4.2.122)(

R1(Z0)Z0

)σ
k

=
∑

(j1,j2,k,σ1,σ2,−σ)∈T3

Xσ1,σ2,σ
j1,j2,k

(z0)σ1
j1

(z0)σ2
j2
. (4.7.25)

In order to remove R1(Z0)Z0 from equation (4.7.4) we perform the change of variable Z1 = F
(1)
≤N (Z0)

where F(1)
≤N (Z0) is the time 1-approximate flow, given by Lemma 4.2.28, generated by the smoothing vector

field (
G1(Z0)Z0

)σ
k

=
∑

(j1,j2,k,σ1,σ2,−σ)∈T3

Gσ1,σ2,σ
j1,j2,k

(z0)σ1
j1

(z0)σ2
j2

(4.7.26)

with

Gσ1,σ2,σ
j1,j2,k

:=


0 if (j1, j2,k,σ1,σ2,−σ) /∈ T3

Xσ1,σ2,σ
j1,j2,k

i
(
σ1Ωj1(κ) + σ2Ωj2(κ)− σΩk(κ)

) if (j1, j2,k,σ1,σ2,−σ) ∈ T3 .
(4.7.27)

Lemma 4.7.13. Let κ ∈ (0,+∞) \K. Then the vector field G1(Z0)Z0 in (4.7.26), (4.7.27) is a well defined
Hamiltonian vector field in X̃−%

′

2 with %′ := %− c(N)− τ and where τ is defined in Theorem B.0.1.

Proof. We claim that for any κ ∈ (0,+∞) \ K there exist τ,ν > 0 such that

|σ1Ωj1(κ) + σ2Ωj2(κ)− σΩk(κ)| > ν

max{|j1|, |j2|, |k|}τ
, ∀(j1, j2,k,σ1,σ2,−σ) ∈ T3 . (4.7.28)

Indeed, to any (j1, j2,k,σ1,σ2,−σ) we associate the multi–index (α,β) as in (4.7.12) whose length is
|α+β| = 3 and satisfies σ1Ωj1(κ)+σ2Ωj2(κ)−σΩk(κ) = (α−β) · ~Ω(κ) by (4.7.15). Having length 3, by
Remark 4.7.10, the multi-index (α,β) is not super–action preserving and therefore Theorem B.0.1 implies
(4.7.28). In view of (4.7.28) the coefficients in (4.7.27) are well defined.

Next we show that G1(Z0)Z0 is a vector field in X̃−%
′

2 . As R1(Z0)Z0 belongs to X̃
−%+c(N)
2 , by Lemma

4.2.26 the coefficients Xσ1,σ2,σ
j1,j2,k

in (4.7.25) satisfy the symmetric and reality properties (4.2.124), (4.2.125)
and the estimate: for some µ ≥ 0, C > 0,

|Xσ1,σ2,σ
j1,j2,k

| ≤ C max2{|j1|, |j2|}µ

max{|j1|, |j2|}%−c(N)
, ∀(j1, j2,k,σ1,σ2,−σ) ∈ T3 . (4.7.29)

Hence also the coefficients Gσ1,σ2,σ
j1,j2,k

in (4.7.27) fulfill the symmetric, reality properties (4.2.124), (4.2.125)
as well as Xσ1,σ2,σ

j1,j2,k
. Moreover, using (4.7.29), (4.7.28) and the momentum relation σk = σ1j1 + σ2j2, they

also satisfy

|Gσ1,σ2,σ
j1,j2,k

| ≤ C max2{|j1|, |j2|}µ

max{|j1|, |j2|}%−c(N)−τ
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for a new constant C > 0 (depending on ν). Then Lemma 4.2.26 implies that G1(Z0)Z0 belongs to X̃−%
′

2

with %′ := %− c(N)− τ .
Finally we show that G1(Z0)Z0 is Hamiltonian. Recall that R1(Z0)Z0 in (4.7.25) is a Hamiltonian

vector field whose Hamiltonian function HR1(Z0) is, thanks to Lemma 4.3.5,

HR1(Z0) = 1
3

∑
(j1,j2,j3,σ1,σ2,σ3)∈T3

[HR1 ]σ1,σ2,σ3
j1,j2,j3

(z0)σ1
j1

(z0)σ2
j2

(z0)σ3
j3
, [HR1 ]σ1,σ2,σ3

j1,j2,j3
:= −iσ3X

σ1,σ2,−σ3
j1,j2,j3

.

(4.7.30)
Then the coefficients defined for σ1j1 + σ2j2 + σ3j3 = 0 by

[HG1 ]σ1,σ2,σ3
j1,j2,j3

:= −iσ3G
σ1,σ2,−σ3
j1,j2,j3

(4.7.27),(4.7.30)
=

[HR1 ]σ1,σ2,σ3
j1,j2,j3

i
(
σ1Ωj1(κ) + σ2Ωj2(κ) + σ3Ωj3(κ)

) (4.7.31)

satisfy the symmetric, reality properties (4.2.135), (4.2.134) as well as the coefficients [HR1 ]σ1,σ2,σ
j1,j2,j3

. Then
Lemma 4.3.5 implies thatG1(Z0)Z0 is the Hamiltonian vector field generated by the HamiltonianHG1 with
coefficients defined in (4.7.31).

We now conjugate system (4.7.4) by the approximate time 1-flow F
(1)
≤N (Z0) generated by G1(Z)Z pro-

vided by Lemma 4.2.28, which has the form

Z1 := F
(1)
≤N (Z0) = Z0 + F≤N (Z0)Z0 , F≤N (Z0) ∈ ΣN

1 R̃−%
′

q ⊗M2(C) . (4.7.32)

Since G1(Z)Z is a Hamiltonian vector field, by Lemma 4.3.14 the approximate flow F
(1)
≤N is symplectic up

to homogeneity N . Applying Lemma 4.3.15 (with Z ; Z0, W ; Z1 and M0(U ; t) ∈ M0
K,K′−1,0

[r] ⊗
M2(C)), we obtain that the variable Z1 solves a system which is Hamiltonian up to homogeneity N . We
compute it using Lemma A.0.5. Its assumption (A) at page 215 holds since Z0 solves (4.7.4) (with a≤N =
−(m 3

2
)≤N ,K ′ = K ′ and %; %−c(N)). Then Lemma A.0.5 (withW ; Z1, p = 1 and %′ = %−c(N)−τ )

implies that the variable Z1 solves

∂tZ1 = −iΩ(D)Z1 + OpBWvec

(
−i(m 3

2
)+
≤N (Z1;ξ)− i(m 3

2
)+
>N (U ; t,ξ)

)
Z1

+ [R1(Z1) +G+
1 (Z1)]Z1 +R+

≥2(Z1)Z1 +R+
>N (U ; t)U

(4.7.33)

where
• (m 3

2
)+
≤N (Z1;ξ) is a real valued symbol, independent of x, in ΣN

2 Γ̃
3
2
q ;

• (m 3
2
)+
>N (U ; t,ξ) is a non-homogeneous real valued symbol, independent of x, in Γ

3
2

K,K′,N+1
[r] with imag-

inary part Im(m 3
2
)>N (U ; t,ξ) in Γ0

K,K′,N+1
[r];

• R1(Z1) is defined in (4.7.24) and G+
1 (Z1)Z1 ∈ X̃

−%′+ 3
2

2 has Fourier expansion, by (A.0.51) and (4.7.26),

(G+
1 (Z1)Z1)σk =

∑
(j1,j2,k,σ1,σ2,−σ)∈T3

−i
(
σ1Ωj1(κ) + σ2Ωj2(κ)− σΩk(κ)

)
Gσ1,σ2,σ
j1,j2,k

(z1)σ1
j1

(z1)σ2
j2

; (4.7.34)

• R+
≥2(Z1) is a matrix of pluri-homogeneous smoothing operators in ΣN

2 R̃
−%+%(2)
q ⊗M2(C) where

%(2) := c(N) + τ + 3
2 ; (4.7.35)

• R+
>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+%(2)

K,K′,N+1
[r]⊗M2(C).
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By (4.7.25), (4.7.34), (4.7.27) we have

R1(Z1)Z1 +G+
1 (Z1)Z1 = 0 . (4.7.36)

Step p ≥ 2: We claim the following inductive statements hold true. Let Z0 solve (4.7.4). Then for any p ≥ 2

(S0)p There is a transformation F (p−1)
≤N (Z0), symplectic up to homogeneity N , fulfilling (iii) of Proposition

4.7.12 (with C = 2 × 8p−2 in (4.7.22)) such that the variable Zp−1 = F (p−1)
≤N (Z0) has the form Zp−1 =

M
(p−1)
0 (U ; t)U with M

(p−1)
0 (U ; t) ∈M0

K,K′−1,0
[r]⊗M2(C) and solves the system

∂tZp−1 = −iΩ(D)Zp−1 + Jc∇
(
H

(SAP)
3
2

)
≤p+1

(Zp−1) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(Zp−1)

+ OpBWvec

(
−i(m 3

2
)p(Zp−1;ξ)− i(m 3

2
)≥p+1(Zp−1;ξ)

)
Zp−1 +R≥p(Zp−1)Zp−1

+ OpBWvec

(
−i(m 3

2
)>N (U ; t,ξ)

)
Zp−1 +R>N (U ; t)U (4.7.37)

where
(S1)p

(
H

(SAP)
3
2

)
≤p+1

(Zp−1) is the real valued Hamiltonian

(
H

(SAP)
3
2

)
≤p+1

(Zp−1) := Re
〈

OpBW

(
(m

(SAP)
3
2

)≤p−1(Zp−1;ξ)

)
zp−1,zp−1

〉
L̇2
r

(4.7.38)

with a super action preserving symbol (m
(SAP)
3
2

)≤p−1(Zp−1;ξ) in Σp−1
2 Γ̃

3
2
q (see Definition 4.7.9); its Hamil-

tonian vector field is given by

Jc∇
(
H

(SAP)
3
2

)
≤p+1

(Zp−1) = OpBWvec

(
−i(m

(SAP)
3
2

)≤p−1(Zp−1;ξ)

)
Zp−1 +R≤p−1(Zp−1)Zp−1 (4.7.39)

with R≤p−1(Zp−1) ∈ Σp−1
2 R̃−%

′
q ⊗M2(C) for any %′ > 0 (see Lemma 4.3.19).

(S2)p Jc∇
(
H

(SAP)
−%

)
≤p+1

(Zp−1) is a super action preserving, Hamiltonian, smoothing vector field in Σp
3X̃
−%+%(p)
q ,

where
%(1) := c(N) , %(p) := %(p− 1) + τ + 3

2 , p ≥ 2 ; (4.7.40)

(S3)p (m 3
2
)p(Zp−1;ξ) and (m 3

2
)≥p+1(Zp−1;ξ) are real valued symbols, independent of x, respectively in Γ̃

3
2
p

and ΣN
p+1Γ̃

3
2
q ;

(S4)p R≥p(Zp−1) is a smoothing operator in ΣN
p R̃

−%+%(p)
q ⊗M2(C);

(S5)p (m 3
2
)>N (U ; t,ξ) is a non–homogeneous symbol in Γ

3
2

K,K′,N+1
[r] with imaginary part Im(m 3

2
)>N (U ; t,ξ)

in Γ0
K,K′,N+1

[r];

(S6)p R>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+%(p)

K,K′,N+1
[r]⊗M2(C);

(S7)p the system (4.7.37) is Hamiltonian up to homogeneity N .

Note that for p = N + 1, system (4.7.37) has the claimed form in (4.7.21) with Z ≡ ZN , Hamiltonians
H

(SAP)
3
2

:=
(
H

(SAP)
3
2

)
≤N+2

, H(SAP)
−% :=

(
H

(SAP)
−%

)
≤N+2

and % := %(N + 1), thus proving Proposition 4.7.12.

We now prove the inductive statements (S0)p-(S7)p.
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Initialization: case p = 2. We set F (1)
≤N := F

(1)
≤N defined in (4.7.32) which is symplectic up to homo-

geneity N . Thanks to (4.2.40), the non–linear map F (1)
≤N satisfies (iii) of Proposition 4.7.12. The system

(4.7.33) with R1(Z1)Z1 + G+
1 (Z1)Z1 = 0 is (4.7.37) with Hamiltonians

(
H

(SAP)
3
2

)
≤3

=
(
H

(SAP)
−%

)
≤3

= 0,

and symbols (m 3
2
)2 = P2[(m 3

2
)+
≤N ], (m 3

2
)≥3 = P≥3[(m 3

2
)+
≤N ] and (m 3

2
)>N = (m 3

2
)+
>N . Furthermore

Z1 = M
(1)
0 (U ; t)U with M

(1)
0 (U ; t) ∈ M0

K,K′−1,0
[r] ⊗M2(C) because the map in (4.7.32) has the form

F
(1)
≤N (Z0) = M̆0(Z0)Z0 with M̆0(Z0) ∈ M0

K,0,0[r] ⊗M2(C) thanks to Lemma 4.2.8, Proposition 4.7.2-
(iii) and Proposition 4.2.15 (iii) (with K ′ ; K ′ − 1). Thus (S0)2-(S7)2 are satisfied.

Iteration: reduction of the p–homogenous symbol. Suppose (S0)p-(S7)p hold true. The goal of this step

is to reduce the real valued, x-independent, p-homogenous symbol −i(m 3
2
)p(Zp−1;ξ) ∈ Γ̃

3
2
p in (4.7.37). We

Fourier expand as in (4.2.19)

(m 3
2
)p(Zp−1;ξ) =

∑
(~p,~σp)∈Tp

m
~σp
~p

(ξ)(zp−1)
~σp
~p
, m

−~σp
~p

(ξ) = m
~σp
~p

(ξ) . (4.7.41)

to its super action preserving normal form. We conjugate (4.7.37) under the change of variable

W := Φp(Zp−1) := G1
gp(Zp−1)Zp−1 (4.7.42)

where G1
gp(Zp−1) is the time 1-linear flow generated by OpBWvec (igp) as in (4.3.56), where gp is the Fourier

multiplier

gp(Zp−1;ξ) :=
∑

(~p,~σp)∈Tp

G
~σp
~p

(ξ)(zp−1)
~σp
~p
∈ Γ̃

3
2
p (4.7.43)

with coefficients

G
~σp
~p

(ξ) :=


0 if (~p,~σp) ∈ Sp

m
~σp
~p

(ξ)

−i~σp · Ω~p(κ)
if (~p,~σp) 6∈ Sp ,

(4.7.44)

where the super action set Sp is defined in (4.7.13) and Ω~p(κ) is the frequency vector in (4.7.16).

Lemma 4.7.14. Let κ ∈ (0,+∞) \ K. The function gp(Zp−1;ξ) in (4.7.43), (4.7.44) is a well defined,

x-independent, real valued, p-homogeneous symbol in Γ̃
3
2
p .

Proof. We claim that for any κ ∈ (0,+∞) \ K there exist τ,ν > 0 such that

|~σp · Ω~p(κ)| > ν

max(|j1|, . . . , |jp|)τ
, ∀(~p,~σp) 6∈ Sp . (4.7.45)

Indeed, to any (~p,~σp) we associate the multi–index (α,β) as in (4.7.12) whose length is |α + β| = p and
satisfies ~σp · Ω~p(κ) = (α − β) · ~Ω(κ) by (4.7.15). Recalling (4.7.13), the vector (~p,~σp) 6∈ Sp if and only
if (α,β) is not super action-preserving and therefore Theorem B.0.1 implies (4.7.45). Note also that, by
Remark 4.7.10, if p is odd, there are not super-action preserving indexes, i.e. Sp = ∅.

In view of (4.7.45) the coefficients in (4.7.44) are well defined and, since the coefficients m~σp~p (ξ) of the

symbol (m 3
2
)p fulfill (4.2.20) (with m = 3

2 ), then the coefficients G~σp~p (ξ) in (4.7.44) satisfy (4.2.20) as well

(with µ replaced by µ + τ ), implying that the Fourier multiplier gp in (4.7.43) belongs to Γ̃
3
2
p . Finally gp is

real because the coefficients G~σp~p (ξ) in (4.7.44) satisfy (4.2.21) as m~σp~p (ξ).
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By Lemma 4.3.17 the flow map (4.7.42) is well defined and, by (4.3.57) for ‖Zp−1‖k,s0 < r < r0(s,K)
small enough,

2−1‖Zp−1‖k,s ≤ ‖Φp(Zp−1)‖k,s ≤ 2‖Zp−1‖k,s , ∀k = 0, . . . ,K . (4.7.46)

In order to transform (4.7.37) under the change of variable (4.7.42) we use Lemma A.0.4. Its assumption
(A) at page 215 holds since Zp−1 solves (4.7.37) which, in view of (4.7.39) and (S2)p, has the form (A.0.21)
(with Z ≡ Zp−1, a≤N ≡ −(m

(SAP)
3
2

)≤p−1 − (m 3
2
)p − (m 3

2
)≥p+1, %; %− %(p) and K ′ ≡ K ′).

Then Lemma A.0.4 implies that the variable W defined in (4.7.42) solves

∂tW = −iΩ(D)W + Jc∇
(
H

(SAP)
3
2

)
≤p+1

(W ) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(W )

+ OpBWvec

(
−i[(m 3

2
)p(W ;ξ)− g+

p (W ;ξ)]− i(m 3
2
)+
≥p+1(W ;ξ)

)
W +R+

≥p(W )W

+ OpBWvec

(
−i(m 3

2
)+
>N (U ; t,ξ)

)
W +R+

>N (U ; t)U

(4.7.47)

where
• g+

p (W ;ξ) ∈ Γ̃
3
2
p is given in (A.0.27);

• (m 3
2
)+
≥p+1(W ;ξ) is a real valued symbol, independent of x, in ΣN

p+1Γ̃
3
2
q ;

• (m 3
2
)+
>N (U ; t,ξ) is a non-homogeneous symbol independent of x in Γ

3
2

K,K′,N+1
[r] with imaginary part

Im(m 3
2
)+
>N (U ; t,ξ) in Γ0

K,K′,N+1
[r];

• R+
≥p(W ) is a matrix of pluri–homogeneous smoothing operators in ΣN

p R̃
−%+%(p)+c(N,p)
q ⊗M2(C) for a

certain c(N,p) ≥ 0;

• R+
>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+%(p)+c(N,p)

K,K′,N+1
[r]⊗M2(C).

Note that the Hamiltonian part of degree of homogeneity ≤ p in (4.7.47) has been unchanged with
respect to (4.7.37), thanks to the first identity in (A.0.26) and (A.0.28). In view of (A.0.27), (4.7.41),
(4.7.44), the symbol of homogeneity p in (4.7.47) reduces to its super action component

(m 3
2
)p(W ;ξ)− g+

p (W ;ξ) = (m
(SAP)
3
2

)p(W ;ξ) :=
∑

(~p,~σp)∈Sp

m
~σp
~p

(ξ)w
~σp
~p

where the super action set Sp is defined in (4.7.13), and then (4.7.47) becomes

∂tW =− iΩ(D)W + Jc∇
(
H

(SAP)
3
2

)
≤p+1

(W ) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(W )

+ OpBWvec

(
−i(m

(SAP)
3
2

)p(W ;ξ)− i(m 3
2
)+
≥p+1(W ;ξ)

)
W +R+

≥p(W )W

+ OpBWvec

(
−i(m 3

2
)+
>N (U ; t,ξ)

)
W +R+

>N (U ; t)U .

(4.7.48)

We now observe that, by Lemma 4.3.19,

OpBWvec

(
−i(m

(SAP)
3
2

)p(W ;ξ)

)
W = Jc∇

(
H

(SAP)
3
2

)
p+2

(W ) +R′p(W )W (4.7.49)

with the Hamiltonian (
H

(SAP)
3
2

)
p+2

(W ) := Re
〈

OpBW

(
(m

(SAP)
3
2

)p(W ;ξ)

)
w,w

〉
L̇2
r

, (4.7.50)
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which is super action preserving by Lemma 4.7.11, and a matrix of smoothing operators R′p(W ) in R̃−%
′

p ⊗
M2(C) for any %′ ≥ 0. Therefore (4.7.48) becomes

∂tW =− iΩ(D)W + Jc∇
(
H

(SAP)
3
2

)
≤p+2

(W ) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(W )

+ OpBWvec

(
−i(m 3

2
)+
≥p+1(W ;ξ)

)
W + [R+

≥p(W ) +R′p(W )]W

+ OpBWvec

(
−i(m 3

2
)+
>N (U ; t,ξ)

)
W +R+

>N (U ; t)U

(4.7.51)

where (see (4.7.38), (4.7.50))(
H

(SAP)
3
2

)
≤p+2

:=
(
H

(SAP)
3
2

)
≤p+1

+
(
H

(SAP)
3
2

)
p+2

. (4.7.52)

Note that the new system (4.7.51) is not Hamiltonian up to homogeneity N (unlike system (4.7.37) for
Zp−1), since the map Φp(Zp−1) = G1

gp(Zp−1)Zp−1 in (4.7.42) is not symplectic up to homogeneity N .
By Lemma 4.3.17 we only know that G1

gp(Zp−1) is linearly symplectic. We now apply Theorem 4.7.1 to
find a correction of Φp(Zp−1) which is symplectic up to homogeneity N . By Lemma 4.3.17, the map
Φp(Zp−1) satisfies the assumptions of Theorem 4.7.1 (with Z ; Zp−1, B(Z; t) ; G1

gp(Zp−1) and using the

inductive assumption Zp−1 = M
(p−1)
0 (U ; t)U with M

(p−1)
0 (U ; t) ∈ M0

K,K′−1,0
[r] ⊗M2(C)). Therefore

Theorem 4.7.1 implies the existence of a matrix of pluri–homogeneous smoothing operators R(p)
≤N (W ) in

ΣN
p R̃

−%− 3
2

q ⊗M2(C) (the thesis holds for any % > 0 and we take %; %+ 3
2 ) such that the variable

V := C(p)
N (W ) :=

(
Id +R

(p)
≤N (W )

)
W =

(
Id +R

(p)
≤N (Φp(Zp−1))

)
Φp(Zp−1) (4.7.53)

is symplectic up to homogeneity N , thus solves a system which is Hamiltonian up to homogeneity N . By
(4.7.53) one has

V = M̆0(U ; t)U, M̆0(U ; t) ∈M0
K,K′−1,0[r]⊗M2(C) (4.7.54)

using that Id+R
(p)
≤N (W ) belongs toM0

K,0,0[r]⊗M2(C) (by Lemma 4.2.8), since Φp(Zp−1) = G1
gp(Zp−1)Zp−1

with G1
gp ∈ M

0
K,0,0[r] ⊗M2(C) (Lemma 4.3.17 (i)), the inductive assumption Zp−1 = M

(p−1)
0 (U ; t)U

with M
(p−1)
0 (U ; t) ∈M0

K,K′−1,0
[r]⊗M2(C) and Proposition 4.2.15 (iii).

Moreover, regarding R(p)
≤N (W ) as a non-homogeneous smoothing operator in R−%−

3
2

K,0,p [r] ⊗M2(C) for
any r > 0 (see Lemma 4.2.8), estimate (4.2.40) implies, for 0 < r < r0(s,K) small, the bound

2−1‖W‖k,s ≤ ‖C
(p)
N (W )‖k,s ≤ 2‖W‖k,s , ∀k = 0, . . . ,K . (4.7.55)

We compute the new system satisfied by V in (4.7.53) using Lemma A.0.5. Its assumption (A) at page 215
holds (with K ′ = K ′ and %; %− %(p)− c(N,p)) since W solves (4.7.51) and (4.7.52), (4.7.49), (4.7.39),
(S2)p. Then Lemma A.0.5 implies that the variable V solves

∂tV =− iΩ(D)V + Jc∇
(
H

(SAP)
3
2

)
≤p+2

(V ) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(V )

+ OpBWvec

(
−i(̃m 3

2
)
≥p+1

(V ;ξ)

)
V + R̃≥p(V )V

+ OpBWvec

(
−i(̃m 3

2
)
>N

(U ; t,ξ)
)
V + R̃>N (U ; t)U

(4.7.56)
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where
• (̃m 3

2
)
≥p+1

(V ;ξ) is a real valued symbol, independent of x, in ΣN
p+1Γ̃

3
2
q ;

• (̃m 3
2
)
>N

(U ; t,ξ) is a non-homogeneous symbol independent of x in Γ
3
2

K,K′,N+1
[r] with imaginary part

Im(̃m 3
2
)
>N

(U ; t,ξ) in Γ0
K,K′,N+1

[r];

• R̃≥p(V ) is a matrix of pluri–homogeneous smoothing operators in ΣN
p R̃

−%+%(p)+c(N,p)
q ⊗M2(C);

• R̃>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+%(p)+c(N,p)

K,K′,N+1
[r]⊗M2(C).

Note that in (4.7.56) the pluri-homogeneous components up to order p+1 of the symbol and up to order
p− 1 of the smoothing operators are unchanged with respect to (4.7.51), whereas the homogeneous part of

order p of the smoothing remainder have been corrected by a new smoothing operator in R̃−%+%(p)+c(N,p)
p ⊗

M2(C), see (A.0.48).
Since system (4.7.56) is Hamiltonian up to homogeneity N (unlike (4.7.51)), we have in particular that

− iΩ(D)V + Jc∇
((
H

(SAP)
3
2

)
≤p+2

(V ) +
(
H

(SAP)
−%

)
≤p+1

(V )

)
+ Pp[R̃≥p(V )]V (4.7.57)

is a pluri-homogeneous Hamiltonian vector field.
Iteration: reduction of the p–homogeneous smoothing remainder. The goal of this step is to reduce the

smoothing homogenous vector field R̃p(V )V := Pp[R̃≥p(V )]V in (4.7.57), which belongs to X̃
−%+%(p)+c(N,p)

p+1 ,
to its super action preserving normal form. By (4.7.57) we deduce, by difference, that R̃p(V )V is Hamilto-
nian. We expand R̃p(V )V in Fourier coordinates as in (4.2.122)(

R̃p(V )V
)σ
k

=
∑

(~p+1,k,~σp+1,−σ)∈Tp+2

X̃
~σp+1,σ
~p+1,k

v
~σp+1

~p+1
. (4.7.58)

In order to reduce R̃p(V )V to its super action preserving part we transform (4.7.56) under the change of
variable Zp := F

(p)
≤N (V ) where F(p)

≤N (V ) is the time 1-approximate flow, given by Lemma 4.2.28, generated
by the smoothing vector field (

Gp(V )V
)σ
k

=
∑

(~p+1,k,~σp+1,−σ)∈Tp+2

G
~σp+1,σ
~p+1,k

v
~σp+1

~p+1
(4.7.59)

with

G
~σp+1,σ
~p+1,k

:=


0 if (~p+1,k,~σp+1,−σ) ∈ Sp+2

X̃
~σp+1,σ
~p+1,k

i(~σp+1 · Ω~p+1
(κ)− σΩk(κ))

if (~p+1,k,~σp+1,−σ) 6∈ Sp+2

(4.7.60)

where the super action set Sp+2 is defined in (4.7.13) (with p replaced by p+ 2).

Lemma 4.7.15. Let κ ∈ (0,+∞) \ K. The vector field Gp(V )V in (4.7.59), (4.7.60) is a well defined
Hamiltonian vector field in X̃−%

′

p+1 with %′ := % − %(p) − c(N,p) − τ and where τ is defined in Theorem
B.0.1.

Proof. We claim that for any κ ∈ (0,+∞) \ K there exist τ,ν > 0 such that

|~σp+1 · Ω~p+1
(κ)− σΩk(κ)| > ν

max(|j1|, . . . , |jp+1|, |k|)τ
, ∀(~p+1,k,~σp+1,−σ) 6∈ Sp+2 . (4.7.61)
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Indeed, to any (~p+1,k,~σp+1,−σ) we associate the multi–index (α,β) as in (4.7.12) whose length is |α +

β| = p + 2 and satisfies ~σp+1 · Ω~p+1
(κ) − σΩk(κ) = (α − β) · ~Ω(κ) by (4.7.15). Recalling (4.7.13),

the vector (~p+1,k,~σp+1,−σ) 6∈ Sp+2 if and only if (α,β) is not super action-preserving and therefore
Theorem B.0.1 implies (4.7.61). Note also that, by Remark 4.7.10, if p is odd, there are not super-action
preserving indexes, i.e. Sp+2 = ∅. In view of (4.7.61) the coefficients in (4.7.60) are well defined.

Next we show that Gp(V )V is a vector field in X̃−%
′

p+1. As R̃p(V )V belongs to X̃
−%+%(p)+c(N,p)

p+1 , by

Lemma 4.2.26 the coefficients X̃~σp+1,σ
~p+1,k

in (4.7.58) satisfy the symmetric and reality properties (4.2.124),
(4.2.125) and the estimate: for some µ ≥ 0, C > 0,

|X̃~σp+1,σ
~p+1,k

| ≤ C max2{|j1|, . . . , |jp+1|}µ

max{|j1|, . . . , |jp+1|}%−%(p)−c(N,p) , ∀(~p+1,k,~σp+1,−σ) ∈ Tp+2 . (4.7.62)

Hence also the coefficientsG~σp+1,σ
~p+1,k

in (4.7.60) satisfy the symmetric and reality properties (4.2.124), (4.2.125)

as X̃~σp+1,σ
~p+1,k

. Moreover, using (4.7.62), (4.7.61) and the momentum relation σk = ~σp+1 ·~p+1 they also satisfy

|G~σp+1,σ
~p+1,k

| ≤ C max2{|j1|, . . . , |jp+1|}µ

max{|j1|, . . . , |jp+1|}%−%(p)−c(N,p)−τ

for a new constant C > 0 (depending on ν). Then Lemma 4.2.26 implies that Gp(V )V belongs to X̃−%
′

p+1

with %′ := %− %(p)− c(N,p)− τ .

Finally we show that Gp(V )V is Hamiltonian. Recall that R̃p(V )V in (4.7.58) is a Hamiltonian vector
field whose Hamiltonian function H

R̃p
(V ) is, thanks to Lemma 4.3.5,

H
R̃p

(V ) = 1
p+2

∑
(~p+2,~σp+2)∈Tp+2

[H
R̃p

]
~σp+2

~p+2
v
~σp+2

~p+2
, [H

R̃p
]
σ1,...,σp+2

j1,...,jp+2
:= −iσp+2X̃

~σp+1,−σp+2

~p+1,jp+2
. (4.7.63)

Then the coefficients defined for ~σp+2 · ~p+2 = 0 by

[HGp ]
~σp+2

~p+2
:= −iσp+2G

σ1,...,σp+1,−σp+2

j1,...,jp+1,jp+2

(4.7.60),(4.7.63)
=

[H
R̃p

]
~σp+2

~p+2

i
(
~σp+1 · Ω~p+1

(κ) + σp+2Ωjp+2(κ)
) (4.7.64)

satisfy the symmetric and reality properties (4.2.135), (4.2.134) as well as the coefficients [H
R̃p

]
~σp+2

~p+2
. Then

Lemma 4.3.5 implies that Gp(V )V is the Hamiltonian vector field generated by the Hamiltonian HGp with
coefficients defined in (4.7.64).

We now conjugate system (4.7.56) by the approximate time 1-flow F
(p)
≤N (V ) generated by Gp(V )V

provided by Lemma 4.2.28, which has the form

Zp = F
(p)
≤N (V ) = V + F

(p)
≤N (V )V , F

(p)
≤N (V ) ∈ ΣN

p R̃−%
′

q ⊗M2(C) . (4.7.65)

Since Gp(Z)Z is a Hamiltonian vector field, by Lemma 4.3.14 the approximate flow F
(p)
≤N is symplectic

up to homogeneity N . Applying Lemma 4.3.15 (with Z ; V , W ; Zp and by (4.7.54)), the variable
Zp solves a system which is Hamiltonian up to homogeneity N . We compute it using Lemma A.0.5 (with
W ; Zp and Z ; V ). Its assumption (A) at page 215 holds (with K ′ = K ′ and %; %− %(p)− c(N,p))
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since V solves (4.7.56) and (4.7.52), (4.7.49), (4.7.39), (S2)p. Lemma A.0.5 implies that the variable Zp in
(4.7.65) solves (see in particular (A.0.50))

∂tZp =− iΩ(D)Zp + Jc∇
(
H

(SAP)
3
2

)
≤p+2

(Zp) + Jc∇
(
H

(SAP)
−%

)
≤p+1

(Zp)

+ OpBWvec

(
−i(m̆ 3

2
)
≥p+1

(Zp;ξ)

)
Zp +

[
R̃p(Zp) +G+

p (Zp)
]
Zp +R≥p+1(Zp)Zp

+ OpBWvec

(
−i(m̆ 3

2
)
>N

(U ; t,ξ)
)
Zp +R>N (U ; t)U

(4.7.66)

where the part homogeneous up to order p of the symbol and up to order p − 1 of the smoothing operators
are unchanged with respect to (4.7.56), whereas

• (m̆ 3
2
)
≥p+1

(V ;ξ) is a real valued symbol, independent of x, in ΣN
p+1Γ̃

3
2
q ;

• (m̆ 3
2
)
>N

(U ; t,ξ) is a non-homogeneous symbol independent of x in Γ
3
2

K,K′,N+1
[r] with imaginary part

Im(̃m 3
2
)
>N

(U ; t,ξ) in Γ0
K,K′,N+1

[r];

•G+
p (Zp)Zp is p+1-homogeneous smoothing vector field in X̃

−%′+ 3
2

p+1 with Fourier expansion (see (A.0.51))

(G+
p (Zp)Zp)

σ
k =

∑
(~p+1,k,~σp+1,−σ)∈Tp+2

−i
(
~σp+1 · ~Ω~p+1

(κ)− σΩk(κ)
)
G
~σp+1,σ
~p+1,k

(zp)
~σp+1

~p+1
; (4.7.67)

• R≥p+1(Zp) is a matrix of pluri–homogeneous smoothing operators in ΣN
p+1R̃

−%+%(p+1)
q ⊗M2(C) where

%(p+ 1) = %(p) + c(N,p) + τ + 3
2 ; (4.7.68)

• R>N (U ; t) is a matrix of non–homogeneous smoothing operators inR−%+%(p+1)

K,K′,N+1
[r]⊗M2(C).

By (4.7.58), (4.7.60), (4.7.67), the smoothing operators of homogeneity p in (4.7.66) reduce to

R̃p(Zp)Zp +G+
p (Zp)Zp = R(SAP)

p (Zp)Zp (4.7.69)

where R(SAP)
p (Zp)Zp is the vector field

(R(SAP)
p (Zp)Zp)

σ
k :=

∑
(~p+1,k,~σp+1,−σ)∈Sp+2

X̃
~σp+1,σ
~p+1,k

(zp)
~σp+1

~p+1
∈ X̃

−%+%(p)+c(N,p)

p+1 ,

that, in view of (4.7.63), is generated by the super action preserving Hamiltonian (cfr. Definition 4.7.8)

H
(SAP)

R̃p
(Zp) :=

1

p+ 2

∑
(~p+2,~σp+2)∈Sp+2

[H
R̃p

]
~σp+2

~p+2
(zp)

~σp+2

~p+2
.

By (4.7.69) and R(SAP)
p (Zp)Zp = Jc∇H(SAP)

R̃p
(Zp), system (4.7.66) becomes

∂tZp = −iΩ(D)Zp + Jc∇
(
H

(SAP)
3
2

)
≤p+2

(Zp) + Jc∇
(
H

(SAP)
−%

)
≤p+2

(Zp)

+ OpBWvec

(
−i(m 3

2
)
p+1

(Zp;ξ)− i(m 3
2
)
≥p+2

(Zp;ξ)

)
Zp +R≥p+1(Zp)Zp

+ OpBWvec

(
−i(m 3

2
)
>N

(U ; t,ξ)
)
Zp +R>N (U ; t)U

(4.7.70)
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with
(
H

(SAP)
3
2

)
≤p+2

defined in (4.7.52) (see also (4.7.49)-(4.7.50)),(
H

(SAP)
−%

)
≤p+2

(Zp) :=
(
H

(SAP)
−%

)
≤p+1

(Zp) +H
(SAP)

R̃p
(Zp) , (4.7.71)

and x-independent real symbols

(m 3
2
)
p+1

(Zp;ξ) := Pp+1

[
(m̆ 3

2
)
≥p+1

(Zp;ξ)
]
∈ Γ̃

3
2
p+1

(m 3
2
)
≥p+2

(Zp;ξ) := P≥p+2

[
(m̆ 3

2
)
≥p+1

(Zp;ξ)
]
∈ ΣN

p+2Γ̃
3
2
q .

System (4.7.70) has therefore the form (4.7.37) at the step p+ 1 with

Zp := F (p)
≤N (Z0) := F

(p)
≤N ◦ C

(p)
N ◦ Φp ◦ F (p−1)

≤N (Z0) , (4.7.72)

see (4.7.42), (4.7.53), (4.7.65). The map F (p)
≤N is symplectic up to homogeneity N as F (p−1)

≤N , because C(p)
N ◦

Φp is symplectic up to homogeneity N (cfr. (4.7.53)) as well as the time 1-approximate flow F
(p)
≤N generated

by the smoothing Hamiltonian vector field Gp(V )V (cfr. Lemma 4.7.15) by Lemma 4.3.14. In addition the
map F (p)

≤N (Z0) satisfies (4.7.22) (with p-dependent constants) because of the inductive assumption, (4.7.46),

(4.7.55) and (4.2.40). Furthermore Zp = M
(p)
0 (U ; t)U with M

(p)
0 (U ; t) ∈ M0

K,K′−1,0
[r] ⊗M2(C). This

follows from (4.7.72) using that Id + F
(p)
≤N and Id +R

(p)
≤N belong toM0

K,0,0[r]⊗M2(C) (recall identities
(4.7.65), (4.7.53) and use Lemma 4.2.8), since Φp(Zp−1) = G1

gp(Zp−1)Zp−1 with G1
gp ∈ M

0
K,0,0[r] ⊗

M2(C) (Lemma 4.3.17 (i)), the inductive assumption F (p−1)
≤N (Z0) = M

(p−1)
0 (U ; t)U with M

(p−1)
0 (U ; t) ∈

M0
K,K′−1,0

[r]⊗M2(C) and Proposition 4.2.15 (iii). The proof of (S0)p+1 is complete.
System (4.7.70) satisfies also (S1)p+1–(S6)p+1 with %(p + 1) defined in (4.7.68) by (4.7.52), (4.7.49)-

(4.7.50) and (4.7.71). (S7)p+1 follows by Lemma 4.3.15 because F (p)
≤N is symplectic up to homogeneity N .

This concludes the proof of the inductive step.
Finally (4.7.23) follows by (4.7.22) and (4.7.5) (where C denote different constants).

Remark 4.7.16. (Integrability of fourth and six order Hamiltonian Birkhoff normal form) The SAP

Hamiltonian monomials (Definition 4.7.8) of degree 4 are integrable. Indeed, a-priori they are either the
integrable ones |zj1 |2|zj2 |2 or (i) |zj1 |2zj2z−j2 or (ii) zj1z−j1zj2z−j2 . The momentum condition implies in
case (i) that j2 = 0, which is not allowed. In case (ii) it yields j1 + j2 = 0 and so zj1z−j1zj2z−j2 =
zj1zj2zj2zj1 is integrable. The SAP Hamiltonian monomials of degree 6 may contain the not integrable
monomials

(i) |zj1 |2zj2z−j2zj3z−j3 , (ii) |zj1 |2|zj2 |2zj3z−j3 , (iii) zj1 z−j1 zj2 z−j2 zj3 z−j3 .

By momentum conservation, a monomial of the form (i) is integrable (as in case (ii) above) and a monomial
of the form (ii) has j3 = 0 thus it is not allowed. The monomials (iii) turn out to be, for γ 6= 0, h = +∞,
Birkhoff non-resonant, namely∣∣Ωj1(κ)− Ω−j1(κ) + Ωj2(κ)− Ω−j2(κ) + Ωj3(κ)− Ω−j3(κ)

∣∣
= γ

∣∣sign(j1) + sign(j2) + sign(j3)
∣∣ ≥ γ . (4.7.73)

Therefore they might be eliminated, obtaining an integrable normal form Hamiltonian at the degree 6. The
same holds in finite depth exploiting also the momentum restriction j1 +j2 +j3 = 0 and that γ

(
tanh(hj1)+

tanh(hj2) + tanh(hj3)
)
6= 0 by the concavity of y 7→ tanh(hy) for y > 0. Note that for |j1|, |j2|, |j3| ≥

M large enough we have a uniform lower bound as in (4.7.73). In conclusion the fourth and six order
Hamiltonian Birkhoff normal form of the water waves equations (4.1.2) is integrable.
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4.8 Energy estimate and proof of the main theorem

The Hamiltonian equation

∂tZ = −iΩ(D)Z + Jc∇H(SAP)
3
2

(Z) + Jc∇H(SAP)
−% (Z) , (4.8.1)

obtained by (4.7.21) neglecting the symbol and the smoothing operator of homogeneity larger than N ,
preserves the Sobolev norms. Equation (4.8.1) can be also written as the Hamiltonian PDE

∂tZ = Jc∇H(SAP)(Z) (4.8.2)

where H(SAP)(Z) is the super–action preserving Hamiltonian (cfr. Definition 4.7.8)

H(SAP)(Z) := H(2)(Z) +H
(SAP)
3
2

(Z) +H
(SAP)
−% (Z) , H(2)(Z) :=

∑
j∈Z\{0}

Ωj(κ)|zj |2 . (4.8.3)

Actually the following more precise result holds.

Lemma 4.8.1. (Super-actions) The super–actions Jn(Z) = |zn|2 + |z−n|2, defined in (4.7.17), for any
n ∈ N, are prime integrals of the Hamiltonian equation (4.8.1). In particular the Sobolev norm

‖Z‖2
Ḣs =

∑
j∈Z\{0}

|j|2s|zj |2 =
∑
n∈N

n2sJn(Z)

is constant along the flow of (4.8.1).

Proof. By (4.8.2), (4.3.29) and Lemma 4.7.7 we have

d

dt
Jn(Z) = dZJn(Z)

[
Jc∇H(SAP)(Z)

]
= {Jn(Z),H(SAP)(Z)} = 0

since the Hamiltonian H(SAP)(Z) contains only super action preserving monomials.

By the previous lemma, in order to derive an energy estimate for the solutions of (4.7.21), and thus for
a solution U of (4.5.37), we have to estimate the non-homogeneous term in (4.7.21). We need the following
lemma.

Lemma 4.8.2. Let K ∈ N. Then there is s0 > 0 such that, for any s ≥ s0, for all 0 < r ≤ r(s) small, if
U belongs to B0

s0(I;r)∩C0
∗R(I;Ḣs(T,C2)) and solves (4.5.37), then U belongs to CK∗R(I;Ḣs(T,C2)) and

∀0 ≤ k ≤ K there is a constant Cs,k ≥ 1 such that

‖∂kt U(t)‖
Ḣs− 3

2 k
≤ Cs,k‖U(t)‖Ḣs , ∀t ∈ I . (4.8.4)

In particular the norm ‖U(t)‖K,s defined in (4.2.2) is equivalent to the norm ‖U(t)‖Ḣs .

Proof. We argue by induction proving that for any 0 ≤ k ≤ K, there are s0, rk > 0 such that if U ∈
B0
s0(I;rk) ∩ C0

∗R(I;Ḣs(T,C2)) solves (4.5.37), then U ∈ Ck∗R(I;Ḣs(T;C2)) with estimate (4.8.4). For
k = 0 the estimate (4.8.4) is trivial. Then assume (4.8.4) holds true for 0, . . . ,k− 1 ≤ K− 1. Next we write
(4.5.37) as ∂tU = OpBW (A(U ;x;ξ))U + R(U)U where, by Lemma 4.5.5, the smoothing operator R(U)
is in ΣR−%k−1,0,1[r,N ]⊗M2(C) and the matrix of symbols

A(U ;x,ξ) := JcA 3
2
(U ;x)ω(ξ) +

γ

2

G(ξ)

iξ
1 + Jc

[
A1(U ;x,ξ) +A 1

2
(U ;x,ξ) +A

(2)
0 (U ;x,ξ)]
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belongs to ΣΓ
3
2
k−1,0,0[r,N ]⊗M2(C) and so, by the fourth bullet after Definition 4.2.16, OpBW (A(U ;x,ξ))

belongs to ΣS
3
2
k−1,0,0[r,N ] ⊗ M2(C). Let s0 := s0(k) > 0 given in Definitions 4.2.5, 4.2.16. By the

inductive estimate (4.8.4) up to k− 1, we have that U ∈ Bk−1
s0 (I,C

′
s0,kr) with C ′s0,k :=

∑k−1
j=0 Cs0,j . Then,

for any s ≥ s0, there is rk := r(s,k) > 0 such that if 0 < r < rk the operator OpBW (A(U ;x,ξ)) fulfills
estimate below (4.2.72) (with K ′ = 0, m = 3

2 ), and R(U) estimate below (4.2.34) (with K ′ = 0, m = 0)
so that

‖∂kt U‖Ḣs− 3
2 k
≤ ‖∂k−1

t (OpBW (A(U ;x,ξ))U)‖
Ḣs− 3

2 (k−1)− 3
2

+ ‖∂k−1
t (R(U)U)‖

Ḣs− 3
2 (k−1)− 3

2

≤ Cs,k‖U‖k−1,s = Cs,k

k−1∑
j=0

‖∂jtU‖Ḣs− 3
2 j
≤ Cs,k‖U‖Ḣs (4.8.5)

by the inductive hypothesis (4.8.4) for j = 0, . . . ,k − 1 and setting Cs,k := Cs,k
∑k−1

j=0 Cs,j . This proves
(4.8.4) at step k. We finally fix r(s) := min(r1, . . . , rK) proving the lemma.

Proof of Theorem 4.1.1

We deal only with the case N ∈ N, since the cubic energy estimate (4.8.15) in case N = 0 follows directly
from Proposition 4.6.1 (see also Remark 4.6.2), yielding the local time of existence of order ε−1.

So from now on we consider N ∈ N. For any value of the gravity g > 0, depth h ∈ (0,+∞] and
vorticity γ ∈ R, let K ⊂ (0,+∞) be the zero measure set defined in Theorem B.0.1. Assume that the
surface tension coefficient κ belongs to the complementary set (0,+∞) \ K. Let % > 0 be the constant
given by Proposition 4.7.12.

• Choice of the parameters: From now on we fix in Proposition 4.7.12 the parameters

% := %, K := K ′(%) ∈ N , (4.8.6)

where K ′(%) is defined in Proposition 4.6.1. Thus Proposition 4.7.12 provides s0 > 0 and for any

s ≥ s0 we fix 0 < r < min(r0(s), r(s)) , (4.8.7)

where r0(s) > 0 is given by Proposition 4.7.12 and r(s) > 0 is given by Lemma 4.8.2. Let U(t) be a
solution of system (4.5.37) in BK

s0
(I;r) ∩ CK∗R(I;Ḣs(T,C2)).

In order to prove Theorem 4.1.1 we have to provide energy estimates of the non-homogenous “vector
field” in (4.7.21):

X≥N+2(U,Z) :=

(
X+
≥N+2(U,Z)

X+
≥N+2(U,Z)

)
:= OpBWvec

(
−i(m 3

2
)>N (U ; t,ξ)

)
Z +R>N (U ; t)U . (4.8.8)

The following lemma holds since the imaginary part of the x–independent symbol (m 3
2
)>N (U ; t,ξ) has

order zero and because, with the choice of % = % in (4.8.6), the remainder R>N (U ; t) in (4.8.8) belongs to
R0
K,K′,N+1

[r]⊗M2(C).

Lemma 4.8.3. (Energy estimate) The non-homogenous vector fieldX≥N+2(U,Z) defined in (4.8.8), where
(m 3

2
)>N andR>N (U ; t) are defined in Proposition 4.7.12 with parameters given in (4.8.6), (4.8.7), satisfies,

for any t ∈ I , the energy estimate

Re

∫
T
|D|sX+

≥N+2(U,Z) · |D|szdx ≤ Cs,K‖Z‖N+3
Ḣs

. (4.8.9)
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Proof. Since (m 3
2
)>N (U ; t,ξ) is x–independent and has imaginary part Im(m 3

2
)>N in Γ0

K,K′,N+1
[r] (cfr.

Proposition 4.7.12) then OpBW
(
− i(m 3

2
)>N

)
commutes with the derivatives |D|s and, by (4.2.72) (with

k = 0, m = 0, s = 0 and K = K ′),

Re

∫
T
|D|sOpBW

(
−i(m 3

2
)>N (U ; t,ξ)

)
z · |D|szdx

= Re

∫
T

OpBW

(
Im(m 3

2
)>N (U ; t,ξ)

)
|D|sz · |D|szdx . ‖U‖N+1

K′,s0
‖Z‖2

Ḣs

Lemma 4.8.2,(4.7.23)
.s,K ‖Z‖N+3

Ḣs
.

(4.8.10)

We consider now the contribution coming from the smoothing operator R>N (U ; t) in R0
K,K′,N+1

[r] ⊗
M2(C). Using (4.2.34) (with k = 0, m = 0), Lemma 4.8.2 and (4.7.23) we get

Re

∫
T
|D|s

(
R>N (U ; t)U

)+ · |D|szdx .s ‖U‖N+1
K′,s0
‖U‖K′,s‖Z‖Ḣs .s,K ‖Z‖N+3

Ḣs
. (4.8.11)

The estimate (4.8.9) follows by (4.8.10) and (4.8.11).

We now prove the following key bootstrap result. By time reversibility we may, without loss of general-
ity, consider only positive times t > 0.

Proposition 4.8.4. (Bootstrap) For any s ≥ s0 there exist c0 := c0(s,K) ∈ (0,1), such that for any
solution U(t) ∈ CK∗R(I;Ḣs(T;C2)) of (4.5.37) fulfilling, for some 0 < ε1 < min(r0(s), r(s)),

‖U(0)‖Ḣs ≤ c0ε1 , sup
t∈[0,T ]

K∑
k=0

‖∂kt U(t)‖
Ḣs− 3

2 k
≤ ε1 , T ≤ c0ε

−N−1
1 , (4.8.12)

then we have the improved bound

sup
t∈[0,T ]

K∑
k=0

‖∂kt U(t)‖
Ḣs− 3

2 k
≤ ε1

2
. (4.8.13)

Proof. By (4.8.12) we have that U ∈ BK
s (I;ε1) with I := [−T,T ]. By Proposition 4.7.12 (applied with

r ; ε1 < r0(s)), the variable

Z(t) := Fnf(Z0(t)), Z0(t) :=
(
Id +R(B(U(t); t)U(t))

)
B(U(t); t)U(t) ,

where B(U ; t) is defined in Proposition 4.6.1 and the smoothing operator R(·) is defined in (4.7.3), solves
(4.7.21) and has a Sobolev norm equivalent to that of U(t), see (4.7.23). Lemmata 4.8.1 and 4.8.3 (using
also ε1 < min(r0(s), r(s))) imply that the solution Z(t) of system (4.7.21) satisfies the energy estimate

d

dt
‖Z(t)‖2

Ḣs ≤ Cs,K‖Z‖N+3
Ḣs

(4.8.14)

and therefore for all 0 ≤ t ≤ T , by (4.7.23),

‖U(t)‖2
Ḣs ≤ Cs,K‖Z(t)‖2

Ḣs

(4.8.14)
≤ Cs,K

(
‖Z(0)‖2

Ḣs +

∫ t

0
‖Z(τ)‖N+3

Ḣs dτ

)
(4.7.23)
≤ C ′s,K‖U(0)‖2

Ḣs + C ′s,K

∫ t

0
‖U(τ)‖N+3

Ḣs
dτ . (4.8.15)
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Then, by the a priori assumption (4.8.12) we deduce that, for all 0 ≤ t ≤ T ≤ c0ε
−(N+1)
1 ,

‖U(t)‖2
Ḣs ≤ C ′s,Kc2

0ε
2
1 + C ′s,K T ε

N+3
1 ≤ ε2

1(C ′s,Kc
2
0 + C ′s,Kc0) . (4.8.16)

The desired conclusion (4.8.13) on the norms Ckt H
s− 3

2
k

x follows by Lemma 4.8.2, (4.8.16), choosing c0

small enough depending on s and K.

Proof of Theorem 4.1.1 concluded.
Step 1: Local existence. By the local existence theory, there exist rloc,sloc > 0 such that for any s ≥ sloc

there are Tloc > 0,Cloc ≥ 1 such that, any initial datum (η0,ψ0) ∈ Hs+ 1
4

0 (T)× Ḣs− 1
4 with

‖η0‖
H
s+ 1

4
0

+ ‖ψ0‖
Ḣs− 1

4
≤ rloc

there exists a unique classical solution (η(t),ψ(t)) in C0
(
[−Tloc,Tloc],H

s+ 1
4

0 (T) × Ḣs− 1
4 (T)

)
of (4.1.2)

satisfying the initial condition η(0) = η0,ψ(0) = ψ0 and

sup
t∈[−Tloc,Tloc]

(
‖η(t)‖

H
s+ 1

4
0

+ ‖ψ(t)‖
Ḣs− 1

4

)
≤ Cloc

(
‖η0‖

H
s+ 1

4
0

+ ‖ψ0‖
Ḣ
s− 1

4

)
. (4.8.17)

Remark 4.8.5. The local existence result can be derived arguing as in [70, 32]. One could also extend the
proof of [2] to the case of constant vorticity.

Step 2: Complex variables. System (4.5.37) and the water waves equations (4.1.2) are equivalent under the
linear change of variables

U =

(
u
u

)
=M−1 ◦W−1

(
η
ψ

)
, u =

1√
2
M(D)−1η +

i√
2
M(D)ζ , ζ := ψ − γ

2
∂−1
x η , (4.8.18)

defined in (4.5.2), (4.5.6). In view of (4.8.18) we have the equivalence of the norms: for some C :=
C(h,γ,κ) ≥ 1, any t

C−1‖U(t)‖Ḣs ≤ ‖η(t)‖
H
s+ 1

4
0

+ ‖ψ(t)‖
Ḣs− 1

4
≤ C‖U(t)‖Ḣs . (4.8.19)

Step 3: Bootstrap argument. Consider the local solution of (4.1.2) with initial datum (η0,ψ0) satisfying

‖η0‖
H
s+ 1

4
0

+ ‖ψ0‖
Ḣs− 1

4
≤ ε ≤ ε0 (4.8.20)

where

ε0 := min
(r0(s)

C̆s,K
,
r(s)

C̆s,K
, rloc

)
, C̆s,K := max

( C

c0(s,K)
,KCs,KCCloc

)
. (4.8.21)

By (4.8.19), (4.8.20), (4.8.21), Lemma 4.8.2 (with r ; CClocε0 < r(s)) and (4.8.17) we deduce that

‖U(0)‖Ḣs ≤ Cε, ‖∂kt U(t)‖
Ḣs− 3

2 k
≤ Cs,KCClocε, ∀0 < t < Tloc , ∀k = 0, . . . ,K . (4.8.22)

By (4.8.22) and (4.8.21), the solution U(t) of (4.5.37) satisfies, for any 0 < ε < ε0, the smallness condition

‖U(0)‖Ḣs ≤ c0ε1 , sup
t∈[0,Tloc]

K∑
k=0

‖∂kt U(t)‖
Ḣs− 3

2 k
≤ ε1 with ε1 := C̆s,Kε,

which is (4.8.12) with T = Tloc. Proposition 4.8.4 and a standard bootstrap argument imply that the maximal
time Tmax ≥ Tloc of existence of the solutionU(t) is larger than Tε := c0ε

−N−1
1 and ‖U(t)‖Ḣs ≤ ε1 for any

0 ≤ t < Tε. By (4.8.18) this proves that the solution (η,ψ)(t) = WMU(t) of the water waves equations
(4.1.2) satisfies (4.1.7) and (4.1.8) with c := c0C̆

−N−1
s,K and C := CC̆s,K .



Appendix A

Technical lemmata

We collect in this Appendix important results used along Chapter 4 about how para-differential equations
are conjugated under the flow of an unbounded Fourier multiplier (Lemma A.0.4) and an approximate flow
generated by a smoothing vector field (Lemma A.0.5).

The following result about the approximate inverse is a consequence of Lemma 4.2.24.

Lemma A.0.1. Assume (4.3.35) with U in BK
s0,R(I;r), K,K ′ ∈ N0 with K ′ ≤ K, r > 0. Let p,N ∈ N,

p ≤ N , m ≥ 0, and consider

W := Φ(Z) = Z + S(Z; t)Z (A.0.1)

where

S(Z; t) ∈

{
ΣSmK,K′,p[r,N ]⊗M2(C) if M0(U ; t) = Id ,

ΣSmK,0,p[r̆,N ]⊗M2(C) , ∀r̆ > 0 otherwise .
(A.0.2)

Then we may write

Z = Ψ≤N (W ) +M>N (U ; t)U with Ψ≤N (W ) := W + S̆≤N (W )W , (A.0.3)

where

• S̆≤N (W ) is a matrix of pluri-homogeneous spectrally localized maps in ΣN
p S̃

m(N−p+1)
q ⊗M2(C);

• M>N (U ; t) is a matrix of non-homogeneous operators inMm(N−p+2)
K,K′,N+1 [r]⊗M2(C).

Proof. By Lemma 4.2.24 there exists an approximate inverse up to homogeneityN of the pluri-homogeneous
nonlinear map (obtained by (A.0.1))

Φ≤N (Z) := Z + P≤N [S(Z; t)]Z

having the form

Ψ≤N (W ) = W + S̆≤N (W )W with S̆≤N (W ) =

N∑
q=p

S̆q(W ) , S̆q(W ) ∈ S̃m(N−p+1)
q ⊗M2(C) .

211
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Applying Ψ≤N to (A.0.1), writing Φ(Z) = Φ≤N (Z)+S>N (Z; t)Z with S>N (Z; t) := S(Z; t)−P≤N [S(Z; t)],
we get

Ψ≤N (W ) = Ψ≤N
(
Φ≤N (Z) + S>N (Z; t)Z

)
= Ψ≤N

(
Φ≤N (Z)

)
+

∫ 1

0
dWΨ≤N (Φ≤N (Z) + τS>N (Z; t)Z) [S>N (Z; t)Z]dτ︸ ︷︷ ︸

=:S′′>N (Z;t)Z

(4.2.111)
= Z + S′>N (Z)Z + S′′>N (Z; t)Z (A.0.4)

where S′>N (Z) ∈ ΣN+1S̃m(N−p+2)
q ⊗M2(C) by Lemma 4.2.24-(i) and, according to (A.0.2), by Proposi-

tion 4.2.19-(v)

S′′>N (Z; t) ∈

{
Sm(N−p+2)
K,K′,N+1 [r]⊗M2(C) if M0(U ; t) = Id ,

Sm(N−p+2)
K,0,N+1 [r̆]⊗M2(C) , ∀r̆ > 0 otherwise .

(A.0.5)

Finally we substitute Z = M0(U ; t)U where M0(U ; t) is in M0
K,K′,0[r] ⊗M2(C) (cfr. (4.3.35)) in the

non–homogeneous term S′>N (Z)Z and S′′>N (Z; t)Z in (A.0.4)-(A.0.5) and using (iii) and (i) Proposition

4.2.15 we deduce (A.0.3) and that M>N (U ; t) ∈Mm(N−p+2)
K,K′,N+1 [r]⊗M2(C).

We provide a lemma concerning how para-differential and smoothing operators change by substituting
in the ‘internal” variables a close to the identity map.

Lemma A.0.2. Assume W = M0(U ; t)U with M0(U ; t) ∈ M0
K,K′,0[r] ⊗M2(C), U ∈ BK

s0,R(I;r) for
some r,s0 > 0 and 0 ≤ K ′ ≤ K. Let p,N ∈ N with p ≤ N , m ∈ R and consider a nonlinear map

Z = Ψ≤N (W ) +M>N (U ; t)U where Ψ≤N (W ) = W +M≤N (W )W (A.0.6)

with
•M≤N (W ) is a matrix of pluri-homogeneous m-operators in ΣN

p M̃m
q ⊗M2(C);

•M>N (U ; t) is a matrix of non homogeneous m-operators inMm
K,K′,N+1[r]⊗M2(C).

Then

(i) (Symbols) if a≤N (Z;ξ) is a pluri-homogeneous real-valued symbol, independent of x, in ΣN
2 Γ̃m

′
q ,

m′ ∈ R, then

OpBW (a≤N (Z;ξ))|Z=Ψ≤N (W )+M>N (U ;t)U

= OpBW

(
a+
≤N (W ;ξ) + a+

>N (U ; t,ξ)
)

+R+
≤N (W ) +R+

>N (U ; t) ,
(A.0.7)

where
• a+
≤N (W ;ξ) is a pluri-homogeneous real-valued symbol independent of x in ΣN

2 Γ̃m
′

q such that

P≤p+1(a+
≤N (W ;ξ)) = P≤p+1(a≤N (W ;ξ)) ; (A.0.8)

• a+
>N (U ; t,ξ) is a non-homogeneous real valued symbol independent of x in Γm

′
K,K′,N+1[r];

• R+
≤N (W ) is a pluri-homogeneous smoothing operator in ΣN

p+2R̃
−%
q ⊗M2(C) for any % ≥ 0;

• R+
>N (U ; t) is a non-homogeneous smoothing operator inR−%K,K′,N+1[r] for any % ≥ 0.
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(ii) (Smoothing operators) IfR≤N (Z) is a pluri-homogeneous smoothing operator in ΣN
1 R̃

−%
q , for some

% ≥ 0, then

(R≤N (Z)Z)|Z=Ψ≤N (W )+M>N (U ;t)U = R+
≤N (W )W +R+

>N (U ; t)U ,

R≤N (Z)|Z=Ψ≤N (W )+M>N (U ;t)U = R′≤N (W ) +R′>N (U ; t)
(A.0.9)

where
• R+

≤N (W ) and R′≤N (W ) are pluri-homogeneous smoothing operators in ΣN
1 R̃

−%+(N+1)max(m,0)
q

such that
P≤p(R+

≤N (W )) = P≤p(R′≤N (W )) = P≤p(R≤N (W )) ; (A.0.10)

• R+
>N (U ; t) and R′>N (U ; t) are non-homogeneous smoothing operators inR−%+(N+1)max(m,0)

K,K′,N+1 [r].

If % ≤ (N + 1)max(m,0) we regard R+
≤N and R+

>N as operators in ΣN
1 M̃

−%+(N+1)max(m,0)
q and respec-

tivelyM−%+(N+1)max(m,0)
K,K′,N+1 [r].

Remark A.0.3. The previous lemma is stated for x independent symbols (since it is used in this case) but it
holds also for a general symbol.

Proof. Proof of (i): We expand by multilinearity the operator in (A.0.7). We denote the homogeneous
components of M≤N (W ) in (A.0.6) as M`(W ) := P`(M≤N (W )) for ` = p, . . . ,N and M0(W ) := Id.
Note that

(M`(W )W )|W=M0(U ;t)U = M
(M0)
` (U ; t)U

where M (M0)
` (U ; t) := M`(M0(U ; t)U)M0(U ; t) belongs toMm

K,K′,`[r] ⊗M2(C) for ` ∈ {0,p, . . . ,N}
thanks to (i) and (ii) of Proposition 4.2.15. Then by multilinearity decompose the operator in (A.0.7) as

OpBW (a≤N (Z;ξ))|Z=Ψ≤N (W )+M>N (U ;t)U

=

N∑
a=2

N∑
q=2

∑
`1,...,`q∈{0,p,...,N}
`1+···+`q+q=a

OpBW (aq(Z1, . . . ,Zq;ξ))|Z1=M`1
(W )W,...,Zq=M`q (W )W (A.0.11)

+
N∑
q=2

∑
`1,...,`q∈{0,p,...N}
`1+···+`q+q≥N+1

OpBW (aq(Z1, . . . ,Zq;ξ))|Z1=M
(M0)
`1

(U ;t)U,...,Zq=M
(M0)
`q

(U ;t)U
(A.0.12)

+

N∑
q=2

q−1∑
n=0

∑
`1,...,`n∈{0,p,...N}

(
q

n

)
OpBW (aq(Z1, . . . ,Zq;ξ))∣∣ Z1=M

(M0)
`1

(U ;t)U,...,Zn=M
(M0)
`n

(U ;t)U

Zn+1=···=Zq=M>N (U ;t)U

. (A.0.13)

By (iv) of Proposition 4.2.15 we have that

(A.0.11) = OpBW

(
a+
≤N (W )

)
+R+

≤N (W ) with R+
≤N (W ) ∈ ΣN

2 R̃−%q , ∀% ≥ 0 , (A.0.14)

where a+
≤N (W ) =

∑N
a=2a

+
a (W ;ξ) and

a+
a (W ;ξ) :=

N∑
q=2

∑
`1,...,`q∈{0,p,...,N}
`1+···+`q+q=a

aq(M`1(W )W,. . . ,M`q(W )W ;ξ) (A.0.15)
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belongs to Γ̃m
′

a . For a ≤ p + 1 the sum in (A.0.11) and (A.0.15) reduces to the indices q = a, `1 = · · · =
`a = 0. As a consequence a+

a (W ;ξ) = aa(W ;ξ) for a = 2, . . . ,p+ 1, proving (A.0.8). For the same reason
the remainder R+

≤N (W ) in (A.0.14) actually belongs to ΣN
p+2R̃

−%
q .

Now we consider the non-homogeneous terms which arise from lines (A.0.12) and (A.0.13). Thanks to
(iv) of Proposition 4.2.15 we have that

(A.0.12) + (A.0.13) = OpBW
(
a+
>N (U ; t,ξ)

)
+R+

>N (U ; t)

where R+
>N (U ; t) is a smoothing operator in R−%K,K′,N+1[r] for any % ≥ 0, and a+

>N (U ; t,ξ) is a non–
homogeneous symbol in Γm

′
K,K′,N+1[r] which is real valued and x-independent as well as a≤N .

Proof of (ii): Proceeding in similarly to (i) we expand the left hand side of (A.0.9) as

(R≤N (Z)Z)|Z=Ψ≤N (W )+M>N (U ;t)U

=
N∑
a=1

N∑
q=1

∑
`1,...,`q+1∈{0,p,...,N}
`1+···+`q+1+q=a

Rq(M`1(W )W,. . . ,M`q(W )W )M`q+1(W )W (A.0.16)

+

N∑
q=1

∑
`1,...,`q∈{0,p,...N}
`1+···+`q+q≥N+1

Rq(M
(M0)
`1

(U ; t)U,. . . ,M
(M0)
`q

(U ; t)U)M
(M0)
`q+1

(U ; t)U (A.0.17)

+
N∑
q=1

q−1∑
n=0

∑
`1,...,`n+1∈{0,p,...N}

(
q

n

)
Rq(Z1, . . . ,Zq)M

(M0)
`n+1

(U ; t)U∣∣ Z1=M
(M0)
`1

(U ;t)U,...,Zn=M
(M0)
`n

(U ;t)U

Zn+1=···=Zq=M>N (U ;t)U

(A.0.18)

+
N∑
q=1

q−1∑
n=0

∑
`1,...,`n∈{0,p,...N}

(
q

n

)
Rq(Z1, . . . ,Zq)M>N (U ; t)U∣∣ Z1=M

(M0)
`1

(U ;t)U,...,Zn=M
(M0)
`n

(U ;t)U

Zn+1=···=Zq=M>N (U ;t)U

.

(A.0.19)

Thanks to (ii) of Proposition 4.2.15 (with m ; −%, m` ; m), the term in (A.0.16) can be written
as R+

≤N (W )W where R+
≤N (W ) is a pluri–homogeneous smoothing operator in ΣN

1 R̃
−%+(N+1)max(m,0)
q ,

moreover R+
≤N (W ) =

∑N
a=1R

+
a (W ) with

R+
a (W ) :=

N∑
q=1

∑
`1,...,`q+1∈{0,p,...,N}
`1+···+`q+1+q=a

Rq(M`1(W )W,. . . ,M`q(W )W )M`q+1(W ) . (A.0.20)

For a ≤ p the sum in (A.0.20) reduces to the indices q = a, `1 = · · · = `a+1 = 0. As a consequence
R+
a (W ) = Ra(W ) for a = 1, . . . ,p, proving (A.0.10). Applying again Proposition 4.2.15 (ii) we get

that the terms in (A.0.17)–(A.0.19) can be written as R+
>N (U ; t)U where R+

>N (U ; t) is a non–homogenous

smoothing operator in R−%+(N+1)max(m,0)
K,K′,N+1 [r]. This concludes the proof of the first identity in (A.0.9). The

second one follows with the same analysis, without the need of substitute the last variable.

Conjugation lemmata. The following conjugation Lemmata A.0.4 and A.0.5 are used in the nonlinear
Hamiltonian Birkhoff normal form reduction performed in Section 4.7.
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The following hypothesis shall be assumed in both Lemmata A.0.4 and A.0.5:
Assumption (A): Assume Z := M0(U ; t)U where M0(U ; t) ∈ M0

K,K′,0[r] ⊗M2(C), U ∈ BK
s0,R(I;r)

for some r,s0 > 0 and 0 ≤ K ′ ≤ K. Let N ∈ N and assume that Z solves the system

∂tZ = −iΩ(D)Z + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))Z +R≤N (Z)Z +R>N (U ; t)U (A.0.21)

where Ω(D) is the diagonal matrix of Fourier multiplier operators defined in (4.5.10) and

• a≤N (Z;ξ) is a real valued pluri-homogenous symbol, independent of x, in ΣN
2 Γ̃

3
2
q ;

• a>N (U ; t,ξ) is a non-homogenous symbol, independent of x, in Γ
3
2
K,K′,N+1[r] with imaginary part

Ima>N (U ; t,ξ) in Γ0
K,K′,N+1[r];

• R≤N (Z) is a real-to-real matrix of pluri-homogeneous smoothing operators in ΣN
1 R̃

−%
q ⊗M2(C);

• R>N (U ; t) is a real-to-real matrix of non-homogeneous smoothing operators in R−%K,K′,N+1[r] ⊗
M2(C).

We also write system (A.0.21) in the form

∂tZ = −iΩ(D)Z +M≤N (Z)Z +M>N (U ; t)U (A.0.22)

where M≤N (Z) are 3
2 -operators in ΣN

1 M̃
3
2
q ⊗M2(C) and M>N (U ; t) is inM

3
2
K,K′,N+1[r] ⊗M2(C) by

the fourth remark below Definition 4.2.16.

Lemma A.0.4 (Conjugation under the flow of a Fourier multiplier). Assume (A) at page 215. Let

gp(Z;ξ) be a p–homogeneous real symbol independent of x in Γ̃
3
2
p , p ≥ 2, that we expand as

gp(Z;ξ) =
∑

(~p,~σp)∈Tp

G
~σp
~p

(ξ)z
~σp
~p
, G

−~σp
~p

(ξ) = G
~σp
~p

(ξ) ∈ C (A.0.23)

and denote by Ggp(Z) := G1
gp(Z) the time 1-flow defined in (4.3.56) generated by OpBWvec (igp(Z;ξ)). If

Z(t) solves system (A.0.21), then the variable

W := Ggp(Z)Z (A.0.24)

solves the system

∂tW = −iΩ(D)W + OpBWvec

(
ia+
≤N (W ;ξ) + ia+

>N (U ; t,ξ)
)
W +R+

≤N (W )W +R+
>N (U ; t)U (A.0.25)

where

• a+
≤N (W ;ξ) is a real valued pluri-homogenous symbol, independent of x, in ΣN

2 Γ̃
3
2
q , with components

P≤p−1[a+
≤N (W ;ξ)] = P≤p−1[a≤N (W ;ξ)] ,

Pp
[
a+
≤N (W ;ξ)

]
= Pp [a≤N (W ;ξ)] + g+

p (W ;ξ)
(A.0.26)

where g+
p (W ;ξ) ∈ Γ̃

3
2
p is the real, x-independent symbol

g+
p (W ;ξ) :=

∑
(~p,~σp)∈Tp

−i
(
~σp · Ω~p(κ)

)
G
~σp
~p

(ξ)w
~σp
~p

; (A.0.27)
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• a+
>N (U ; t,ξ) is a non-homogeneous symbol, independent of x, in Γ

3
2
K,K′,N+1[r] with imaginary part

Ima+
>N (U ; t,ξ) belonging to Γ0

K,K′,N+1[r];

• R+
≤N (W ) is a real-to-real matrix of pluri–homogeneous smoothing operators in ΣN

1 R̃
−%+c(N,p)
q ⊗

M2(C) for some c(N,p) > 0 (depending only on N,p) and fulfilling

P≤p[R+
≤N (W )] = P≤p[R≤N (W )] ; (A.0.28)

• R+
>N (U ; t) is a real-to-real matrix of non–homogeneous smoothing operators in R−%+c(N,p)

K,K′,N+1 [r] ⊗
M2(C).

Proof. Since Z(t) solves (A.0.21) then differentiating (A.0.24) we get

∂tW = Ggp(Z)
[
− iΩ(D) + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))

]
Ggp(Z)−1W (A.0.29)

+ Ggp(Z)R≤N (Z)Z + Ggp(Z)R>N (U ; t)U (A.0.30)

+ (∂tGgp(Z))Ggp(Z)−1W. (A.0.31)

We now compute (A.0.29)–(A.0.31) separately. As Ggp(Z) is the time 1-flow of a Fourier multiplier it
commutes with every Fourier multiplier, and (A.0.29) is equal to

(A.0.29) = −iΩ(D)W + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))W . (A.0.32)

Now we write the symbol a≤N (Z;ξ) in terms of W . By Lemma 4.3.17 (iii) we have that Ggp(Z) − Id is

a matrix of spectrally localized maps in ΣS
3
2

(N+1)

K,0,p [r̆,N ] ⊗M2(C) for any r̆ > 0. By Assumption (A) we
have Z = M0(U ; t)U with M0(U ; t) ∈M0

K,K′,0[r]⊗M2(C). Lemma A.0.1 (with S(Z; t) = Ggp(Z)−Id)
provides an approximate inverse of W = Ggp(Z)Z of the form

Z = Ψ≤N (W ) +M>N (U ; t)U, Ψ≤N (W ) := W + S̆≤N (W )W (A.0.33)

where S̆≤N (W ) is a matrix of spectrally localized maps in ΣN
p S̃

3
2

(N+1)(N−p+1)
q ⊗M2(C) and M>N (U ; t)

is inM
3
2

(N+1)(N−p+2)

K,K′,N+1 [r]⊗M2(C). The map (A.0.33) has the form (A.0.6), so by Lemma A.0.2 (i) (with
m′ = 3/2) we obtain

OpBWvec (ia≤N (Z;ξ))|Z=Ψ≤N (W )+M>N (U ;t)U

= OpBWvec

(
ia′≤N (W ;ξ) + ia′>N (U ; t,ξ)

)
+R′≤N (W ) +R′>N (U ; t) , (A.0.34)

where
• a′≤N (W ;ξ) is a real valued pluri-homogenous symbol independent of x in ΣN

2 Γ̃
3
2
q with

P≤p+1(a′≤N (W ;ξ)) = P≤p+1(a≤N (W ;ξ)) ; (A.0.35)

• a′>N (U ; t,ξ) is a non-homogenous real valued symbol independent of x in Γ
3
2
K,K′,N+1[r];

• R′≤N (W ) is a real-to-real matrix of pluri-homogeneous smoothing operators in ΣN
p+2R̃

−%
q ⊗M2(C) for

any % ≥ 0;
• R′>N (U ; t) is a real-to-real matrix of non-homogeneous smoothing operators in R−%K,K′,N+1[r]⊗M2(C)
for any % ≥ 0.
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We now consider the terms in (A.0.30). Since Ggp(Z) − Id belongs to ΣS
3
2

(N+1)

K,0,p [r,N ] ⊗M2(C) by
Lemma 4.3.17, Proposition 4.2.19-(i) implies that

Ggp(Z)R≤N (Z)Z = R′≤N (Z)Z +R′>N (Z; t)Z (A.0.36)

where R′≤N (Z) is in ΣN
1 R̃

−%+ 3
2

(N+1)
q ⊗M2(C) with

P≤p[R′≤N (Z)] = P≤p[R≤N (Z)] (A.0.37)

and R′>N (Z; t) is in R−%+ 3
2

(N+1)

K,0,N+1 [r̆] ⊗ M2(C) for any r̆ > 0. We now substitute Z = Ψ≤N (W ) +
M>N (U ; t)U (cfr. (A.0.33)) in the homogeneous components of (A.0.36) and Z = M0(U ; t)U in the non-
homogeneous ones of (A.0.36) and (A.0.30). So using Lemma A.0.2 (with m ; 3

2(N + 1)(N − p + 2),
%; %− 3

2(N + 1)), (i) and (iii) of Proposition 4.2.15, (i) and (iv) of Proposition 4.2.19 we get

(A.0.30) = (R′≤N (Z)Z)|Z=Ψ≤N (W )+M>N (U ;t)U +R′>N (M0(U ; t)U ; t)M0(U ; t)U

+ Ggp(M0(U ; t)U)R>N (U ; t)U = R′′≤N (W )W +R′′>N (U ; t)U , (A.0.38)

where
•R′′≤N (W ) is a pluri-homogeneous smoothing operator in ΣN

1 R̃
−%+c(N,p)
q ⊗M2(C) with c(N,p) = 3

2(N+

1) + 3
2(N + 1)2(N − p+ 2) and

P≤p[R′′≤N (W )]
(A.0.10)

= P≤p[R′≤N (W )]
(A.0.37)

= P≤p[R≤N (W )] ; (A.0.39)

• R′′>N (U ; t) is a non–homogeneous smoothing operator inR−%+c(N,p)
K,K′,N+1 [r]⊗M2(C).

We finally consider the last term (A.0.31). Using that Ggp(Z) commutes with every Fourier multiplier we
get

(A.0.31) = OpBWvec (i∂tgp(Z;ξ))W . (A.0.40)

So, using (A.0.22), (A.0.23) and the identity (−iΩ(D)Z)σj = −iσΩj(κ)zσj , we obtain

∂tgp(Z;ξ) =

p∑
a=1

gp(

a−times︷ ︸︸ ︷
Z,. . . ,Z,−iΩ(D)Z,Z, . . . ,Z;ξ) + pgp(M≤N (Z)Z,Z, . . . ,Z;ξ) (A.0.41)

+ pgp(M>N (U ; t)U,Z, . . . ,Z;ξ)|Z=M0(U ;t)U

= g+
p (Z;ξ) + pgp(P≤N−p(M≤N )(Z)Z,Z, . . . ,Z;ξ)

+ pgp(P>N−p(M≤N )(Z)Z,Z, . . . ,Z;ξ)|Z=M0(U ;t)U + pgp(M>N (U ; t)U,Z, . . . ,Z;ξ)|Z=M0(U ;t)U

= g+
p (Z;ξ) + g′≥p+1(Z;ξ) + g′>N (U ; t,ξ)

where g+
p is the real valued symbol in Γ̃

3
2
p in (A.0.27), the real valued pluri-homogeneous symbol g′≥p+1

is in ΣN
p+1Γ̃

3
2
q thanks to (iv) of Proposition 4.2.15 and the real valued non-homogeneous symbol g′>N is in

Γ
3
2
K,K′,N+1[r] using also (ii) of Proposition 4.2.15. Then by (A.0.40), (A.0.41) and using the second part of

(iv) of Proposition 4.2.15 we obtain

(A.0.31) = OpBWvec

(
ig+
p (Z;ξ) + ig′≥p+1(Z;ξ) + ig′>N (U ; t,ξ)

)
W +R′≥p+1(Z)W +R′>N (U ; t)U

(A.0.42)
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whereR′≥p+1 is a matrix of pluri-homogeneous smoothing operators in ΣN
p+1R̃

−%
q ⊗M2(C) andR′>N (U ; t)

belongs to R−%K,K′,N+1[r] ⊗ M2(C). Then we substitute the variable Z in (A.0.31) using (A.0.33) and
Lemma A.0.2, to obtain

(A.0.31) = OpBWvec

(
ig+
p (W ;ξ) + ig+

≥p+1(W ;ξ) + ig+
>N (U ; t,ξ)

)
W +R′′′≤N (W )W +R′′′>N (U ; t)U

(A.0.43)
where
• g+

p (W ;ξ) is the homogeneous symbol in (A.0.27);

• g+
≥(p+1)(W ;ξ) is a pluri-homogeneous real valued symbol in ΣN

p+1Γ̃
3
2
q ;

• g+
>N (U ; t,ξ) is a non-homogeneous real valued symbol in Γ

3
2
K,K′,N+1[r];

• R′′′≤N (W ) is a matrix of pluri-homogeneous operators in ΣN
p+1R̃

−%+c(N,p)
q ⊗M2(C);

• R′′′>N (U ; t) is a matrix of smoothing operators inR−%+c(N,p)
K,K′,N+1 [r]⊗M2(C).

In conclusion, combining (A.0.32), (A.0.34), (A.0.39) and (A.0.43) we deduce (A.0.25) with a+
≤N =

a′≤N + g+
p + g+

≥p+1 and a+
>N := a>N + a′>N + g+

>N which has imaginary part equal to the one of a>N
belonging to Γ0

K,K′,N+1[r]. Moreover (A.0.26) follows by (A.0.35) and (A.0.28) by (A.0.38).

The following lemma describes how a system is conjugated under a smoothing perturbation of the
identity.

Lemma A.0.5 (Conjugation under a smoothing perturbation of the identity). Assume (A) at page 215.
Let F≤N (Z) be a real-to-real matrix of pluri-homogeneous smoothing operators in ΣN

p R̃
−%′
q ⊗M2(C) for

some %′ ≥ 0. If Z(t) solves (A.0.21) then the variable

W := F≤N (Z) := Z + F≤N (Z)Z (A.0.44)

solves

∂tW = −iΩ(D)W + OpBWvec

(
ia+
≤N (W ;ξ) + ia+

>N (U ; t,ξ)
)
W +R+

≤N (W )W +R+
>N (U ; t)U (A.0.45)

where

• a+
≤N (W ;ξ) is a real valued pluri-homogenous symbol, independent of x, in ΣN

2 Γ̃
3
2
q , with components

P≤p+1[a+
≤N (W ;ξ)] = P≤p+1[a≤N (W ;ξ)] ; (A.0.46)

• a+
>N (U ; t,ξ) is a non-homogeneous symbol, independent of x, in Γ

3
2
K,K′,N+1[r] with imaginary part

Ima+
>N (U ; t,ξ) belonging to Γ0

K,K′,N+1[r];

• R+
≤N (W ) is a real-to-real matrix of pluri–homogeneous smoothing operators in ΣN

1 R̃
−%∗
q ⊗M2(C),

%∗ := min(%,%′ − 3
2) (% ≥ 0 is the smoothing order in Assumption (A) at page 215), with components

P≤p−1[R+
≤N (W )] = P≤p−1[R≤N (W )] , (A.0.47)

and, denoting Fp(W ) := Pp(F≤N (W )) in R̃−%
′

p ⊗M2(C), one has

Pp[R+
≤N (W )] = Pp[R≤N (W )] + dW

(
Fp(W )W

)
[−iΩ(D)] + iΩ(D)Fp(W ); (A.0.48)
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• R+
>N (U ; t) is a real-to-real matrix of non–homogeneous smoothing operators in R−%∗K,K′,N+1[r] ⊗
M2(C).

In addition, if F≤N (Z) in (A.0.44) is the approximate time 1-flow (given by Lemma 4.2.28) of a vector field
Gp(Z)Z, where Gp(Z) ∈ R̃−%

′
p ⊗M2(C) has Fourier expansion(

Gp(Z)Z
)σ
k

=
∑

(~p+1,k,~σp+1,−σ)∈Tp+2

G
~σp+1,σ
~p+1,k

z
~σp+1

~p+1
, (A.0.49)

then (A.0.48) reduces to
Pp[R+

≤N (W )] = Pp[R≤N (W )] +G+
p (W ) (A.0.50)

where G+
p (W ) ∈ R̃−%

′+ 3
2

p ⊗M2(C) is the smoothing operator with Fourier expansion

(G+
p (W )W )σk =

∑
(~p+1,k,~σp+1,−σ)∈Tp+2

−i
(
~σp+1 · Ω~p+1

(κ)− σΩk(κ)
)
G
~σp+1,σ
~p+1,k

w
~σp+1

~p+1
. (A.0.51)

Proof. Since Z(t) solves (A.0.21) then differentiating (A.0.44) we get

∂tW = −iΩ(D)Z + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))Z (A.0.52)

+R≤N (Z)Z + dZ(F≤N (Z)Z)[−iΩ(D)Z] (A.0.53)

+ dZ(F≤N (Z)Z)[OpBWvec (ia≤N (Z;ξ))Z] + dZ(F≤N (Z)Z)[R≤N (Z)Z] (A.0.54)

+R>N (U ; t)U + dZ(F≤N (Z)Z)OpBWvec (ia>N (U ; t,ξ))Z + dZ(F≤N (Z)Z)[R>N (U ; t)U ] . (A.0.55)

Note that, by the first remark below Definition 4.2.5, dZ(F≤N (Z)Z) are pluri-homogeneous smoothing
operators in ΣN

p R̃
−%′
q ⊗M2(C). We proceed to analyze the various lines. In (A.0.52) we substitute Z =

W − F≤N (Z)Z and use Proposition 4.2.19 (i) to get

(A.0.52) =− iΩ(D)W + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))W

+ iΩ(D)Fp(Z)Z +R≥p+1(Z)Z +R>N (U ; t)U
(A.0.56)

with smoothing operatorsR≥p+1(Z) in ΣN
p+1R̃

−%′+ 3
2

q ⊗M2(C) andR′>N (U ; t) inR−%
′+ 3

2
K,K′,N+1[r]⊗M2(C).

Note that to obtain (A.0.56) we also substituted Z = M0(U ; t)U with M0(U ; t) ∈ M0
K,K′,0[r] ⊗M2(C)

in the smoothing operators of homogeneity ≥ N + 1 using also (i)–(ii) of Proposition 4.2.15. From now
on we will do this consistently.

We consider now lines (A.0.53), (A.0.54). Using Proposition 4.2.15 (i)–(ii) and Proposition 4.2.19 (i)
we get

(A.0.53) + (A.0.54) = R≤p−1(Z)Z +Rp(Z)Z + dZ
(
Fp(Z)Z

)
[−iΩ(D)Z]

+R′≥p+1(Z)Z +R′>N+1(U ; t)U
(A.0.57)

with
R≤p−1(Z) := P≤p−1[R≤N (Z)] , Rp(Z) := Pp[R≤N (Z)] ,

and smoothing operators R′≥p+1(Z) in ΣN
p+1R̃

−%∗
q ⊗M2(C) and R′>N+1(U ; t) inR−%∗K,K′,N+1[r]⊗M2(C),

where %∗ := min(%,%′ − 3
2).

Next consider (A.0.55). Substituting Z = M0(U ; t)U and using Proposition 4.2.15 (i)–(ii) we get

(A.0.55) = R′′>N (U ; t)U with R′′>N (U ; t) ∈ R−%∗K,K′,N+1[r]⊗M2(C) . (A.0.58)
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Collecting (A.0.56), (A.0.57) and (A.0.58) we have obtained that (A.0.52)-(A.0.55) is the system

∂tW =− iΩ(D)W + OpBWvec (ia≤N (Z;ξ) + ia>N (U ; t,ξ))W

+R≤p−1(Z)Z +Rp(Z)Z + dZ
(
Fp(Z)Z

)
[−iΩ(D)Z] + iΩ(D)Fp(Z)Z

+R′′′≥p+1(Z)Z +R′′′>N (U ; t)U (A.0.59)

with smoothing operatorsR′′′≥p+1(Z) in ΣN
p+1R̃

−%∗
q ⊗M2(C) andR′′′>N+1(U ; t) inR−%∗K,K′,N+1[r]⊗M2(C).

Finally we replace the variable Z with the variable W in (A.0.59) by means of an approximate inverse of
W = F≤N (Z) in (A.0.44). Lemma 4.2.24 implies the existence of an approximate inverse

Φ≤N (W ) := W + F̆≤N (W )W , F̆≤N (W ) ∈ ΣN
p R̃−%

′
q ⊗M2(C)

of the mapF≤N (Z) in (A.0.44). Then, applying Φ≤N to (A.0.44), we getZ = Φ≤N (W )+R̃>N (Z)Z where
R̃>N (Z) belongs to ΣN+1R̃−%

′
q ⊗M2(C), and substituting Z = M0(U ; t)U in the pluri-homogeneous

high–homogeneity term R̃>N (Z)Z and using (ii) of Proposition 4.2.15 we get

Z = Φ≤N (W ) + R̆>N (U ; t)U where R̆>N (U ; t) ∈ R−%
′

K,K′,N+1[r]⊗M2(C) . (A.0.60)

Finally we substitute (A.0.60) in (A.0.59) and, using Lemma A.0.2 (ii), we deduce

∂tW =− iΩ(D)W + OpBWvec

(
ia+
≤N (W ;ξ) + ia+

>N (U ; t,ξ)
)
W

+R≤p−1(W )W +Rp(W )W + dW
(
Fp(W )W

)
[−iΩ(D)W ] + iΩ(D)Fp(W )W

+R+
≥p+1(W )W +R+

>N (U ; t)U

which gives (A.0.45) and the properties below. Note that a+
>N (U ; t,ξ) is given by the old non-homogeneous

symbol a>N (U ; t,ξ) and a purely real correction coming from formula (A.0.7). Hence the imaginary part
Ima+

>N (U ; t,ξ) = Ima>N (U ; t,ξ) belongs to Γ0
K,K′,N+1[r].

Let us prove the last part of the lemma. By (4.2.129) and since Gp(Z) is τ -independent, Fp(Z) =
Gp(Z). Then the correction term in (A.0.48) is G+

p (W ) := dW
(
Gp(W )W

)
[−iΩ(D)] + iΩ(D)Gp(W ),

which has the Fourier expansion (A.0.51) by (A.0.49) and the identity (−iΩ(D)Z)σj = −iσΩj(κ)zσj . Note
that the smoothing properties of G+

p (W )W can also be directly verified by the characterization of Lemma
4.2.9.



Appendix B

Non–resonance conditions

The goal of this section is to prove that the linear frequencies ~Ω(κ), defined in (4.7.16) and (4.5.12), satisfy,
for any value of the gravity g, vorticity γ and depth h, the following non-resonance properties, except a zero
measure set of surface tension coefficients κ.

Theorem B.0.1. (Non-resonance) Let M ∈ N. For any g > 0, h ∈ (0,+∞] and γ ∈ R, there exists a zero
measure set K ⊂ (0,+∞) such that, for any compact interval [κ1,κ2] ⊂ (0,+∞) there is τ > 0 and, for
any κ ∈ [κ1,κ2] \ K the following holds: there is a positive constant ν > 0 such that for any multi-index
(α,β) ∈ NZ\{0}0 × NZ\{0}0 of length |α + β| ≤ M , which is not super action preserving (cfr. Definition
4.7.3), it results

|~Ω(κ) · (α− β)| > ν(
max

j∈supp(α∪β)
|j|
)τ (B.0.1)

where supp(α ∪ β) := {j ∈ Z \ {0} : αj + βj 6= 0}.

Theorem B.0.1 extends Proposition 8.1 in [27], which is valid only in the irrotational case γ = 0 and in
finite depth. Theorem B.0.1 follows by the next result where we fix a compact interval of surface tension
coefficients putting K := ∩ν>0Kν .

Proposition B.0.2. Let M ∈ N and fix a compact interval I := [κ1,κ2] with 0 < κ1 < κ2. Then there
exist νM , τ,δ > 0 such that for any ν ∈ (0,νM ), there is a set Kν ⊂ I of measure O(νδ) such that for any
κ ∈ I \ Kν the following holds: for any multi-index (α,β) ∈ NZ\{0}0 × NZ\{0}0 of length |α + β| ≤ M ,
which is not super action preserving (cfr. Definition 4.7.3), one has

|~Ω(κ) · (α− β)| > ν(
max

j∈supp(α∪β)
|j|
)τ . (B.0.2)

The proof makes use of Delort-Szeftel Theorem 5.1 of [60] about measure estimates for sublevels of
subanalytic functions, whose statement is the following.

Theorem B.0.3 (Delort-Szeftel). Let X be a closed ball B(0, r0) ⊂ Rd and Y a compact interval of R. Let
f : X × Y → R be a continuous subanalytic function, ρ : X → R a real analytic function, ρ 6≡ 0. Assume

(H1) f is real analytic on {x ∈ X : ρ(x) 6= 0} × Y ;

(H2) for all x0 ∈ X with ρ(x0) 6= 0, the equation f(x0,y) = 0 has only finitely many solutions y ∈ Y .

221
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Then there are N0 ∈ N, α0 > 0, δ > 0 , C > 0, such that for any α ∈ (0,α0], any N ∈ N, N ≥ N0, any x
with ρ(x) 6= 0,

meas
{
y ∈ Y : |f(x,y)| ≤ α|ρ(x)|N

}
≤ Cαδ |ρ(x)|Nδ .

We shall first prove Proposition B.0.2 for deep water, in Section B.1, and then, for any finite depth, in
Section B.2.

B.1 Deep-water case

In the deep water case h = +∞, by (4.5.12) and (4.5.5), the linear frequencies are

Ωj(κ) = ωj(κ) +
γ

2
sign(j) , ωj(κ) =

√
(κj2 + g)|j|+ γ2

4
. (B.1.1)

In this case Proposition B.0.2 is a consequence of the following result.

Proposition B.1.1. Let I = [κ1,κ2] and consider two integers A,M ∈ N. Then there exist α0, τ,δ > 0
(depending on A,M) such that for any α ∈ (0,α0), there is a set Kα ⊂ I of measure O(αδ), such that for
any κ ∈ I \Kα the following holds: for any 1 ≤ n1 < .. . < nA, any ~c := (c0, c1, . . . , cA) ∈ Z× (Z \ {0})A,
with |~c |∞ := maxa=0,...,A |ca| ≤ M, one has

∣∣∣ A∑
a=1

caωna(κ) +
γ

2
c0

∣∣∣ > α

(
∑A

a=1na)
τ
. (B.1.2)

Before proving Proposition B.1.1 we deduce as a corollary Proposition B.0.2 when h = +∞.

Proof of Proposition B.0.2. For any multi-index (α,β) ∈ NZ\{0}0 ×NZ\{0}0 with length |α+β| ≤M , using
that ωj(κ) in (B.1.1) is even in j, we get

~Ω(κ) · (α− β) =
∑

j∈Z\{0}

ωj(κ)(αj − βj) +
∑

j∈Z\{0}

γ

2
sign(j)(αj − βj)

=
∑
n>0

ωn(κ)(αn + α−n − βn − β−n) +
γ

2

∑
n>0

(αn − α−n − βn + β−n)

=
∑

n∈N(α,β)

ωn(κ)(αn + α−n − βn − β−n) +
γ

2
c0 (B.1.3)

where N(α,β) is the set defined in (4.7.10) and c0 :=
∑

n>0αn − α−n − βn + β−n ∈ Z. Since (α,β) is
not super action preserving (cfr. Definition 4.7.3) then N(α,β) is not empty. The cardinality A := |N(α,β)|
satisfies 1 ≤ A ≤ M . Denoting by 1 ≤ n1 < .. . < nA the distinct elements of N(α,β), and the integer
numbers

ca := αna + α−na − βna − β−na ∈ Z \ {0} , ∀a = 1, . . . ,A ,

we deduce by (B.1.3) that

~Ω(κ) · (α− β) =
A∑

a=1

ωna(κ)ca +
γ

2
c0 .

By the definition of N(α,β), each integer ca 6= 0, a = 1, . . . ,A, and |ca| ≤ |α| + |β| ≤ M . Similarly
|c0| ≤M . Applying Proposition B.1.1 with M = M we deduce (B.0.2) with ν := α

Mτ .
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The rest of the section is devoted to the proof of Proposition B.1.1.

Proof of Proposition B.1.1. For any ~n := (n1, . . . ,nA) ∈ NA with 1 ≤ n1 < .. . < nA, we denote

x0(~n) :=
1∑A

a=1na
, xa(~n) := x0(~n)

√
na , ∀a = 1, . . . ,A . (B.1.4)

Clearly
0 < 1∑A

a=1na
≤ xa(~n) ≤ 1 , ∀a = 0, . . . ,A . (B.1.5)

If (B.1.2) holds, then multiplying it by x0(~n)3, one gets that the inequalities

∣∣∣ A∑
a=1

ca

√
κx6

a + gx2
ax

4
0 +

γ2

4
x6

0 +
γ

2
c0x

3
0

∣∣∣ ≥ αxτ+3
0 (B.1.6)

hold at any xa = xa(~n), a = 0, . . . ,A, defined in (B.1.4). This suggests to define the function

λ(y,x0,κ) :=

√
κy6 + gy2x4

0 +
γ2

4
x6

0 , (B.1.7)

and, for ~c = (c0, c1, . . . , cA) ∈ Z× (Z \ {0})A,

f~c : [−1,1]A+1 × I → R , f~c (x,κ) :=
A∑

a=1

caλ(xa,x0,κ) +
γ

2
c0x

3
0 (B.1.8)

where x := (x0,x1, . . . ,xA).
We estimate the sublevels of κ 7→ f~c(x,κ) using Theorem B.0.3. Let us verify its assumptions. The set

X := [−1,1]A+1 is a closed ball in RA+1. The function f~c : X × I → R is continuous and subanalytic.
Then we define the non-zero real analytic function

ρ(x) :=

A∏
a=0

xa
∏

1≤a<b≤A
(x2
a − x2

b) . (B.1.9)

We observe that ρ(x) evaluated at x(~n) := (x0(~n), . . . ,xA(~n)), defined in (B.1.4), satisfies

( A∑
a=1

na

)−τ1
≤ |ρ(x(~n))| .A

( A∑
a=1

na

)−1
(B.1.10)

with τ1 := A+ 1 + 2
(
A
2

)
, as follows by (B.1.5), (B.1.9) and the assumption that the na’s are all distinct, thus

|na − nb| ≥ 1, for any a 6= b.
We show now that the assumptions (H1) and (H2) of Theorem B.0.3 hold true.

Verification of (H1). If ρ(x) 6= 0 then, by (B.1.9),

xa 6= 0 , ∀0 ≤ a ≤ A , and x2
a 6= x2

b , ∀1 ≤ a < b ≤ A . (B.1.11)

In particular on the set {x ∈ X : ρ(x) 6= 0}×Y the function λ(xa,x0,κ) in (B.1.7) in real analytic and thus
the function f~c(x,κ) in (B.1.8) is real analytic.
Verification of (H2). The fact that, for any x ∈ X such that ρ(x) 6= 0, the analytic function κ 7→ f~c(x,κ)
possesses only a finite number of zeros on the interval I, is a consequence of the next lemma.
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Lemma B.1.2. For any x ∈ X such that ρ(x) 6= 0, the function κ 7→ f~c(x,κ) is not identically zero in I.

Proof. We argue by contradiction, assuming that there exists x = (xa)0≤a≤A ∈ X with ρ(x) 6= 0 such that
f~c(x,κ) = 0 for any κ in the interval I. Then the function κ 7→ f~c(x,κ) is identically zero also on the larger
domain of analyticity (−γ2

4 x
6
0,+∞). Note that x2

0 > 0 because ρ(x) 6= 0, cfr. (B.1.11). In particular, for
any l ∈ N, all the derivatives ∂lκf~c(x,κ) ≡ 0 are zero in the interval (−γ2

4 x
6
0,+∞).

Now we compute such derivatives at κ = 0 by differentiating (B.1.8). The derivatives of the function
λ(y,x0,κ) defined in (B.1.7) are given by, for suitable constants Cl 6= 0,

∂lκλ(y,x0,κ) = Cly
6lλ(y,x0,κ)1−2l , ∀l ∈ N .

Thus we obtain

∂lκλ(y,x0,κ)|κ=0 = Clµ(y,x0)lλ(y,x0,0) where µ(y,x0) :=
y6

gy2x4
0 + γ2

4 x
6
0

, (B.1.12)

and, recalling (B.1.8),

∂lκf~c(x,κ)|κ=0 = Cl

A∑
a=1

caµ(xa,x0)lλ(xa,x0,0) , ∀l ∈ N .

As a consequence, the conditions ∂lκf~c (x,κ)|κ=0 = 0 for any l = 1, . . . ,A, imply that

A(x)~c = 0 (B.1.13)

where A(x) is the A× A-matrix

A(x) :=


µ(x1,x0)λ(x1,x0,0) · · · µ(xA,x0)λ(xA,x0,0)
µ(x1,x0)2λ(x1,x0,0) · · · µ(xA,x0)2λ(xA,x0,0)

...
. . .

...
µ(x1,x0)Aλ(x1,x0,0) . . . µ(xA,x0)Aλ(xA,x0,0)

 and ~c :=

c1
...
cA

 ∈ (Z \ {0})A .

Since the vector ~c 6= 0, we deduce by (B.1.13) that the matrix A(x) has zero determinant. On the other
hand, by the multi-linearity of the determinant,

detA(x) =

A∏
a=1

µ(xa,x0)λ(xa,x0,0)det


1 · · · 1

µ(x1,x0) · · · µ(xA,x0)
...

. . .
...

µ(x1,x0)A−1 . . . µ(xA,x0)A−1


=

A∏
a=1

µ(xa,x0)λ(xa,x0,0)
∏

1≤a<b≤A
(µ(xa,x0)− µ(xb,x0)) (B.1.14)

by a Vandermonde determinant. The condition ρ(x) 6= 0 implies, by (B.1.11), (B.1.12) and (B.1.7), that

A∏
a=1

µ(xa,x0)λ(xa,x0,0) 6= 0 ,
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and, in view of (B.1.14), the determinant detA(x) = 0 if and only if µ(xa,x0) = µ(xb,x0) for some
1 ≤ a < b ≤ A. Since the function y → µ(y,x0) in (B.1.12) is even and strictly monotone on the two
intervals (0,+∞) and (−∞,0), it follows that

µ(xa,x0) = µ(xb,x0) ⇒ |xa| = |xb| .

This contradicts ρ(x) 6= 0, see (B.1.11). The lemma is proved.

We have verified assumptions (H1) and (H2) of Theorem B.0.3. We thus conclude that there areN0 ∈ N,
α0, δ,C > 0, such that for any α ∈ (0,α0], any N ∈ N, N ≥ N0, any x ∈ X with ρ(x) 6= 0,

meas
{
κ ∈ I : |f~c(x,κ)| ≤ α|ρ(x)|N

}
≤ Cαδ |ρ(x)|Nδ . (B.1.15)

For any ~n = (n1, . . . ,nA) ∈ NA with 1 ≤ n1 < .. . < nA, we consider the set

B~c,~n(α,N) :=
{
κ ∈ I : |f~c(x(~n),κ)| ≤ α|ρ(x(~n))|N

}
(B.1.16)

where x(~n) = (xa(~n))a=1,...,A ∈ X is defined in (B.1.4). By (B.1.10) we get ρ(x(~n)) 6= 0. Then (B.1.15)
yields

meas B~c,~n(α,N) ≤ Cαδ|ρ(x(~n))|Nδ. (B.1.17)

Consider the set
K(α,N) :=

⋃
~n=(n1,...,nA)∈NA,1≤n1<...<nA

~c∈Z×(Z\{0})A, |~c |∞≤M

B~c,~n(α,N) ⊂ I . (B.1.18)

By (B.1.17) and (B.1.10) it results

meas K(α,N) ≤ C(A,M)αδ
∑

n1,...,nA∈N

1

(
∑A

a=1na)
Nδ
≤ C ′(A,M)αδ (B.1.19)

for some finite constant C ′(A,M) < +∞, provided Nδ > A. We fix

N := [Aδ−1] + 1 and Kα := K(α,N)

whose measure satisfies |Kα| .A,M α
δ by (B.1.19). For any κ ∈ I \ Kα, for any ~n = (n1, . . . ,nA) with

1 ≤ n1 < .. . < nA, for any ~c ∈ Z× (Z \ {0})A with |~c |∞ ≤ M, one has, by (B.1.18) and (B.1.16),

|f~c(x(~n),κ)| > α|ρ(x(~n))|N
(B.1.10)
≥ α(∑A

a=1na
)τ1N . (B.1.20)

Recalling the definition of f~c in (B.1.8), (B.1.7) and x0(~n) in (B.1.4), the lower bound (B.1.20) implies
(B.1.2) with τ := τ1N − 3, cfr. (B.1.6).

B.2 Finite depth case

We consider now the finite depth case 0 < h < +∞ where the frequencies are, by (4.5.12) and (4.5.5),

Ωj(κ) = ωj(κ) +
γ

2
tanh(hj) , ωj(κ) =

√
j tanh(hj)

(
κj2 + g +

γ2

4

tanh(hj)

j

)
. (B.2.1)

In this case Proposition B.0.2 is a consequence of the following result.



226 APPENDIX B. NON–RESONANCE CONDITIONS

Proposition B.2.1. Let I = [κ1,κ2] and consider A,M ∈ N and B ∈ N0. Then there exist α0, τ,δ > 0
(depending on A,B,M) such that for any α ∈ (0,α0), there is a set Kα ⊂ I of measure O(αδ), such that
for any κ ∈ I \ Kα the following holds: for any 1 ≤ n1 ≤ . . . ≤ nA any ~m = (m1, . . . ,mB) ∈ NB, any
~c := (c1, . . . , cA) ∈ (Z \ {0})A with |~c |∞ ≤ M and ~d = (d1, . . . ,dB) ∈ (Z \ {0})B with |~d |∞ ≤ M, one has∣∣∣ A∑

a=1

caωna(κ) +
γ

2

B∑
b=1

db tanh(hmb)
∣∣∣ > α

(
∑A

a=1na +
∑B

b=1mb)τ
. (B.2.2)

If B = 0, by definition, the sums in (B.2.2) in the index b are empty and the vectors ~m, ~d are not present.

Before proving Proposition B.2.1 we deduce Proposition B.0.2 in the case of finite depth h.

Proof of Proposition B.0.2. Let (α,β) ∈ NZ\{0}0 × NZ\{0}0 be a multi-index with length |α + β| ≤ M ,
which is not super action preserving (cfr. Definition 4.7.3). Let A := |N(α,β)| ≥ 1 and denote by 1 ≤
n1 < .. . < nA the elements of N(α,β) defined in (4.7.10). We also consider the set M(α,β) := {n ∈
N : αn−α−n−βn +β−n 6= 0}, which could be empty. We denote by B := |M(α,β)| its cardinality, which
could be zero, and 1 ≤ m1 < · · · < mB its distinct elements, if any. Note that 1 ≤ A ≤M and 0 ≤ B ≤M .
By (B.2.1) and since ωj(κ) is even in j, we get

~Ω(κ) · (α− β) =
∑

j∈Z\{0}

ωj(κ)(αj − βj) +
∑

j∈Z\{0}

γ

2
tanh(hj)(αj − βj)

=
∑
n>0

ωn(κ)(αn + α−n − βn − β−n) +
γ

2

∑
n>0

tanh(hn)(αn − α−n − βn + β−n)

=
∑

n∈N(α,β)

ωn(κ)(αn + α−n − βn − β−n) +
γ

2

∑
n∈M(α,β)

tanh(hn)(αn − α−n − βn + β−n)

=

A∑
a=1

ωna(κ)ca +
γ

2

B∑
b=1

db tanh(hmb) (B.2.3)

having defined

ca := αna + α−na − βna − β−na , db := αmb − α−mb − βmb + β−mb .

By the definition of N(α,β), each ca ∈ Z \ {0} and |ca| ≤ |α|+ |β| ≤M for any a = 1, . . . ,A. If M(α,β)
is empty then B = 0, and the second sum in (B.2.3) in the index b is not present. On the other hand, if B ≥ 1,
by the definition of M(α,β), each db ∈ Z \ {0} and |db| ≤ |α| + |β| ≤ M for any b = 1, . . . ,B. Applying
in both cases Proposition B.2.1 with M = M we deduce (B.0.2) with ν := α

(2M)τ .

Proof of Proposition B.2.1. We write the proof in the case B ≥ 1. In the case B = 0 the same argument
works. For any ~n := (n1, . . . ,nA) ∈ NA with 1 ≤ n1 < .. . < nA and ~m := (m1, . . . ,mB) ∈ NB we define

x0(~n, ~m) :=
1∑A

a=1na +
∑B

b=1mb

, xa(~n, ~m) := x0(~n, ~m)
√
na , ∀a = 1, . . . ,A

ta(~n) :=
√

tanh(hna) , ∀a = 1, . . . ,A , tA+b(~m) :=
√

tanh(hmb) , ∀b = 1, . . . ,B .

(B.2.4)

Clearly

0 < 1∑A
a=1na+

∑B
b=1mb

≤ xa(~n, ~m) ≤ 1 ,
√

tanh(h) ≤ ta(~n) ≤ 1 , ∀a = 0, . . . ,A ,√
tanh(h) ≤ tA+b(~m) ≤ 1 , ∀b = 1, . . . ,B .

(B.2.5)
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If (B.2.2) holds, then multiplying it by x0(~n, ~m)3, one gets, recalling (B.2.1), that the inequalities

∣∣∣ A∑
a=1

cata

√
κx6

a + gx2
ax

4
0 +

γ2

4
t2ax

6
0 +

γ

2

B∑
b=1

dbt
2
A+bx

3
0

∣∣∣ ≥ αxτ+3
0 (B.2.6)

hold at any x0 = x0(~n, ~m), xa = xa(~n, ~m), ta = ta(~n), a = 1, . . . ,A and tA+b = tA+b(~m), b = 1, . . . ,B,
defined in (B.2.4). This suggests to define the function

λ(y,s,x0,κ) :=

√
κy6 + gy2x4

0 +
γ2

4
s2x6

0 , (B.2.7)

and, for ~c := (c1, . . . , cA) ∈ (Z \ {0})A and ~d = (d1, . . . ,dB) ∈ (Z \ {0})B,

f
~c,~d

: [−1,1]2A+B+1 × I → R , f
~c,~d

(x,t,κ) :=

A∑
a=1

cataλ(xa, ta,x0,κ) +
γ

2

B∑
b=1

dbt
2
A+bx

3
0 , (B.2.8)

with variables x = (x0, . . . ,xA) and t = (t1, . . . , tA+B).
We estimate the sublevels of κ 7→ f

~c,~d
(x,t,κ) using Theorem B.0.3. The set X := [−1,1]2A+B+1 is a

closed ball of R2A+B+1. The function f
~c,~d

: X × I → R is continuous and subanalytic. Then we define the
non-zero real analytic function

ρ(x,t) := x0

A∏
a=1

xata
∏

1≤a<b≤A

[(
gx2

ax
4
0 +

γ2

4
t2ax

6
0

)
x6
b −

(
gx2

bx
4
0 +

γ2

4
t2bx

6
0

)
x6
a

]
. (B.2.9)

We observe the following lemma.

Lemma B.2.2. There exist positive constants c(A) := c(A,g,γ,h), C(A) := C(A,g,γ) > 0 such that, for
any

x(~n, ~m) := (xa(~n, ~m))a=0,...,A , t(~n, ~m) := (t1(~n), . . . , tA(~n), tA+1(~m), . . . , tA+B(~m)) , (B.2.10)

defined by (B.2.4), it results

c(A)
( A∑
a=1

na +
B∑
b=1

mb

)−τ2
≤ |ρ(x(~n, ~m), t(~n, ~m))| ≤ C(A)

( A∑
a=1

na +
B∑
b=1

mb

)−1
(B.2.11)

with τ2 := A + 1 + 12
(
A
2

)
.

Proof. The upper bound (B.2.11) directly follows by (B.2.5). The lower bound (B.2.11) follows by (B.2.5)
and the fact that, since 1 ≤ n1 < .. . < nA are all distinct,∣∣∣(gx2

ax
4
0 +

γ2

4
t2ax

6
0)x6

b − (gx2
bx

4
0 +

γ2

4
t2bx

6
0))x6

a

∣∣∣
= x12

0 (~n, ~m)(gna +
γ2

4
tanh(hna))(gnb +

γ2

4
tanh(hnb))

∣∣∣ n3
a

gna + γ2

4 tanh(hna)
−

n3
b

gnb + γ2

4 tanh(hnb)

∣∣∣
≥ x0(~n, ~m)12 g2 min

y≥1

( d

dy

y3

gy + γ2

4 tanh(hy)

)
|na − nb| ≥ cx0(~n, ~m)12
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for some constant c > 0, having used in the last passage that, for any y ≥ 1, g > 0, γ ∈ R and h > 0,

d

dy

y3

gy + γ2

4 tanh(hy)
=

4y2(8gy + 3γ2 tanh(hy)− γ2hy sech2(hy))

(4gy + γ2 tanh(hy))2

≥ 2y2

16g2y2 + γ4

(
8g + γ2(3tanh(hy)− hy sech2(hy))

)
≥ 2

16g2 + γ4
8g

using that the function 3tanh(y)− y sech2(y) is positive for y > 0.

We show now that the assumptions (H1) and (H2) of Theorem B.0.3 hold true.
Verification of (H1). By (B.2.9), if ρ(x,t) 6= 0 then, by (B.2.9),

xa 6= 0 , ∀a = 0, . . . ,A , ta 6= 0 , ∀a = 1, . . . ,A . (B.2.12)

In particular on the set {(x,t) ∈ X : ρ(x,t) 6= 0} × Y the function f
~c,~d

in (B.2.8) is real analytic.
Verification of (H2). For any (x,t) such that ρ(x,t) 6= 0, the analytic function κ 7→ f

~c,~d
(x,t,κ) possesses

only a finite number of zeros as a consequence of the next lemma.

Lemma B.2.3. For any (x,t) such that ρ(x,t) 6= 0, the analytic function κ 7→ f
~c,~d

(x,t,κ) is not identically
zero in I.

Proof. Assume by contradiction that there exists

(x,t) ∈ X , x = (xa)0≤a≤A , t = (ta)0≤a≤A+B with ρ(x,t) 6= 0 such that f
~c,~d

(x,t,κ) = 0

for any κ in the interval I. Then, by analyticity, the function κ 7→ f
~c,~d

(x,t,κ) is identically zero also on the

larger interval (−δ,+∞) where δ := min1≤a≤A t
2
a
γ2

4 x
6
0 > 0. Note that x2

0 > 0 by (B.2.12). In particular,
for any l ∈ N, all the derivatives ∂lκf~c,~d (x,t,κ) ≡ 0 are zero in the interval κ ∈ (−δ,+∞).

We now compute such derivatives at κ = 0 differentiating (B.2.8). The derivatives of the function
λ(y,s,x0,κ) defined in (B.2.7) are given by, for suitable constants Cl 6= 0,

∂lκλ(y,s,x0,κ) = Cly
6lλ(y,s,x0,κ)1−2l , ∀l ∈ N .

Thus we obtain

∂lκλ(y,s,x0,κ)|κ=0 = Clµ(y,s,x0)lλ(y,s,x0,0) where µ(y,s,x0) :=
y6

gy2x4
0 + γ2

4 s
2x6

0

, (B.2.13)

and, recalling (B.2.8),

∂lκf~c,~d (x,t,κ)|κ=0 = Cl

A∑
a=1

cataµ(xa, ta,x0)lλ(xa, ta,x0,0) , ∀l ∈ N .

As a consequence, the conditions ∂lκf~c,~d (x,t,κ)|κ=0 = 0 for any l = 1, . . . ,A imply that

A(x,t)~r = 0 (B.2.14)

where A(x,t) is the A× A matrix

A(x,t) :=


µ(x1, t1,x0)λ(x1, t1,x0,0) · · · µ(xA, tA,x0)λ(xA, tA,x0,0)
µ(x1, t1,x0)2λ(x1, t1,x0,0) · · · µ(xA, tA,x0)2λ(xA, tA,x0,0)

...
. . .

...
µ(x1, t1,x0)Aλ(x1, t1,x0,0) . . . µ(xA, tA,x0)Aλ(xA, tA,x0,0)


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and ~r is the vector

~r :=

r1
...
rA

 , ra := cata ∈ Z \ {0} , ∀a = 1, . . . ,A ,

because by assumption each ca 6= 0 and (B.2.12) holds. Since ~r 6= 0, we deduce by (B.2.14) that the matrix
A(x,t) has zero determinant. On the other hand, by the multilinearity of the determinant,

detA(x,t) =
A∏

a=1

µ(xa, ta,x0)λ(xa, ta,x0,0)det


1 · · · 1

µ(x1, t1,x0) · · · µ(xA, tA,x0)
...

. . .
...

µ(x1, t1,x0)A−1 . . . µ(xA, tA,x0)A−1


=

A∏
a=1

µ(xa, ta,x0)λ(xa, ta,x0,0)
∏

1≤a<b≤A
(µ(xa, ta,x0)− µ(xb, tb,x0)) . (B.2.15)

The condition ρ(x,t) 6= 0 implies, by (B.2.12), (B.2.13) and (B.2.7), that

A∏
a=1

µ(xa, ta,x0)λ(xa, ta,x0,0) 6= 0 ,

and, in view of (B.2.15), the determinant detA(x,t) = 0 if only if µ(xa, ta,x0) = µ(xb, tb,x0) for some
1 ≤ a < b ≤ A. By the definition of the function (y,s,x0)→ µ(y,s,x0) in (B.2.13) it follows that

µ(xa, ta,x0) = µ(xb, tb,x0) ⇒
(
gx2

ax
4
0 +

γ2

4
t2ax

6
0

)
x6
b −

(
gx2

bx
4
0 +

γ2

4
t2bx

6
0

)
x6
a = 0 .

In view of (B.2.9) this contradicts ρ(x,t) 6= 0.

We have verified assumptions (H1) and (H2) of Theorem B.0.3. We thus conclude that there areN0 ∈ N,
α0, δ,C > 0, such that for any α ∈ (0,α0], any N ∈ N, N ≥ N0, any (x,t) ∈ X with ρ(x,t) 6= 0,

meas
{
κ ∈ I : |f

~c,~d
(x,t,κ)| ≤ α|ρ(x,t)|N

}
≤ Cαδ |ρ(x,t)|Nδ . (B.2.16)

For ~n = (n1, . . . ,nA) ∈ NA with 1 ≤ n1 < .. . < nA and ~m = (m1, . . . ,mB) ∈ NB we consider the set

B
~c,~d,~m,~n

(α,N) :=
{
κ ∈ I : |f

~c,~d
(x(~n, ~m), t(~n, ~m),κ)| ≤ α|ρ(x(~n, ~m), t(~n, ~m))|N

}
(B.2.17)

where x(~n, ~m) and t(~n, ~m) are defined in (B.2.10). By (B.2.11) we deduce that ρ(x(~n, ~m), t(~n, ~m)) 6= 0,
and (B.2.16) implies that

measB
~c,~d,~m,~n

(α,N) ≤ Cαδ|ρ(x(~n, ~m), t(~n, ~m))|Nδ . (B.2.18)

Consider the set
K(α,N) :=

⋃
~n=(n1,...,nA)∈NA,1≤n1<...<nA

~m=(m1,...mB)∈NB

~c∈(Z\{0})A, |~c|∞≤M
~d∈(Z\{0})B,|~d|∞≤M

B
~c,~d,~m,~n

(α,N) ⊂ I . (B.2.19)
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By (B.2.18) and (B.2.11) one gets

measK(α,N) ≤ C(A,M)αδ
∑

n1,...,nA∈N
m1,...,mB∈N

1

(
∑A

a=1na +
∑B

b=1mb)Nδ
≤ C ′(A,M)αδ (B.2.20)

for some finite constant C ′(A,M) < +∞, provided Nδ > A + B. We fix

N := [(A + B)δ−1] + 1 and define Kα := K(α,N)

whose measure satisfies |Kα| = O(αδ), in view of (B.2.20).
In conclusion, for any κ ∈ I \ Kα, for any ~n = (n1, . . . ,nA) with 1 ≤ n1 < .. . < nA and ~m ∈ NB, any

~c ∈ (Z \ {0})A with |~c |∞ ≤ M and ~d ∈ (Z \ {0})B with |~d |∞ ≤ M, it results, by (B.2.19) and (B.2.17), that

|f
~c,~d

(x(~n, ~m), t(~n, ~m),κ)| > α|ρ(x(~n, ~m), t(~n, ~m))|N
(B.2.11)
≥ c(A)α(∑A

a=1na +
∑B

b=1mb

)τ2N . (B.2.21)

Recalling the definition of f
~c,~d

in (B.2.8) and x0(~n, ~m) in (B.2.4), the lower bound (B.2.21) implies (B.2.2)
with τ := τ2N − 3 (cfr. (B.2.6)) and redenoting αc(A) ; α.



Appendix C

Derivation of water waves equation with
vorticity

The water waves in the domainDη defined in (4.1.1) is described by the free surface η(t,x) and the velocity
field (u(t,x,y),v(t,x,y)). The equation of motions are the mass conservation and Euler’s equations{

div~u = 0

∂t~u+ ~u · ∇~u = −∇P − gey
(C.0.1)

where P (t,x,y) denotes the pressure and g the gravity. They read in components, denoting ~u :=

(
u
v

)
, as


ux + vy = 0

ut + uux + vuy = −Px
vt + uvx + vvy = −Py − g .

in Dη (C.0.2)

The boundary conditions are 
v = ηt + uηx at y = η(t,x)

v → 0 for y → −h

P = P0 − κ

(
ηx√

1 + η2
x

)
x

at y = η(t,x) .

(C.0.3)

The second condition in (C.0.3) at the bottom is equivalent to{
v(t,x,−h) = 0 , if h isfinite ,

limy→−∞ v(t,x,y) = 0 if h = +∞ .

Taking the rotor of the Euler equation (C.0.1) we obtain that vorticity

rot~u := ω := vx − uy

evolves according to the Helmotz equation

∂tω + (u∂x + v∂y)ω = 0 . (C.0.4)

We assume that the vorticity of the vector field ~u is constant

ω := vx − uy = γ . (C.0.5)

231
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Remark C.0.1. Notice that by (C.0.4), if initially the vorticity ω|t=0 = γ is constant then ω = γ at any time
t.

Moving frame. We can regard these equations in a frame moving horizontally with an arbitrary constant
speed c. The new variables

ũ(t,x,y) := u(t,x+ ct,y)− c
ṽ(t,x,y) := v(t,x+ ct,y)

η̃(t,x) := η(t,x+ ct)

P̃ (t,x,y) := P (t,x+ ct,y)

(C.0.6)

satisfy the same equations (C.0.1)-(C.0.3). This means that we can always add an arbitrary constant c to the
horizontal component of the velocity field.

Lemma C.0.2.
∫ 2π

0 v(t,x,y)dx = 0 for all t and y < −1.

Proof. Notice that, by the divergence free condition ux + vy = 0 in (C.0.2) we have

∂y

∫ 2π

0
v(t,x,y)dx =

∫ 2π

0
−ux(t,x,y)dx = 0

by the 2π-periodicity of u. Hence∫ 2π

0
v(t,x,y)dx = lim

y→−h

∫ 2π

0
v(t,x,y)dx = 0

by the second boundary condition in (C.0.3).

By Lemma C.0.3 below we have that there exists a constant c(t) and potential Φ(t,x,y), 2π-periodic in
x, such that

u(t,x,y) = c− γy + Φx(t,x,y)

v(t,x,y) = Φy(t,x,y)
(C.0.7)

where

c :=
1

2π

∫ 2π

0
u(t,x,y)dx+ γy , ∀y < −1 . (C.0.8)

Notice that c is independent of y < −1. Actually c is constant in t.

Lemma C.0.3. ∂tc = 0.

Proof. By differentiating (C.0.8) and using the second equation in (C.0.2) we get

∂tc(t) :=
1

2π

∫ 2π

0
∂tu(t,x,y)dx =

1

2π

∫ 2π

0
−1

2
(u2)x − vuy − Pxdx

=
1

2π

∫ 2π

0
−v(vx − γ)dx

(C.0.5)
=

γ

2π

∫ 2π

0
vdx = 0

by Lemma C.0.2.
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Thus, in view of (C.0.6) about the moving frame, i.e. substituting u,v,η,P with ũ, ṽ, η̃, P̃ with c = c

we can always assume that {
u(t,x,y) = −γy + Φx(t,x,y)

v(t,x,y) = Φy(t,x,y) .
(C.0.9)

By (C.0.7) and since ~u is divergence free, it follows that

∆Φ(t,x,y) = 0 . (C.0.10)

We can also express the boundary conditions (C.0.3) in terms of Φ, getting{
ηt = Φy − Φxηx + γηηx at y = η(t,x)

Φy → 0 for y → −h .
(C.0.11)

We define the trace at the boundary

ψ(t,x) = Φ(t;x,y)|y=η = Φ(t;x,η(t,x)) . (C.0.12)

In such a way, given η,ψ, the function Φ is recovered by solving the Dirichlet problem
∆Φ = 0 in Dη
Φ = ψ at y = η(t,x)

Φy = 0 at y = −h.
(C.0.13)

Defining the Dirichlet-Neumann operator G(η)ψ as

G(η)ψ :=
√

1 + η2
x (∂~nΦ)|y=η(t,x) = (−Φxηx + Φy)|y=η(t,x) , (C.0.14)

we get from (C.0.11) that
ηt = G(η)ψ + γηηx (C.0.15)

which is the first equation in (4.1.2).

Remark C.0.4. We have that
G(η)[1] = 0 ,

∫
T
G(η)[ψ]dx = 0 .

Lemma C.0.5. (Stream function) There exists Ψ on Dη such that

u = Ψy , v = −Ψx , (C.0.16)

and therefore Ψ̃ = Ψ + γy2

2 solves

Φx = Ψ̃y = u+ γy , Φy = −Ψ̃x = v . (C.0.17)

Proof. The existence of Ψ defined in Dη,h and satisfying (C.0.16) follows from the classical Helmholtz

decomposition of the irrotational vector field
(
−v
u

)
.

Remark C.0.6. Notice that the fluid particles evolve according to the time-dependent Hamiltonian system{
ẋ = u = Ψy = ∂y(Ψ̃− γ

2y
2)

ẏ = v = −Ψx = −∂x(Ψ̃− γ
2y

2) .
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To deduce the second equation of water waves, we start again with the Euler equation and use the
vectorial identity

~u · ∇~u = ∇
(
|u|2

2

)
− ~u ∧ rot~u

to write the second equation of (C.0.1) as

∂t~u+∇
(
|u|2

2

)
− ~u ∧ rot~u = −∇(P + gy) . (C.0.18)

Now we use that, by (C.0.9), the velocity field ~u =

(
−γy

0

)
+ ∇Φ, that, by (C.0.16), |~u|2 = |∇Ψ|2 and,

finally that, by (C.0.5) and (C.0.16),

~u ∧ rot~u = γ

(
v
−u

)
= −γ∇Ψ ,

to write (C.0.18) in terms of Φ and Ψ as

∂t

(
∇Φ +

(
−γy

0

))
+∇

(
|∇Ψ|2

2

)
+ γ∇Ψ +∇(P + gy) = 0 .

Therefore in the time dependent fluid domain we have that

∂tΦ +
|∇Ψ|2

2
+ γΨ + P + gy = C(t) (C.0.19)

for some C(t), which determines the pressure in the fluid. This generalizes Bernoulli theorem for fluids
with constant vorticity.

Evaluating (C.0.19) at the free surface, and imposing the last dynamic condition in (C.0.3) we obtain
that

∂tΦ +
|∇Ψ|2

2
+ γΨ− κ

(
ηx√

1 + η2
x

)
x

+ gη = c(t) at y = η(t,x) , (C.0.20)

where c(t) = C(t)− P0.
Finally we write this equation in terms of ψ and η only. We use the following two preliminary lemma.

Given a 2π-periodic function f(x) with zero average we define g := ∂−1
x f the unique 2π-periodic function

with zero average such that ∂xg = f .

Lemma C.0.7. There is c0(t) such that

Ψ(t,x,η(t,x)) = −γ
2
η2 − ∂−1

x G(η)ψ + c0(t) . (C.0.21)

Proof. We have

d

dx

(
Ψ(t,x,η(t,x)) +

γ

2
η2
)

= Ψx(t,x,η(t,x)) + Ψy(t,x,η(t,x))ηx + γηηx

= −Φy(t,x,η(t,x)) + (Φx(t,x,η(t,x))− γη(t,x))ηx + γηηx

= −G(η)ψ

implying (C.0.21).
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Remark C.0.8. The previous computation gives another proof that
∫
TG(η)ψdx = 0.

Inverting
ψx = Φx + Φyηx , G(η)ψ = Φy − Φxηx , at y = η(t,x) , (C.0.22)

see (C.0.12) and (C.0.14), we get 
Φx(x,η(x)) =

ψx − ηxG(η)ψ

1 + η2
x

Φy(x,η(x)) =
ψxηx +G(η)ψ

1 + η2
x

.
(C.0.23)

By Lemma C.0.5 we have that, at y = η,

|∇Ψ|2

2
=

(Φx − γη)2 + Φ2
y

2
= γ2 η

2

2
+

Φ2
x − 2γΦxη + Φ2

y

2
. (C.0.24)

Differentiating (C.0.12) we have, at y = η(t,x),

∂tψ = Φt + Φyηt

(C.0.20),(C.0.15)
= −|∇Ψ|2

2
− γΨ + κ

(
ηx√

1 + η2
x

)
x

− gη + c(t) + Φy(G(η)ψ + γηηx) . (C.0.25)

We now expand

− |∇Ψ|2

2
− γΨ + Φy(G(η)ψ + γηηx)

(C.0.24),(C.0.21)
= −γ2 η

2

2
−

Φ2
x − 2γΦxη + Φ2

y

2
+
γ2

2
η2 + γ∂−1

x G(η)ψ + Φy(G(η)ψ + γηηx)− γc0(t)

= −Φ2
x

2
−

Φ2
y

2
+ ΦyG(η)ψ + γη(Φy ηx + Φx) + γ∂−1

x G(η)ψ − γc0(t)

(C.0.22)
= −Φ2

x

2
− 1

2

(
Φy −G(η)ψ

)2
+

1

2
(G(η)ψ)2 + γηψx + γ∂−1

x G(η)ψ − γc0(t)

(C.0.22)
= −Φ2

x(1 + η2
x)

2
+

1

2
(G(η)ψ)2 + γηψx + γ∂−1

x G(η)ψ − γc0(t) . (C.0.26)

Finally, using (C.0.23), we check the identity

− Φ2
x(1 + η2

x)

2
+

1

2
(G(η)ψ)2 = −ψ

2
x

2
+

(ηxψx +G(η)ψ)2

2(1 + η2
x)

(C.0.27)

and, collecting, (C.0.25), (C.0.26), (C.0.27)

ψt = −gη − ψ2
x

2
+

(ηxψx +G(η)ψ)2

2(1 + η2
x)

+ κ

(
ηx√

1 + η2
x

)
x

+ γηψx + γ∂−1
x G(η)ψ + c̃(t) ,

which is the second equation in (4.1.2) with ψ in the homogeneous space Ḣs.
Remark that ∫

T
η(x)dx

is a prime integral of (C.0.15). For simplicity we fix
∫
T ηdx = 0.
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Remark C.0.9. Given initial data (η0,ψ0) we solve (η(t,x),ψ(t,x)) solving (4.1.2), then we define Φ(t,x,y)
solving (C.0.13), then we define ~u = (u,v)(t,x,y) according to (C.0.9), which is divergence free and has
vorticity γ. We notice that the boundary condition v(t,x,−h) = 0 and so we define Ψ(t,x,y) according to
Lemma C.0.16. Finally (C.0.19) defines the pressure inside Dη so that the Euler equation (C.0.1) holds in
Dη. The first and the third kinematic and dynamics boundary conditions in (C.0.3) follow by the equations
(4.1.2).

C.1 Hamiltonian formulation

We now prove that the equations (4.1.2), defined on H1
0 × Ḣ1 are Hamiltonian. We denote for clarity [ψ] an

element of Ḣ1, remind that ψ1 ∼ ψ2 if and only if ψ1 − ψ2 = c. We define the symplectic form

W
((

η1

[ψ1]

)
,

(
η2

[ψ2]

))
:=

〈(
γ∂−1

x −Id
Id 0

)(
η1

[ψ1]

)
,

(
η2

[ψ2]

)〉
L2

= 〈γ∂−1
x η1 − ψ1,η2〉L2 + 〈η1,ψ2〉L2 (C.1.1)

and since η1,η2 have zero average it is well defined and non-degenerate on H1
0 × Ḣ1.

We consider the Hamiltonian

H(η,ψ) =
1

2

∫
T
(ψG(η)ψ + gη2)dx+ κ

∫
T

√
1 + η2

xdx+
γ

2

∫
T
(−ψxη2 +

γ

3
η3)dx.

which is well defined on H1
0 × Ḣ1 since G(η)[1] = 0 and

∫
TG(η)ψdx = 0. The associated Hamiltonian

vector field is defined by the identity

dH(u)[û] =W(XH(u), û) , ∀u :=

(
η

[ψ]

)
, û :=

(
η̂

[ψ̂]

)
.

We have1

dH(u)[û] = 〈∇ηH,η̂〉L2 +
〈
∇ψH,ψ̂

〉
L2

=

〈
gη +

ψ2
x

2
− (ηxψx +G(η)ψ)2

2(1 + η2
x)

− κ

(
ηx√

1 + η2
x

)
x

− γψxη +
γ2

2
η2, η̂

〉
L2

+
〈
G(η)ψ + γηηx, ψ̂

〉
L2

and

∇ψH = G(η)ψ + γηηx ∈ H1
0 (T)

∇ηH =
[ψ2

x

2
− (ηxψx +G(η)ψ)2

2(1 + η2
x)

+ gη − κ

(
ηx√

1 + η2
x

)
x

− γψxη +
γ2

2
η2
]
∈ Ḣ1 .

1Setting K(η,ψ) := 1
2

∫
TψG(η)ψdx we have, using the shape-derivative formula,

∇ηK = −1

2
ΦyG(η)ψ +

1

2
Φxψx , at y = η(x)

(C.0.23)
=

ψ2
x

2
− (ηxψx +G(η)ψ)2

2(1 + η2
x)
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Comparing with (C.1.1) we see that the Hamiltonian vector field XH(η, [ψ]) ∈ H1
0 (T)× Ḣ1 is

XH

(
η̂

[ψ̂]

)
=

(
0 Id
−Id γ∂−1

x

)(
∇ηH
∇ψH

)
which is system (4.1.2).

If we define the symplectic form

Jγ =

(
0 Id
Id γ∂−1

x

)
we have

∂t

(
η
ψ

)
= Jγ

(
∇ηH
∇ψH

)





Bibliography

[1] Alazard T., Baldi P., Gravity capillary standing water waves, Arch. Rat. Mech. Anal. 217(3), 741-830,
2015.

[2] Alazard T., Burq N., Zuily C., On the water-wave equations with surface tension. Duke Math. J., 158,
413-499, 2011.

[3] Alazard T., Burq N., Zuily C., On the Cauchy problem for gravity water waves. Invent. Math., 198,
71–163, 2014.

[4] Alazard T., Delort J-M., Global solutions and asymptotic behavior for two dimensional gravity water
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[71] Feola R., Iandoli F., Long time existence for fully nonlinear NLS with small Cauchy data on the circle.
Annali della Scuola Normale Superiore di Pisa, XXII(1): 109-182, 2021.

[72] Feola R., Iandoli F., Local well-posedness for the quasi-linear Hamiltonian Schrödinger equation on
tori. J. Math. Pures Appl. 157: 243-281, 2022.

[73] Feola R., Iandoli F., A non-linear Egorov theorem and Poincaré-Birkhoff normal forms for quasi-linear
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