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A GLOBAL METHOD FOR DETERMINISTIC AND
STOCHASTIC HOMOGENISATION IN BV

FILIPPO CAGNETTI, GIANNI DAL MASO, LUCIA SCARDIA, AND CATERINA IDA ZEPPIERI

ABSTRACT. In this paper we study the deterministic and stochastic homogenisation of free-
discontinuity functionals under linear growth and coercivity conditions. The main novelty of
our deterministic result is that we work under very general assumptions on the integrands
which, in particular, are not required to be periodic in the space variable. Combining this
result with the pointwise Subadditive Ergodic Theorem by Akcoglu and Krengel, we prove a
stochastic homogenisation result, in the case of stationary random integrands. In particular, we
characterise the limit integrands in terms of asymptotic cell formulas, as in the classical case of
periodic homogenisation.
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1. INTRODUCTION

In this paper we derive deterministic and stochastic homogenisation results for free-discontinuity func-
tionals in the space of functions of bounded variation.
We consider families of free-discontinuity functionals of the form

B (w)(u, A) = / f(w, 2, Vu) dz +/ 9w, 2, ], v) A" (L.1)
A SuNA

where w belongs to the sample space of a given probability space (2, T, P) and labels the realisations of
the random integrands f and g, while € > 0 is a parameter of either geometrical or physical nature, and
sets the scale of the problem. In (1.1) the set A belongs to the class &/ of bounded open subsets of R™
and the function u belongs to the space SBV (A, R™) of special R™-valued functions of bounded variation
on A (see [21] and [5, Section 4.5]). Moreover, Vu denotes the approximate gradient of u, [u] stands for
the difference u™ — u~ between the approximate limits of u on both sides of the discontinuity set S, v
denotes the (generalised) normal to Sy, and H™"! is the (n — 1)-dimensional Hausdorff measure in R™.

Functionals as in (1.1) are commonly used in applications in which the physical quantity described by
u can exhibit discontinuities, e.g. in variational models in fracture mechanics, in the theory of computer
vision and image segmentation, and in problems involving phase transformations.

We are interested in determining the almost sure limit behaviour of E. as ¢ — 07, when f and g¢
satisfy linear growth and coercivity conditions in the gradient and in the jump, respectively. The linear
growth of the volume energy sets the limit problem naturally in the space BV of functions with bounded
variation. Indeed, in this setting, limits of sequences of displacements with bounded energy can develop
a Cantor component in the distributional gradient.

This is in contrast with our previous work [16] (in the deterministic case) and [17] (in the stochastic
case), where, under the assumption of superlinear growth for f, the limit problem was naturally set in the
space SBV of special functions with bounded variation.

The two main results of this paper are a deterministic homogenisation result for functionals of the type
(1.1), when w is fixed and f and g are not necessarily periodic, and a stochastic homogenisation result,
obtained for P-a.e. w € 2, under the additional assumption of stationarity of f and g.

1.1. The deterministic result. For the deterministic result we consider w as fixed in (1.1) and write
E.(u, A) instead of E.(w)(u, A). We study the limit behaviour of the functionals E. (-, A), for every A € &,
as € — 0T, under the assumption that the energy densities f and g belong to suitable classes F and G of
admissible volume and surface densities (see Definition 3.1). As announced above, a key requirement for
the class F is that f satisfies linear upper and lower bounds in the gradient variable. Additionally, we
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require that the recession function f°° of f is defined at every point. For the class G, we require that g is
bounded from below and from above by the amplitude of the jump, and that its directional derivative go
in the jump variable at [u] = 0 exists and is finite. The functions f* and go will play an important role
in determining the limiting densities.

We stress here that we do not require any periodicity in the spatial variable z for the volume and
surface densities; moreover, we do not require any continuity in the spatial variable either, since it would
be unnatural for applications.

Under these general assumptions, using the so-called localisation method of I-convergence [18], we can
prove that there exists a subsequence (ex) such that, for every A € &7, (E., (-, A)) I'-converges to an
abstract functional E(~,A), that E(, A) is finite only in BV, and that, for every u € BVioc(R™,R™), the
set function E(u, -) is the restriction to &7 of a Borel measure (see Theorem 5.1).

Note that, without any additional assumptions, one cannot expect that E(, A) can be written in an
integral form. In particular, since there is no guarantee that z — E(u( —2z), A+ z) is continuous (which is
instead automatically satisfied in the periodic case), we cannot directly apply the integral representation
result in BV [10]. Our integral representation result is hence obtained under some additional assumptions,
which are though more general than periodicity. We require that the limits of some rescaled minimisation
problems, defined in terms of f, g, f°°, and go, exist and are independent of the spatial variable. These
limits will then define the densities of E.

More precisely, for A € &7, w € SBV(A,R™), f € F, and g € G we set

m 9 (w, A) = inf{/Af(a:,Vu) dw—l—/s

and we assume that for every £ € R™*"™ the limit

Lm0 (e, Qu(ra)

r—+4oo rn

g(x, [u], ve) dH" " :u € SBV(A,R™),u = w near aA}, (1.2)

wNA

= fhom(g) (1~3)

exists and is independent of & € R™, and that for every ¢ € R™ and v € S"~! the limit

! (s g0, QY (1))

milinoo pn—1 =: ghom(g’ V) (1'4)
exists and is independent of x € R"™, where In (1.3), £¢ denotes the linear function with gradient &; in
(1.4), Q¥ (rz) = RV( —5, %)") + rz, where R, is an orthogonal nxn matrix such that R,e, = v, and

W) ¢ if (y—rz)-v>0,
Ure,C,v =
Gy 0 if (y—rz)-v<O0.

The limits (1.3) and (1.4) are the counterpart of the asymptotic cell-formulas in the classical periodic
homogenisation [10]. In that case, periodicity in the spatial variable = ensures the existence of the limits
and their homogeneity in z, that here we have to postulate. Our assumptions are however weaker than
periodicity: notably, they are fulfilled in the case of stationary integrands, as we show in the present work.

In line with the result in [10], the functional being minimised in (1.3) (respectively in (1.4)) has densities
f and go (respectively f°° and g) rather than f and g. We note that, if the density f satisfied a superlinear
growth, then f°°(-,£) = 400 for £ # 0. Since one always has f*°(-,0) = 0, in the superlinear case there
would be the following changes in (1.4): on the one hand the minimisation would be done over functions
with Vu = 0; on the other hand the functional to be minimised would reduce to just the surface term.
This is indeed the situation in [16], where we assume a superlinear growth for f. Moreover, in [16] we
work under different growth conditions for g as well, which in particular satisfies g > ¢, for a given fixed
positive constant. In that case go = 400 (see (3.3)), and hence formally the minimisation in (1.3) would
be over Sobolev functions, and the functional to be minimised would reduce to just the bulk term. Again,
this is exactly what happens in [16] (see also [11, 28]).

In Lemmas 4.2 and 4.5 we show that fhom € F and ghom € G; the fact that fhom € F guarantees
in particular the existence of its recession function fio,,. In Propositions 6.2, 7.2, and 8.3, we show
that the functions fhom, ghom and firo, are the densities of the volume, surface, and Cantor terms of E,
respectively. To do so we use the blow-up technique of Fonseca and Miiller [27] (see also [12]), extended to
the BV-setting by Bouchitté, Fonseca, and Mascarenhas [10]. More precisely, thanks to (1.3) and (1.4),
we prove that the following identities hold true for every A € 7 and for every u € Li (R",R™) with
ula € BV(A,R™):

dE(u,")

W(I) = fhom (Vu(x)) for L"-a.e. T € A,



%(w) = ghom ([u](2), vu(z)) for H" 'ae. z € Su N A,
and
ac)' )_f“°‘“(d|0(u)|( ) for [Clwlac. o€ A,

where L™ is the Lebesgue measure in R™, H"" 'L S, is the measure defined by (H" 'L S,)(B) :=
H" (S, N B) for every Borel set B C R™, and C(u) is the Cantor part of the distributional deriva-
tive of u.

In particular, since the right-hand sides of the previous equalities do not depend on (ej), the homogeni-
sation result holds true for the whole sequence (E.). Moreover, the fact that fuom € F and ghom € G
implies that the classes F and G are closed under homogenisation, and that on SBV the functionals F.
and their T-limit E are free-discontinuity functionals of the same type.

As observed before, fhom and ghom depend on both the volume and the surface densities of the functional
E.. Indeed, the minimisation problems in (1.3) and (1.4) involve both f (or f°) and g (or go). In other
words, volume and surface term do interact in the limit, which is a typical feature of the linear-growth
setting. This is in contrast with the case of superlinear growth considered in [16], in which the limit
volume density only depends on the volume density of E., and similarly the limit surface density only
depends on the surface density of F.. The volume-surface decoupling is typical of the SBV-setting in
presence of superlinear growth conditions on f [11, 16, 28].

Note however that, even in the superlinear case, if f and g satisfy “degenerate” coercivity conditions,
due for instance to the presence of perforations or “weak” inclusions in the domain, the situation is
more involved. Indeed, while in [7, 14, 15, 25, 33] the volume and surface terms do not interact in the
homogenised limit, in [6, 8, 20, 32, 34, 35] they do interact and produce rather complex limit effects.

1.2. The stochastic result. In Section 9 we prove the almost sure I'-convergence of the sequence of
random functionals E.(w) in (1.1) to a random homogenised integral functional, under the assumption
that the volume and surface integrands f and g are stationary (see Definition 3.12 and Remark 3.16). In
the random setting stationarity is the natural counterpart of periodicity, since it implies that f and g are
“statistically” translation-invariant, or “periodic in law”.

The application of the deterministic result Theorem 4.1, at w fixed, ensures that E.(w) I'-converges to
the free-discontinuity functional

Ehom(w)(u, A) ::/Afhom(w7vu) dm-f—/s

with

oo il ) 1+ [ gz (w0 GG ) dC),

wNA

m! (b, Q,(ra))

from(w, €)== lim o ) (1.5)
for every £ € R™*", and
o2 (w),g(w) v
.om Urg,c,vy Q¥ (ra
ghom(waCJ/) = ET (n—l’C, Q ( ))7 (16)
T oS} T

for every ¢ € R™ and v € S™ !, provided the limits in (1.5) and (1.6) (which are the same as (1.3)
and (1.4), modulo the additional dependence on the random parameter w) exist and are independent of
z € R™. Therefore, to show that the I'-convergence of E.(w) towards Fhom(w) actually holds true for
P-a.e. w € Q it is necessary to show that the limits in (1.5) and (1.6) exist and are independent of z € R"
for P-almost every realisation w € Q. To do so, we follow the general strategy firstly introduced in [19] in
the Sobolev setting, and then extended to the SBV-setting in [17] (see also [3]).

This strategy relies on the Subadditive Ergodic Theorem by Akcoglu and Krengel [1] (see Theorem 3.15)
and requires, among other things, to show that the minimisation problems in (1.5) and (1.6) define two
subadditive stochastic processes (see Definition 3.13).

This task however poses a challenge even at the very first step: proving that w — m/(®):90() and
w = mf T @9 are measurable. Indeed, while both m/(“)90() and m/ ™ @19 1y (1.2), involve the
minimisation of measurable functionals in the random variable w, such minimisation is performed over the
space SBV, which is not separable. Since the infimum in (1.2) cannot be reduced to a countable set, the
measurability of w — m/ @90 and w s m!™ @9 cannot be inferred directly from the measurability
inwof f, f°, g and go (see the Appendix). Let us also observe that the situation here is substantially
different from that treated in [16, 17], for a number of reasons. Indeed in [16, 17], as observed before, due
to the different assumptions on f and g, the I-limit exhibits a “separation” of the volume and surface term.
In particular, the limit volume density is obtained as the limit of some minimisation problems similar to



(1.2), but where the minimisation is done over the space of Sobolev functions. Hence in that case the limit
volume density is w-measurable, due to the separability of the space (see also [19]). On the other hand,
the measurability of the minimisation problems defining the limit surface density was delicate also in [17],
since the minimum was taken over Caccioppoli partitions. However, in [17] the minimisation involved only
the surface term of the functional, which makes the proof much simpler than the one required now.

Once the measurability in w is established (see Proposition A.12), we have to face yet another difficulty:
determining the dimension of the stochastic processes. Indeed, using the competitors ¢¢ and wrz,¢, in
Fwhglw) respectively, suggests the rescalings in (1.5) and
(1.6). Hence it suggests that m?(“):90() ghould define an n-dimensional process, while m/~ “)9(“) should
define an (n — 1)-dimensional process. On the other hand, in both cases the functionals appearing in the
minimisation problems, if seen as set functions, are defined on n-dimensional sets.

To solve this problem we proceed as in [3, 13] and [17], where similar issues arise in the study of pure
surface energies of spin systems, and in the case of free-discontinuity problems with superlinear growth,
respectively.

Finally, the last difficulty consists in showing that, as in [3, 17], the limits in (1.5) and (1.6) do not
depend on x. This is particularly delicate for (1.6), due to the presence of an z-dependent boundary
condition.

We conclude by observing that our analysis also shows that, if f and g are ergodic, then the homogenised
integrands fhom and gnom are w-independent, and hence the limit Eyom is deterministic.

the minimisation problems m/ ()9 () and m/

1.3. Outline of the paper. This paper is organised as follows. In Section 2 we introduce some notation.
Section 3 consists of two parts: in Section 3.1 we introduce the stochastic free-discontinuity functionals
and recall the Ergodic Subadditive Theorem; in Section 3.2 we state the main results of the paper.

Sections 4-8 focus on the deterministic results. More in detail, in Section 4 we state the deterministic
T’-convergence results and prove some properties of the limit densities; Section 5 is devoted to the abstract
T'-convergence result; the volume, surface and Cantor terms of the abstract I'-limit are then identified in
Sections 6, 7 and 8, respectively.

Finally, Section 9 focuses on the stochastic homogenisation result, while the proof of the measurability
of w s mf @90 and w s mf T @19 g postponed to the Appendix.

2. NOTATION

‘We introduce now some notation that will be used throughout the paper.

(a) m and n are fixed positive integers, with n > 2, R is the set of real numbers, while Q is the set of
rational numbers. The canonical basis of R™ is denoted by e1,...,en,. For a,b € R™, a-b denotes
the Euclidean scalar product between a and b, and | - | denotes the absolute value in R or the
Euclidean norm in R™, R™, or R™*"™ (the space of m x n matrices with real entries), depending
on the context. If v € R™ and w € R™, the symbol v ® w stands for the matrix in R™*™ whose
entries are (v @ w);; = viw;, fori=1,...,mand j=1,...,n.

(b) 8™ = {C = (Gy-oiGm) ER™ G A+ G = 1), ST = {r = (21,...,20) € R
i+ 422 =1}, and Sifl ={zes"t: +x;(z) > 0}, where i(z) is the largest ¢ € {1,...,n}
such that z; # 0. Note that sl = gifl U /S\T_L*l.

(c) L™ denotes the Lebesgue measure on R™ and H"~! the (n — 1)-dimensional Hausdorff measure
on R".

(d) & denotes the collection of all bounded open subsets of R"; if A, B € &/, by A CC B we mean
that A is relatively compact in B.

(e) For u € BV(A,R™), with A € &/, the jump of u across the jump set S, is defined by [u] :=
ut —u~, while v, denotes the (generalised) normal to S, (see [5, Definition 3.67]).

(f) For every u € BV(A,R™), with A € 7, the distributional gradient, denoted by Du, is an R™*"-
valued Radon measure on A, whose absolutely continuous part with respect to £", denoted by
D®u, has a density Vu € L'(A,R™*™) (which coincides with the approximate gradient of u),
while the singular part D*u can be decomposed as D*u = Du + C(u), where the jump part Diy
is given by

D’u(B) = / [u] ® v dH™ " for every Borel set B C A,
BNS,

and the Cantor part C(u) is an R™*™-valued Radon measure on A which vanishes on all Borel
sets B C A with H"~*(B) < +oo.



(g) For z € R™ and p > 0 we define
By(z) :=={y €R": |y — x| < p},
Qp(x) ={yeR": |(y—x)-e|<§ fori=1,...,n}.

(h) For every v € S"! let R, be an orthogonal nxn matrix such that R,e, = v; we assume that
the restrictions of the function v +— R, to the sets ST ! defined in (b) are continuous and that
R_,Q(0) = R,Q(0) for every v € S"~'; moreover, we assume that R, € O(n) N Q"*" for every
v € Q"NS™ . A map v — R, satisfying these properties is provided in [16, Example A.1 and
Remark A.2].

(i) Forz € R", p >0, and v € S ! we set

QZ(x) = RVQP(O) + .
For k € R, with k > 0, we also define the rectangle
(@) = Qo) +a
where QZ’k(O) is obtained from @ (0) by a dilation of amplitude k in the directions orthogonal

to v; i.e.,
PE0) =R, (=52, %2)" " x (-2,9)).
We set
9, Q" (@) = 0Qp (@) N Ry (-, %)™ ™! xR),

AQy" (x) = 0Q " (x) N Ry (R x (—£, ),

namely the union of the faces of sz(x) that are orthogonal and parallel to v, respectively.

(j) Let g and A be two Radon measures on A € &7, with values in a finite dimensional Hilbert space
X and in [0, +o0], respectively; for every x € A the Radon-Nikodym derivative of 1 with respect
to A is defined as

dp . plz+1r0C)
ﬁ(m) rlgg-k Az 4+ rC)

whenever the limit exists in X and is independent of the choice of the bounded, closed set
C' containing the origin in its interior (see [26, Definition 1.156]); according to the Besicovich
differentiation theorem Z—‘;(a:) exists for A\-a.e. x € A and p = Z—i)\ + 1°, where p* is the singular
part of p with respect to A (see [26, Theorem 1.155]).

(k) For & € R™*™ the linear function from R™ to R™ with gradient ¢ is denoted by £¢; i.e., £e(x) := €z,
where z is considered as an nx1 matrix.

(1) Forz € R", ¢( € R™, and v € S ' we define the function u, ¢, as
¢ if(y—z)-v>0,
Uz (y) = .
0 if (y—z)-v<O0.
(m) For x € R™ and v € S"™ !, we set
Iy :={yeR":y-v=0} and I, :={yeR":(y—z) -v=0}

(n) For a given topological space X, #(X) denotes its Borel o-algebra. For every integer k > 1, B*
is the Borel o-algebra of R*, while #% stands for the Borel o-algebra of S*~*.

3. SETTING OF THE PROBLEM AND STATEMENTS OF THE MAIN RESULTS

This section consists of two parts: in Section 3.1 we introduce the stochastic free-discontinuity func-
tionals and recall the Ergodic Subadditive Theorem; in Section 3.2 we state the main results of the paper.

3.1. Setting of the problem. Throughout the paper we fix the following constants: ci, c2, cs, ca,
cs € [0,400), with 0 < ¢2 < ¢3, and a € (0,1). Moreover, we fix two nondecreasing continuous functions
o1, 02: [0,4+00) — [0, +00) such that 01(0) = 02(0) = 0.

Definition 3.1 (Volume and surface integrands). Let F = F(c1,c2,c3, ¢4, ¢5, 0, 01) be the collection of
all functions f: R"xR™*™ — [0, +00) satisfying the following conditions:
(f1) (measurability) f is Borel measurable on R™ xR™*";
(f2) (continuity in &) for every x € R™ we have
If(z,&) = f(z, &) < o1(|ér — &) (f(z, &) + f(,&2)) + arlé — &
for every &1, & € R™*™,;



(f3) (lower bound) for every € R™ and every £ € R™*"

c2lé| < f(x,€);
(f4) (upper bound) for every x € R™ and every £ € R™*"

[, 8) < esl€] + cas

(f5) (recession function) for every z € R™ and every £ € R™*" the limit

f7(@,€) == lim 1 (=, t8), (3.1)

—+oo
which defines the recession function of f, exists and is finite; moreover, f°° satisfies the inequality
|F*°(2,€) = 1 f(2,86)] < G + 5 f(x,86)' ™" (3:2)

for every x € R", every £ € R™*™ and every t > 0.

Let G = G(cz,c3,02) be the collection of all functions g: RPxR™xS" ! — [0, +00) satisfying the
following conditions:

(g1) (measurability) g is Borel measurable on R™xR™ xS™~!;
(g2) (continuity in ¢) for every € R™ and every v € S™! we have

|g(£C,<2,I/) *Q(,T,Cl,l/)‘ < 0—2(‘(1 - C2D(g($7€-1,l/) +g(:L'7<27l/))

for every (1, (2 € R™;
(g3) (lower bound) for every z € R", ¢ € R™, and v € S"~!

c2¢] < g(z, ¢, v);
(g4) (upper bound) for every x € R™, ¢ € R™, and v € "+
g(l’, C? V) < C3K|;
(g5) (directional derivative at 0) for every € R™, ¢ € R™, and v € S"~! the limit

go(w,Cv) == lim 1g(z,¢v) (3.3)
exists, is finite, and is uniform with respect to x € R™, ( € ™!, and v € S" L.
(g6) (symmetry) for every z € R, ¢ € R™, and v € S"*
9(z,¢,v) = gz, —¢, —v).
For every f € F, g€ G, A€ o/, and u € SBV(A,R™) we set
E"9(u, A) = / f(z,Vu)dz + / gz, [u], v) dH" ™,
A s

WNA
and for every w € SBV(A,R™) we set

m?9(w, A) ;= inf{E"9(u, A) : w € SBV(A,R™), u = w near HA}. (3.4)

The expression “u = w near JA” means that there exists a neighbourhood U of JA such that u = w L"-
a.e. in UN A. More in general, if A C A is a relatively open subset of A, the expression “u = w near A”
means that there exists a neighbourhood U of A in R™ such that v = w L£L™-a.e. in U N A.

For technical reasons, related to the details of the statement of the Subadditive Ergodic Theorem, it
is convenient to extend this definition to an arbitrary bounded subset A of R™, by setting mf’g(w7 A) =
m?9(w, intA), where intA denotes the interior of A.

Remark 3.2. If f € F and g € G, then f* € F and go € G. Moreover, the lower bounds (f3) and (g3)
imply that
c2|Dul|(A) < min{Ef’g(u,A),Ef’g0 (u, A), Ef 9 (u, A), BT 9 (u, A)}

for every A € o7 and u € L ,(R™,R™), with u|4 € SBV(A,R™).
Remark 3.3. From (f4) and (f5) it follows that for every L > 0 there exists M > 0, depending on cs, c4,
cs, and L, such that

£ (@, &) — 2 f(x,t&)| < £ for every z € R", £ € R™" with [¢| =1, and t > L. (3.5)
Conversely, if the limit in (3.1) exists and f satisfies (f3), (f4), and (3.5) for some L > 0 and M > 0,
then for every z € R, £ € R™*" and ¢t > 0 we have

7€) — 1i(e, )] < Mlel'~ = Mgl < o) ifde 2 L,

|f () — ¢ f @, 1) < 22E + & if tl¢] < L,




where in the last inequality we used the fact that that f*(z,£) < c3|€| for every z € R™ and £ € R™*".
This implies that f satisfies (3.2) for a suitable constant cs, depending only on c2, c3, ¢4, L, and M.

Remark 3.4. If (f4) holds, then (f5) is equivalent to the fact that
c c 11—« c c 11—«

for every x € R™, every & € R™*", and every s, t > 0. Indeed, using the triangle inequality we obtain
(3.6) from (3.2) for s and t. Conversely, if (f4) holds, then < + < f(z,t£)' ™ — 0 as t — +o00. Therefore
(3.6) implies that ¢ — 1 f(x,t£) satisfies the Cauchy condition as t — +oo, hence the limit in (3.1) exists,
while (3.2) follows from (3.6) by taking the limit as s — +o0.

Remark 3.5. Assume that g: R"xR™xS"™! — [0, +-00) satisfies (g5) and let A: [0, +00) — [0, 400) be
defined by

A(t) == sup{|go(z, ¢, v) — %g(wm’ﬁ,uﬂ cxeR™, ceS™ Y, vesS"re (0,¢]}. (3.7)
Then A is nondecreasing and
tgr(l)nJr A(t) =0, (3.8)
l90(2, ¢, v) = £, £, ) < [CAC)), (3.9)
for every z € R, ¢ € R™, and v € S"!. If g satisfies also (g3), then (3.9) gives
lgo(, ¢,v) = 39(z, ¢, v)| < S A 79(z, L ¢, v). (3.10)

Conversely, if the limit in (3.3) exists (even with no uniformity assumptions) and g satisfies (g4) and
(3.10), then it satisfies (3.9) with A replaced by 2—;’)\, which implies that g satisfies (¢5).

Remark 3.6. If g: R"xR™xS"™! — [0, 400) satisfies (¢3), (g4), and (g5), then by (3.10) and by the
triangle inequality we get

139(@,sCv) = 9@, tCv)| < AN s, s Cv) + SAHC) Fa(,t ¢, v) (3.11)

for every s,t >0, x € R™, ( € R™, and v € S"~'. Conversely, if (g4) and (3.11) hold, with some function
X satisfying (3.8), then A(t[¢|)+g(z,t¢(,v) — 0 as t — 0+ and hence, using (3.11), we deduce that the
function t — %g(:mt(, v) satisfies the Cauchy condition as ¢t — 0+. This implies that the limit in (3.3)
exists and is finite. Moreover, passing to the limit as s — 0+ from (3.11) we obtain (3.10), which, in turn,
yields (g5).

We are now ready to introduce the probabilistic setting of our problem. In what follows (2,7, P)
denotes a fixed probability space.

Definition 3.7 (Random integrands). A function f: QxR" xR™*™ — [0, +00) is called a random volume
integrand if

(al) fis T ® B" ® ™ "-measurable;
(b1) f(w,-,-) € F for every w € .

A function g: Q@ x R™ x R™ x §"~! — [0, +00) is called a random surface integrand if

(a2) gis T ® B" ® B™ ® ABs-measurable;
(b2) g(w,-,-,-) € G for every w € Q.

Let f be a random volume integrand and let g be a random surface integrand. For every w € 2 and
every ¢ > 0 we consider the free-discontinuity functional E. (w): Li,.(R",R™) x & — [0, 4+0cc] defined by

£ Vu)dx +/ g(w, 2, [u],v) dH" ! ifula € SBV(A,R™),
SunA (3.12)
otherwisein Li, . (R"™, R™).

B (w)(u, A) i= /Af(w’
“+00

Definition 3.8. Il f is a random volume integrand, we define f>: Q x R"™ x R™*"™ — [0, +00) by
F2 w8 = lim L f(w, @, t6). (3.13)
t—+oo
If ¢ is a random surface integrand, we define go: 2 x R™ x R™ x S~ — [0, +00) by

go(w,z,(,v) = tlin01+ %g(w, z,t¢,v). (3.14)



Remark 3.9. The existence of the limit in (3.13) follows from (bl) in Definition 3.7 and from (f5). Since
for every t > 0 the functions (w,z,&) — %f(w,ac,tf) are T ® B" @ ™ "-measurable by (al), the same
property holds for f°°. Moreover, from Remark 3.2 and from (bl) we deduce that f*(w,-,:) € F for
every w € 2. We conclude that f°° is a random volume integrand.

The existence of the limit in (3.14) follows from (b2) in Definition 3.7 and from (g5). Since for every
t > 0 the functions (w,z,(,v) — %g(w,w,tg v)are T @ B" @ B™ @ Bg-measurable by (a2), the same
property holds for go. Moreover, from Remark 3.2 and from (b2) we deduce that go(w,-,, ) € G for every
w € ). We conclude that go is a random surface integrand.

In the study of stochastic homogenisation an important role is played by the notions introduced by the
following definitions.

Definition 3.10 (P-preserving transformation). A P-preserving transformation on (2,7, P) is a map
T: Q — Q satisfying the following properties:

(a) (measurability) T is T-measurable;

(b) (bijectivity) T is bijective;

(c¢) (invariance) P(T(E)) = P(E), for every E € T.
If, in addition, every set E € T which satisfies T'(F) = E (called T-invariant set) has probability 0 or 1,
then T is called ergodic.

Definition 3.11 (Group of P-preserving transformations). Let d be a positive integer. A group of P-
preserving transformations on (2, 7, P) is a family (7.),cza of mappings 7. : Q — Q satisfying the following
properties:

(a) (measurability) 7. is 7-measurable for every z € Z%

(b) (bijectivity) 7. is bijective for every z € Z%;

(c) (invariance) P(r.(E)) = P(E), for every E € T and every z € Z¢;

(d) (group property) 7o = idg (the identity map on Q) and 7, = 7, o 7,/ for every z, 2’ € Z¢;
If, in addition, every set E € T which satisfies 7. (F) = E for every z € 7% has probability 0 or 1, then
(T2).,eza is called ergodic.

We are now in a position to define the notion of stationary random integrand.

Definition 3.12 (Stationary random integrand). A random volume integrand f is stationary with respect
to a group (7;)zezn of P-preserving transformations on (2,7, P) if
f(w,m + 275) = f(TZ(w)vx7§)
for every w € Q, x € R", 2 € Z", and £ € R™*™,
Similarly, a random surface integrand g is stationary with respect to (72).ezn if
g(wa T+ Z, Ca V) = g(TZ(w)5x7 C7 V)
for every w € Q, z € R", z € Z", ( € R™, and v € S" 1.

We now recall the notion of subadditive stochastic process as well as the Subadditive Ergodic Theorem
by Akcoglu and Krengel [1, Theorem 2.7].

Let d be a positive integer. For every a,b € R?, with a; < b; for i = 1,...,d, we define
[a,b) == {x e R :a; <a; <b; fori=1,...,d},
and we set
Ty :={[a,b) :a,b e R a; < b; fori=1,...,d}. (3.15)
Definition 3.13 (Subadditive process). A d-dimensional subadditive process with respect to a group
(T2),ezd, d > 1, of P-preserving transformations on (2,7, P) is a function p: Q x Z; — R satisfying the
following properties:
(a) (measurability) for every A € Z; the function w — pu(w, A) is T-measurable;
(b) (covariance) for every w € Q, A € Zy, and z € Z% we have p(w, A + z) = p(1.(w), A);
(¢) (subadditivity) for every A € Zy and for every finite family (A;)ier C Zq of pairwise disjoint sets
such that A = U;erA;, we have

wlw, A) < Zu(w,Ai) for every w €
i€l
(d) (boundedness) there exists ¢ > 0 such that 0 < p(w, A) < cL%(A) for every w € Q and every
A€y



Definition 3.14 (Regular family of sets). A family of sets (A¢)i>0 in Zg is called regular (with constant
C > 0) if there exists another family of sets (A});>0 C Z4 such that:

(a) A; C Aj for every t > 0;

(b) AL C A} whenever 0 < s < t;

(c) 0 < LYA}) < CLYA,) for every t > 0.

If the family (A;)t>o can be chosen in a way such that RY = Ut>0 A}, then we write . ligl Ay = R?.
— 400

We now state a variant of the pointwise ergodic Theorem [1, Theorem 2.7 and Remark p. 59] which is
suitable for our purposes. This variant can be found in [30, Theorem 4.1].

Theorem 3.15 (Subadditive Ergodic Theorem). Let d € {n — 1,n} and let (7.),cza be a group of P-
preserving transformations on (Q,T,P). Let u: Q x Zg — R be a subadditive process with respect to
(72).cza- Then there exist a T-measurable function p: Q — [0, +00) and a set ' € T with P(Y')=1 such

that (0. A1)
. plw, Ae)
Mm i) T W)

for every regular family of sets (A¢)t>0 C Za with . 1i£_n Ar = R? and for every w € Q. If in addition
— 400
(T2),eza is ergodic, then ¢ is constant P-a.e.

Remark 3.16 (Covariance with respect to a continuous group (7:),cga). Definitions 3.11, 3.12, 3.13 and
Theorem 3.15 can be adapted also to the case of a continuous group (7:).cpe, see for instance [17,
Section 3.1].

3.2. Statement of the main results. In this section we state the main result of the paper, Theorem
3.18, which provides a I'-convergence result for the random functionals (E:(w))e>0 introduced in (3.12),
under the assumption that the volume and surface integrands f and g are stationary.

The next theorem proves the existence of the limits in the asymptotic cell formulas that will be used
in the statement of the main result.

When f and g are random integrands it is convenient to introduce the following shorthand notation

mA90 = I @ )0 (@) ! 50w

mww’g =m mf:oo’go = mfoo(w"">‘90(w""">, (3.16)

where m®9 m ™9 and m’™ 9 are defined as in (3.4), with (f,g) replaced by (f,g0), (f*°,9), and
(£, go), respectively.

Theorem 3.17 (Homogenisation formulas). Let f be a stationary random volume integrand and let g be
a stationary random surface integrand with respect to a group (7»).ezn of P-preserving transformations
on (2, T,P). Then there exists Q' € T, with P(Q') = 1, such that

(a) for everyw € Y, z €R™, £ cR™ "™, v € S" ! and k € N the limit

L mL (e, Q2 ()
r—+400 kn—1pn

ezists and is independent of x, v, and k;
(b) for everyw € U, x € R™, ¢ €R™, v € S"™! the limit

oo
lim mf, I (Ura,c,v, Qr(re))
r——+o0 rn—1

ezists and is independent of x.

More precisely, there exist a random volume integrand fuom: @ x R™*™ — [0, 400), and a random surface
integrand ghom: Q@ x R™ x §"™1 — [0, 4+00) such that for every w € ', x € R™, £ € R™*" ( € R™, and
vest!

fi90 v,k fi90
mw (gﬁaQ'r ('I‘.’IZ)) — hm mw (EfaQT‘)

fhom (UJ, 5) = 'rggloo kn—1pn r——+o00 rn ’ (317)
f°°,g( v f=.9 v
s my, Urg,¢,vy Q’V‘ (TJ?)) 7 meg (UOK,V? Q'r)

ghom (w, G, v) = lim e = lm —— y—, (3.18)

where Qr 1= Qr-(0) and QY = Q7 (0).
For every w € ' and £ € R™*™ let

fhom(w7 5) = tl}?oo

fhom (UJ, té-)
t
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(since fhom(w,) € F, the existence of the limit is guaranteed by (f5)). Then for every w € Q', x € R,
£ e R™*™, I/GS" L and k € N we have

o (w6 = lm MU QU)o ml Tl Q)

r—-+oo kn—1lpn r—-+oo rm

(3.19)

If, in addition, (7;).czn is ergodic, then from and gnom are independent of w and

Jhom(§) = lim /mfgo (e, Qr) dP(w), (3.20)

r—+oo 17T

ghom(<7 ):'rl}IJPoo - 1/m UO C,V»Q) (w)7 (321)
fom(©) = Jim_ [l 0, @) P (), (3:22)

We are now ready to state the main result of this paper, namely the almost sure I'-convergence of the
sequence of random functionals (E:(w))e>0 introduced in (3.12).

Theorem 3.18 (Almost sure I'-convergence). Let f and g be stationary random volume and surface
integrands with respect to a group (7;).ezn of P-preserving transformations on (Q,T, P), and for every
e>0andw € Q let E.(w) be as in (3.12). Let Q' € T (with P(') = 1), fhom, fioms and gnom be as in
Theorem 3.17, and for every w € Q let Enom(w): Lo (R™,R™) x o7 — [0, +00] be the functional defined
by

Bron @), 4)i= [ from(@ T dot [ gl ) a1 4 [ i (0 G0 diC,
A SunA d|C(u)]
if ula € BV(A,R™), and by Enom(w)(u, A) := 400, if ula ¢ BV(A,R™). Then for every w € Q' and
every A € o the functionals E.(w)(-, A) T-converge to Enom(w)(-, A) in Li,o(R™,R™), as &€ — 0+.
If, in addition, (72)zezn is ergodic, then Fnom is a deterministic functional; i.e., it does not depend
on w.

Thanks to Theorem 3.18 we can also characterise the asymptotic behaviour of some minimisation
problems involving F.(w). An example is shown in the corollary below. Since for every A € & the values
of E.(w)(u,A) and Ehom(w)(u, A) depend only on the restriction of u to A, in the corollary we regard
Ee(w)(u,-) and Euom(w)(u, ) as functionals defined on L'(A,R™).

Corollary 3.19 (Convergence of minima and mininisers). Let f and g be stationary random volume and
surface integrands with respect to a group (72).ezn of P-preserving transformations on (2, T, P), and for
everye > 0 and w € Q let Ec(w) be as in (3.12). Let Q € T (with P(Q') = 1) be as in Theorem 3.17,
and let Enom(w) be as in Theorem 3.18. Givenw € Q', A€ o, and h € LY(A,R™), we have

inf (Be(w)(u, A) + |lu = hllp1(apmy) — min_ (Buom(w)(u, A) + [|u — hllp1apm))  (3.23)

uwe€SBV(A,R™) wEBV (A,R™)
as € = 0+. Moreover, if (u:) C SBV(A,R™) is a sequence such that
Ee(w)(ue, A) + [Jue = A prapmy < inf (Be(w)(u, A) + |lu = hll 1 (amm)) + 7e (3.24)

wESBV (A,R™)

for some ne — 0+, then there exists a sequence € — 0+ such that (ue;)jen converges in L'(A,R™), as
Jj — +o0, to a solution of the minimisation problem

Lopmin (Ehom(w)(m A) + [lu — h||L1(A,Rm)). (3.25)
Proof. If A has a Lipschitz boundary, then the functionals Ec(w)(-, A) + || - —h|1(a,rm) are equi-coercive
in L'(A,R™) thanks to Remark 3.2. Since we have I'-convergence in L'(A,R™) by virtue of Theorem
3.18, the proof readily follows from the fundamental property of I'-convergence (see, e.g., [18, Corollary
7.20]).

We now show that the convergence of minimum values and of minimisers can be obtained even if 0A
is not regular. Let us fix w € ', A € &/, and h € L*(A,R™). By Theorem 3.18 for every A’ € o/ the
functional Epom(w)(-, A') is a I-limit in L{ . (R™, R™), hence it is lower semicontinuous in Li,.(R"™, R™)
(see [18, Proposition 6.8]). This implies that Enom(w)(-, A’), considered as a functional on L'(A’,R™), is
lower semicontinuous. Since

Ehom(w)(-, A) = sup{Ehom(w)(~,A/) A e, A cc A},

the functional Epom(w)(-, A), defined on L'(A,R™), is lower semicontinuous with respect to the conver-
gence in Li.(A,R™).
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Since fhom(w, -) and fion, (w, -) belong to F, while ghom (w, -, -) belongs to G, it follows from the definition
of Enom(w)(+, A) that ca| Dul(A) +[|ull 11 (apm) < Enom(w)(u, A) +|lu—hl[p1carm) + Al L1 (a,rm) for every
u € BV(A,R™). This shows that the functional u + Enom(w)(u, A) + ||u — hl/L14,zrm) is coercive in
BV(A,R™) with respect to the convergence in L{,.(A,R™). Therefore it attains a minimum value in
BV (A,R™), which we denote by uo.

Let uo be a minimum point in BV (A, R™). We extend uo to a function of Li ,(R™ R™), still denoted by
ug. By I'-convergence, for every sequence (¢;) of positive numbers converging to 0 there exists a sequence
u; converging to uo in Li,.(R™,R™) such that E.; (w)(u;, A) = Enem(w)(uo, A) < +0o. By the definition
of E.;(w) we have u; € SBV(A,R™) for j large enough, hence

oo (e () )+ = Bl o) ey ) gy 4) s = Bl
This implies that

lim sup

i . — my) < Uo-
im sup ueSBl‘}l(fA’Rm) (B (w)(u, A) + |lu = hll 1 (amm)) < po

Since the sequence €; — 0 is arbitrary, we obtain

li inf E. VA —h my) < Lo. 3.26
lgzlipueSBl\f}(A,Rm)( (@)(u, A) + Jlu = Rl L1 arm)) < po (3.26)

To prove the opposite inequality for the liminf, as well as the last statement of the corollary, we fix a
sequence (uc) C SBV(A,R™) satisfying (3.24). For every sequence (e;) of positive numbers converging to
0, by Remark 3.2 and by (3.26) the sequence (u;) is bounded in BV(A,R™). Therefore a subsequence,
not relabelled, converges in Li,.(A,R™) to a function u. € BV (4,R™).

Given A’ € &, with A’ CC A, we can consider the functions v;, defined by v; := Ue; in A’ and v; :=0
in R™\ A’, which converge in L'(R",R™) to the function v., defined by v, := u. in A" and v, := 0 in
R™\ A’. Since E. (w)(-, A") T-converges to Eyom(w)(+, A’) in Lj,.(R",R™), we have

’ — ’ < . . ) X / < . . ] )
Enom (w)(tx; A7) = Enom (W) (v, 4') < lim inf B, (w)(v;, A) < lim inf B ; (w)(ue;, 4),
which implies that
Bhom () (s, A') + [[us — b1 (ar gmy < liminf (B (w)(ue;, A) + lue;, — hllp1(azm))-

j—+oo
Taking the supremum for A’ CC A in the previous inequalities we obtain
Ehom (w)(us, A) < ljlglﬁl;f Ee, (w)(ue;, A), (3.27)
and
#o < Binom () (e, A) + [l = hllpagammy < liminf (Ee, (@) (ue;, A) + [lue; — hllL1carm))

<liminf inf | (Bey (@) A) + = Bl (4. (3.28)

By the arbitrariness of the sequence €; — 0, this chain of inequalities, together with (3.26), gives (3.23)
and shows that u, is a solution of the minimisation problem (3.25).

In turn, (3.23), (3.27), and (3.28) imply that |Jue; —hl| L1 (4 rm) —> [[us—h||L1(a,rm). Since ue,; converges

to u. in Li.(A,R™), from the general version of the Dominated Convergence Theorem we obtain that

Ug; converges to u. in L'(A,R™). This concludes the proof of the last statement of the corollary. O

4. DETERMINISTIC HOMOGENISATION: PROPERTIES OF THE HOMOGENISED INTEGRANDS

Let f € F and g € G. For € > 0 consider the functionals E.: Li,(R™,R™) x &/ — [0, +-00] defined by

f(£,Vu da:—i—/ g(2,[u], vu dH™ ' ifulsae SBV(A,R™),
B [Tt | o wm) A€ SBV(AR™) )

+oo otherwisein Li . (R™,R™).

In this section we prove the I'-convergence of F. under suitable assumptions on f and g, which are more
general than the periodicity with respect to x.
The main result of this section is the following theorem.

Theorem 4.1 (Homogenisation). Let f € F, g € G, and let m**9% and m’™ 9 be defined as in (3.4) with
(f,g) replaced by (f, go) and (f°°,g), respectively. Assume that
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(a) for every x € R™, € e R™*™, v € S" !, and k € N the limit

! (e, Q4 (1)

rEToo kn—1lpn = from(¢) (4.2)
ezists and is independent of x, v, and k;
(b) for every x € R™, ¢ € R™, and v € S*~* the limit
fec,g v
111:'{1 m (U:i;alluQr (TCL‘)) =: ghom(g, I/) (43)

exists and is independent of x.
Then funom € F and ghom € G. Let fron, be the recession function of fhom and let Enom: LIIDC(R”,RW) X

o — [0,400] be the functional defined by

Ehom(u, A ::/ om(Vu dm—i—/ om u,VudHn_l+/ o | === d|C(u 4.4

ol 4)i= [ fron(F ot [ grom(udv) [ (o) dicl

if ula € BV(A,R™), while Enom(u,A) := +o00 if ula ¢ BV(A,R™). Then, for every A € o the

functionals Ec(-, A) defined as in (4.1) T-converge to Enom(-, A) in Li (R™,R™), as ¢ — 0+, meaning

that for every sequence (g;) of positive numbers converging to zero the sequence (Ee; (-, A)) I'-converges to
Ehom(',A) mn Llloc(R"7Rm)'

dC(u)

WNA

The proof of the homogenisation result Theorem 4.1 will be carried out in three main steps. In the first
step (Lemmas 4.2 and 4.5) we show that foom € F and gnom € G. In the second step (Theorem 5.1) we
prove that, up to subsequences, for every A € & the functionals E. (-, A) T'-converge to some functional
E(-, A), whose domain is BV (A,R™). Further, we prove that E satisfies some suitable properties both as
a functional and as a set-function. In particular E(u7 -) is the restriction to &7 of a Borel measure.

In the third and last step we show that (4.2) and (4.3) imply, respectively, that the following identities
hold true for every A € &7 and for every u € Li,.(R™,R™) with u|a € BV (A,R™):

W0 ) (0) = from (Vula))  for L-ae. 2 € 4, (45)

%(@ = ghom ([u](2), vu(@))  for H" T-ae. z € SuN A, (4.6)
dE(UH) _ oo M T or u)|-a.e.

i (z) = fhom(d\C(uﬂ( )) for |C'(u)|-ae. z € A (4.7

(see Propositions 6.2, 7.2, and 8.3). Moreover, thanks to (4.5)-(4.7) we deduce that E coincides with the
functional Epom defined in (4.4); as a consequence, the I'-convergence result proved in the second step
actually holds true for the whole sequence (E.).

In the next lemmas we prove that the homogenised integrands fhom and gnom belong to the classes F
and G, respectively.

Lemma 4.2. Let f € F and g € G. Assume that hypothesis (a) of Theorem 4.1 is satisfied and let fhom
be defined as in (4.2). Then fhom € F.

Proof. To prove (f2) we fix &1, & € R™*™ and set £ := & — &. We claim that for every r > 0
%0 (L, Qr) = m % (ley, Q)| < 01 (IE) (" (bey, Qr) + T (bey, Q) + cal€lr™, (4.8)
where Q, := Q,(0). Indeed, by (f2), for every u € SBV(Q,,R™) we have
B (u+ e, Qr) < BV (u, Qr) + o1 (IE) (B (u+ £e, Q2) + BV (u, Q) + calélr™
By rearranging the terms we get
(1= o1 (€ BT (u + £e, Qr) < (14 01 (€D E" (u, Qr) + eaé]r™.

If 01(]¢]) < 1, we minimise over all functions v € SBV(Q,,R™) such that u = £¢, near 0Q, and, using
(3.4), we obtain

(1 = ou(lEN)m (bey, Qr) < (1 + o1 (IEN)m" (b, Qr) + ca|é]r™.

This inequality is trivial if o1(|€|) > 1. Exchanging the roles of &1 and &2 we obtain (4.8). We now divide
both sides of this inequality by r™ and, passing to the limit as 7 — 400, from (4.2) we obtain that fhom
satisfies (f2).
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Property (f1) for fuom follows from the continuity estimate (f2), since fnom does not depend on z.
The lower bound (f3) for fhom follows from the lower bound in Remark 3.2, which gives

coinf | Dul(Q,) <m0 (¢e, Q)

for every £ € R™*™, where the infimum is over all functions u € SBV(Q,,R™), and such that u = ¢¢ near
9Q-. By Jensen’s inequality the left-hand side is equal to c2|¢|r™. Using (4.2) we conclude that that fhom
satisfies (f3).

Property (f4) for fhom follows from the fact that for every £ € R™*™ we have

o @) < B Q) = [ 9 de < olel ea
Passing to the limit as r — 400, from (4.2) we obtain that fhom satisfies (f4).

We now prove that fnom satisfies (f5). Fix £ e R™*" s> 0,t >0, and n € (0,1). By (3.4) for every
r > 0 there exists u, € SBV(Q,,R™), with u, = £¢ near 9Q,, such that

f($7tvu'f) dx + / go(.’L‘,t[UT],I/uT)dHn71 < mf,go (‘gtﬁvQT) +77Tn (49)
Qr SurNQr

By (3.6) for every x € R™ and £ € R™*"™ we have
Lf(w,s6) — = = S fw,s8)' T < {f(w,6) + F 4 Ff(z,t6)

hence, using the positive 1-homogeneity of go,

Cs Cs 1

sr"/ f(z,sVu,)de — = — ——/ f(z, sVu, )"~ O‘dm—i— S go(x, s[ur], v, ) dH" "

S s rm ,rn Su, Qs
go(w, t[urL VuT) dHn_l.

<77/ f(z, tVu,) dx+—+c—5i/ [z, tVu,)' " “dz +
tr Js, na,

trm

By Hoélder’s inequality we obtain

11 1 —o
- f(z,sVu,) dz —|— -— go(z, s[ur], v, ) dH" ™ — E_9% / f(z sVur)dm)
s Jq, §7T" /5y, nQr s
11 1 -
< - f(z, tVu,) dz + 77 go(z, t{ur], v, ) dH ™ + S 5 —n/ f(z, tVu,) dx)
tr an tr S NQr t r o
By (4.9) this inequality implies that
— / f(z,sVu,) dz + in go(x,s[ur],l/uT)danl) _—
r ™ IS0, nQr s
1 ne1 -«
2 ssvu s 9ol slur), v, ) dH" )
7" ™ J sy, nQn
< 1 (imf’gﬂ (b Q) +m) + 2+ E(mP (e, @) ) (4.10)
=\ & t Tt \m ©er ' '
If L 1 .
Tinmfﬂgo (ES& QT) —C5 (ﬁmf790 (6557 Q'f“)) <0, (4'11)
then we have
Lm0, Q) — 2 - E (L (1,Q0))
S s€y &r s s \pn s€y &r
1 1 Cs Cs 1 1-a
< = fgo &5 &L fi90 .
< (Sl Q) +n) + T+ TSm0l Q) +n) (412)

just because the left-hand side is negative and the right-hand side is positive. Since the function 7 +—
T — 57179, defined for 7 > 0, is increasing in the half-line where it is positive, from the inequality

W@ < [ SesVu)dot [ gl st ) dH
Qr SupNQr
and from (4.10) we deduce that (4.12) is satisfied even if (4.11) is not.
Passing to the limit first as 7 — 400 and then as  — 0+, from (4.2) and (4.12) we obtain
1 s Cs 1—a _ 1 cs  cs 1
— Jhom — —— 7 —Jhom < - om t - ~—, Jhom t
S fnom (s€) = — = = fnom(s€) " < - from (8) + -~ + " from (£€)

By exchanging the roles of s and ¢ we obtain (3.6). Recalling that fuom satisfies (f4), we can apply Remark
3.4 and we obtain that fhom satisfies (f5). O
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To prove that gnom € G we need the truncation result given by the following lemma, which will be used
several times in this paper. The proof is given in [9, Lemma 3.7] (see also [10, Lemma 2.8]).

Lemma 4.3. Let C1 > 0, C2 > 0, and n > 0. Then there exists a constant M = M(Cy,C2,m) > 0
such that for every f € F and g € G, for every A € o, for every w € SBV(A,R™) N L*(A,R™), with
lwl|Loo(army < C1, and for every u € BV (A,R™), with [Jullp1arm) + [Dul(A) < C2 and u = w near
0A, there exists u € SBV(A,R™) N L*(A,R™) such that

(@) [lallzoearm) <M,

(b) ET9(a, A) < BN (u, A) +1,

(©) ||t —wllprarm) < [Ju—wllp1arm),

(d) @ =w near OA.

Remark 4.4. A careful inspection of the proof of [9, Lemma 3.7] shows that the lemma also applies if u
only attains the boundary conditions on a subset of A, as defined after (3.4). More precisely, if A C A
is a relatively open subset of A, U is a neighbourhood of A in R", w € SBV(A,R™) N L>*(U N A,R™),
and u = w L"-a.e. in U N A, then the conclusion still holds true, with (d) replaced by

(d) a=w L"ae. inUNA,
and in this case M = M(él,Cz,n) > 0, where [|w| Lo @wnarm) < Ch.
We are now ready to prove that ghom € G.

Lemma 4.5. Let f € F and g € G. Assume that hypothesis (b) of Theorem 4.1 is satisfied and let ghom
be defined as in (4.3). Then gnom € G.

Proof. To prove (g2) we fix (1, (2 € R™ and v € "', and we set ¢ := {2 — (1. We claim that for every
r>0
Im? ™ (uo,y 0, Q7)) = I 7 (0,650, Q)| < 02(IC) (M7 (u0,640, Q7))+ 9 (0,650, QF)),  (4.13)
where Q7 := Q7(0). Indeed, for every u € SBV(Qy,R™), by (¢g2) we have
BT w060, Q) < BT (w, Q) + o2 (G (BT (u + w00, Q) + BT (0, Q7))
By rearranging the terms we get

(1= o2(ICVE" ™ (u+uo.c,0, QF) < (14 02(ICN) BT (u, Q).

If o2(|¢|) < 1, we minimise over all functions u € SBV(Q},R™) such that u = ug,¢,,, near QY and by
(3.4) we obtain

(1= o2(I¢))m” ™% (w0,¢3.0, Q7) < (14 02(ICN)mT ™ (w06, 0, Q).

This inequality is trivial if o2(|¢|) > 1. Exchanging the roles of ¢; and (2 we obtain (4.13). We now divide
both sides of this inequality by 7" ! and, passing to the limit as r — oo, from (4.3) we obtain that ghom
satisfies (¢2).

In view of (g2), to prove (g1) for ghom it is enough to show that for every ¢ € R™ the restriction of the
function v — ghom (¢, v) to the sets g’_}fl and g’_kl is continuous. We only prove this property for gifl,
the other case being analogous. To this end, let us fix ( € R™, v € /8\1_17 and a sequence (v;) C /S\ﬁ_l
such that v; — v as 7 — +o0o. Since the function v — R, is continuous on gﬁ‘:l, for every 6 € (0, 1) there
exists an integer js; such that

i —v[ <8 and Q(_;), CC QY CC Qi g, (4.14)

for every j > js and every r > 0. Fix j > js, » > 0, and > 0. By (3.4) there exists u € SBV(Qy,R™),
with w = uo,¢,, near 0Qy, such that

f= (@, Vu) dz + / 9(x, [u], va) dH" " <m0 (wo,c.0, QY) + 1. (4.15)

QY SuNQY

We define v € S’BWOC(QIHH)T,R”L) as
o(z) = u(x) ifx e Qy,
uo,cw;(x) ifze Q(V{H)T \ Q7.

Then v = uo,¢,,; near 8Q2’{+5)T and S, C Sy, UX, where

= {x €0Qy : (x-v)(z-vj) < 0} U (ng n (Q;’{M)T \ Q:))
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By (4.14) there exists ¢(8) > 0, independent of j and r, with ¢(§) — 0 as § — 0+, such that H" (%) <
§(6)r™~!. Thanks to (g4), (3.4) and (4.15) we then have

mfw,g(UO,(,u_ﬂQ(UfH)r) < /Vj f(z, Vo) dw+/ g(x, [v], vy) dH™

(A+8)r $NQ( 1 5)

<[ 5~ Vude+ / o, [u], v) dH™ ™ + es[Cle(6)r
QY 5.NQY

<m? 7 (o ¢, QY) + 1+ eslCls(8)r™ Y,

where we used the fact that f°°(x,0) = 0 for every z € R". Dividing by r" ! and passing to the limit as
r — 400, recalling (4.3) we obtain

ghom (¢, 23) (14 6)" 7" < ghom (¢, v) + e3[¢[<(8)-
Letting 7 — +o00 and then § — 0+ we deduce that
lim sup ghom (¢, ;) < gnom (¢, ).

Jj—+oo
An analogous argument, now using the cubes Q(VL P implies that

ghom(C, V) S Elgli{.lof ghom(<7 Vj)?

hence the restriction of the function v — ghom((,V) to /S\K_l is continuous. This concludes the proof of

(91) for gnom.
The lower bound (g3) for ghom can be obtained from the lower bound in Remark 3.2, which gives

cainf |Dul(QY) < m?™ 9 (uo e QY)

for every ¢ € R™ and v € S"™!, where the infimum is over all functions u € SBV (Q¥%,R™) and such that
u = up,¢,», near 0Qy.. In turn, this infimum is larger than or equal to

c2 inf | Dv|(QY), (4.16)

v

where the infimum is now over all scalar functions v € SBV(Q;) and such that v = ug,|¢|,, near 0Qy.
Using (4.3), property (¢g3) for gnom follows from these inequalities and from the fact that the value of
(4.16) is co|¢|r™~'. This is a well kown fact, which can be proved, for instance, using a slicing argument
based on [5, Theorem 3.103].

Property (g4) for gnom follows from the fact that for every ¢ € R™ and v € S™™* we have

1 1 oo , 1
LB (00, Q1) = — / o, ¢, v) d < 5]
T T T Hgl"lQ}r’

m! 9 (uo,c.0, QF) <

Passing to the limit as r — 400, from (4.3) we obtain that gnom satisfies (g4).
We now prove that gnom satisfies (g5). Fix ¢ € S™ ™1, v €S"™*, s> 0,¢ >0, and n € (0,1). By (3.4)
for every r > 0 there exists v, € SBV(Qy,R™), with v, = ug,¢,, near 9Qy, such that

[ (x, tVv,) dz +/ 9@, tv], v, ) dH™ T < m T (ugue 0, QY) + mtr™
QY Sv,.NQY
hence
oo 1 n— 1 e v n—
£ (@, Vo) da + - / g, o), ve,) M < LI 9 g e, Q1)
QY tJs,, nQy ¢

where we used the positive 1-homogeneity of f*°(z,-).
Let Q¥ := Q7(0) and let w, € SBV(Q",R™) be the rescaled function, defined by w,(z) := v.(rz) for
every z € Q”. Then w, = uo,¢,, near Q" and, by a change of variables,
1 11 . ,
foo(rm7vw‘f) dr + 7/ g(rm,t[erywr)dHn ! < 77,1mf ,g(UO,tCJMQ'r)_'_?L (417)
Qv Saw,. NQY torm
where we used the positive 1-homogeneity of f*°(x,-). Since the function g,: defined by g¢r:(x,(,v) :=

1g(raz, t¢, v) satisfies (g3) with the constant co independent of r and ¢, and by (g4)

1 oo 1 1

g v —
t?"n_l (uo,tg,u,Qr) S t?"n_l - t?"n_l

B9 (0,00, Q) / 9,1, v) dH™ < ealc] = s,
s NQY

from Remark 3.2 and (4.17) we deduce that there exists a constant C such that |Dw.|(Q") < C, for every
r>0,t>0,and n € (0,1). In addition, since w, coincides with ug ¢, near 9Q", we can apply Poincaré’s
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inequality and from the bound on its total variation we deduce that w, is bounded in BV (Q",R™), uni-
formly with respect to r, by a constant that we still denote with C; namely, ||w: | 1 (v gm)+|Dw.[(Q") <
C.

By Lemma 4.3 for every n € (0,1) there exists a constant M, > 0, depending on C' but not on ¢ > 0,
r>0,¢e€S™ ! and v € S"!, such that for every r > 0 there exists a function @, € SBV(Q",R™) N
L*>(Q",R™) with the following properties: W, = ug,¢,, near 0Q", ||Wr| Lo (v rm) < M, and

1
(e, Vr) de + = / g(ra, tlw.], ve, ) dH™ "
t SQDTDQV
< [ renTeydos g [ gt ) a7 4,
QY 3 Sw,.NQY
where we used the fact that f*° € F and g, € G. By (4.17) this implies that

f(rz, Vi, ) dzx + % /Sw o g(ra, ti,], ve,) dH" " < %Tnl_l

Qv

m " (o, QF) + 20, (4.18)

QI/
Let o, € SBV(Qy,R™) N L*(Qy,R™) be the function defined by o, (z) := w,(%) for every z € Q7.
Then @ = uo,¢,» near 9Qy, ||Ur|| Lo (v rm) < My, and, by a change of variables,

1 1 o
foo('r’VﬁT) dr + 7/ g(m7t[1~}r]7y5r)d%n71 S 7mf }g(U’Oth,lMerl) +277Tn717 (4'19)
o tJss,ney t

where we used (4.18) and the positive 1-homogeneity of f*(z,-). Since ||¥,||Le(qu rm) < My, by (3.11)
we have

(1 — CLA(QSM,,)) ( (x, Vo, ) dx + 1 / g(x, s[tr],vs,.) d?—ln_l)
2 QY S5,.NQY

s
1 oo ~ 1 ~ n—1
< (1 + —)\(QtMn)) ( oz, Vo, ) de + - g(z, t[or],vs,.) dH ) (4.20)
c2 Qv tJss,nay
Assume that
1— A(2sMy) > 0. (4.21)
Since s¥, = ug,s¢,, near 0Q;, using the positive 1-homogeneity of f> we obtain that

1 oo 1 _
7mf 7g(uO,sC,I/:C?:) < fOO(I7Vﬁ7‘)d:r+ 7/ g(x7s[ﬁ7‘]71/ﬂr)d%n 1'
s @ § 85,00
Hence from (4.19) and (4.20) we have
(1= ZA@sMy) tm! ™ (uo,sc,, Q7) < (14 ZA2EMy)) (5m’ 7 (uo,ec, Q) + 200" 1), (4.22)

This inequality holds also when (4.21) is not satisfied, since in that case the left-hand side is nonpositive.
Since M, does not depend on ¢, s, and 7, we can divide (4.22) by ™! and, passing to the limit as
r — 400, by (4.3) we obtain

( - i)‘(QSMn)) ighom(SCa v) < (1 + é)‘(QtMn» (%ghOm(tC, v) + 277)7
which gives
%ghom(SQ v) — %ghom(tC7 v) < i)‘(ZSMn)%ghom(SQ v)+ iA(QtMn)%ghOm(tC: v) + 277(1 + i)‘(QtMn))-
Since gnhom satisfies (g4) and |¢| = 1, from the previous inequality we deduce that
S Ghom (8C, ) = §ghom (1¢, ) < EN(25My) + EN(2tMy) + 2n(1 + S A (2tMy)).

Exchanging the roles of s and ¢ we obtain

|2 ghom (8C, V) = §ghom (1C, V)| < EN(25My) + EA(2EMy) + 27(2 + S A(25My) + SA(2tMy))  (4.23)
for every s > 0,t> 0, €S™ ! and v € S" L.

Given 7 > 0, we fix n > 0 such that 4y < I. Then, using (3.8), we find § > 0 such that for every
t € (0,6) we have £\(2tM,) < £ and 27 A(2tMy) < §. From (4.23) we obtain

|5 ghom (56, v) = {gnom (tC, V)| < 7 (4.24)

for every s, t € (0,6), ¢ € S™ ', and v € S"~!. This shows that the function ¢ %ghom(t(7 v) satisfies
the Cauchy condition for ¢ — 0+, hence the limit

ghom,O(C7 V) = tliggl+ %ghom (tC7 V)
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exists and is finite. This limit is uniform with respect to ¢ € S™™* and v € S™! thanks to (4.24). This
concludes the proof of (g5).

Property (g6) for ghom follows from (4.3) and from the fact that uo,—¢,—» = uo,c,, — ¢ and QY = Q"
(see (h) in Section 2). O

5. [-CONVERGENCE OF A SUBSEQUENCE OF (E:)

In this short section we show that, up to a subsequence, the functionals E. defined in (4.1) T'-converge
to some functional E as € — 0+, and study the main properties of this functional.

Theorem 5.1 (Properties of the T-limit). Let f € F, let g € G, and for € > 0 let E.: Li, . (R",R™) x
o — [0,400] be the functionals defined in (4.1). Then, for every sequence of positive numbers converging
to zero, there exist a subsequence (g5) and a functional E: L, (R",R™) x &/ — [0,+0c0] such that for
every A € o/ the functionals E, (-, A) I'-converge to E(~,A) in L, (R™,R™), as j — +oco. Moreover, E
satisfies the following properties:
(a) (locality) E is local; i.e., E(u, A) = E(v, A) for every A € o and every u, v € Ll _(R",R™) such
that u =v L"-a.e. in A;
(b) (semicontinuity) for every A € o the functional E(-, A) is lower semicontinuous in L (R™ R™);
(c) (bounds) for every A € o/ and every u € Li,.(R™,R™) we have

ca|Du|(A) < E(u, A) < cs|Dul(A) + cal™(A) if u|, € BV(A,R™),
E(u,A) = 400  otherwise;
(d) (measure property) for every u € Li,.(R™,R™) the set function E(u, -) is the restriction to o/ of

a Borel measure defined on %", which we still denote by E(u, 5
(e) (translation invariance in u) for every A € & and every u € L, (R™,R™) we have

E(u+s,A) = E(u, A)  for every s € R™.

Proof. Given an infinitesimal sequence (&;) of positive numbers, let E', E”: LL (R", R™)x o/ — [0, 0]
be the functionals defined as

E'(-,A) :=T- liminf E¢, (-, A) and E"(-,A):=T- limsup E; (-, 4).

Jj—+oo j—+oo
In view of the bounds (f3), (f4), (¢3), and (g4) satisfied by f and g, it immediately follows that
ca|Du|(A) < E'(u, A) < E"(u, A) < cs|Dul(A) + cal™(A)  if ula € BV(A,R™), (5.1)
E'(u, A) = E"(u, A) = +oo  if ula ¢ BV(A,R™). (5.2)

By the definition of FE.; and the general properties of I'-convergence, we can also deduce that the
functionals E' and E” are local [18, Proposition 16.15], lower semicontinuous (in u) [18, Proposition 6.8],
and increasing (in A) [18, Proposition 6.7]. Moreover E' is superadditive (in A) [18, Proposition 16.12].
Since it is not obvious that £’ and E" are inner regular (in A), at this stage of the proof we consider their
inner regular envelopes; i.e., the functionals E\’_, B Li . (R",R™) x & —> [0, +o0] defined as

E- (u, A) := sup E'(u7 A" and E" (u, A) := sup E"(u, AN.

A'ccA A'ccA

Alead Alead
Also E' and E” are increasing, lower semicontinuous [18, Remark 15.10], and local [18, Remark 15.25].
Moreover, by [18, Theorem 16.9] we can find a subsequence of (g;) (not relabelled) such that the corre-
sponding functionals E’ and E” satisfy

E =FE'=E. (5.3)

The functional E defined in (5.3) is inner regular [18, Remark 15.10] and superadditive [18, Proposi-
tion 16.12].

By virtue of [11, Proposition 3.1] applied with p = 1 we can immediately deduce that the functionals
E. satisfy the so-called fundamental estimate uniformly in . Therefore [18, Proposition 18.4] yields the
subadditivity of E(u, -). Therefore, invoking the measure-property criterion of De Giorgi and Letta [18,
Theorem 14.23], we can deduce that, for every u € Li,.(R™, R™), the set function E(u, -) is the restriction
to o/ of a Borel measure defined on %". R R R

Moreover [18, Proposition 18.6] and (5.1) imply that F(u, A) = E'(u, A) = E”(u, A) whenever u|a €
BV(A,R™). Finally, it follows from (5.1) and (5.2) that E(u,A) = E'(u,A) = E"(u,A) = +oo if
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ula ¢ BV(A,R™). We then conclude that E = E' = E" in L}, .(R",R™) x &, hence that E(-, A) is the
P-limit of E. (-, A) in Li,.(R",R™) for every A € «.

Eventually, the translation invariance in u of E(, A) can be easily checked arguing as in [11, Lemma 3.7].

O

For later use we need to introduce the following notation. Let A € &/ and w € BV (A,R™), we set
mg(w; A) = inf{E(u, A) : u € Lige(R",R™), ula € BV(A,R™), u = w near JA}.

6. IDENTIFICATION OF THE VOLUME TERM

In Proposition 6.2 below we characterise the derivative of E with respect to the Lebesgue measure £".
In order to prove this result we need the estimate established in the following lemma, whose proof is an
immediate consequence of (3.9).

Lemma 6.1. Let g€ G, A€ o, andu € BV(A,R™) N L=(A,R™). Then for everyt >0
[ ool = ot )] a ™ < Al sunazm) [l are
SunA SunA

where X is the function defined in (3.7).

Proposition 6.2 (Homogenised volume integrand). Let f, g, E-, (¢;), and E be as in Theorem 5.1.
Assume that (a) of Theorem 4.1 holds, and let funom be as in (4.2). Then for every A € o/ and every
u € Lipo(R™,R™), with u|a € BV(A,R™), we have that

W(w) = fhom (Vu(a:)) for L™ -a.e. x € A.

Proof. Let us fix A € & and u € L, (R",R™), with u|la € BV(A,R™). We divide the proof into two
steps.

Step 1: We claim that

dE(u,-)
acr
By (a)-(e) of Theorem 5.1 and by [10, Lemmas 3.1 and 3.5], arguing as in the proof of (3.16) in [10,
Theorem 3.7], for L™-a.e. x € A we have

() < fhom (Vu(x)) for L™-a.e. x € A. (6.1)

dE(u,) o el Qo(®))
S w) =ty TR ), (6.2)
where £(z) := Vu(z). Fix € A such that (6.2) holds and set £ := {(z) = Vu(x).
For every p > 0 we have
m! 90 (e, Qr (%))
foom(§) = lim —————F—, (6.3)

r—4o00 rn
since the above identity directly follows from (4.2) by replacing = with %.
Let us fix n € (0,1). By (3.4) for every p > 0 and r > 0 there exists v € SBV(Qr(-}),R™), with
vf = l¢ near OQT(%), such that

BP0 (0f, Qr(22)) <m0 (e, Qu(22)) + mr" < / f@ O dy+r" < (eslél +eat+ e, (6.4)

rT

P
where we used that go(+,0,) = 0 and (f4). We extend v to R™ by setting v2(y) = £¢(y) for every
y €R™\Q-(5F).

For every y € R™ let wf(y) := %vf(% +ry) — %fg (z). Clearly w? € SBVioc(R™,R™) and wf = {¢ near

0Q and in R™ \ Q, where Q := Q1(0). Moreover, by a change of variables we obtain

[ 10z m ) dy+ [ a0 4w w) @) @) = B 08, Qr (), (65)
Q S, pNQ

r

wf

where we used the 1-homogeneity of go in the second variable. By the lower bounds (f3) and (g3), from
(6.4) and (6.5) we deduce that there exists a constant K, depending on ||, such that |Dw?|(Q) < K for
every p > 0 and r > 0. In addition, since wf coincides with £¢ in R™\ @, we can apply Poincaré’s inequality
and from the bound on its total variation we deduce that the sequence (w?) is bounded in BVioc(R™,R™).
In particular it is bounded in BV (Q,R™), uniformly with respect to p and r, by a constant that we still
denote with K.
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By Lemma 4.3 and by (6.4) and (6.5) for every n € (0,1) there exists a constant M,, depending also
on [¢] and K, such that for every p > 0 and r > 0 there exists wf € SBV(Q,R™) N L>*(Q,R™) with the
following properties: wf = {¢ near 9Q, |Wf||Loo(@,rm) < My, and

mS90 (¢ ,Qn (=
/Qf(% + 1y, Vor(y)) dy +/ 90 (%2 + 1y, [@7](y), vap (v) dH" " (y) < e @G +21).

SgpNQ rr
Let 97 € SBVioc(R™,R™) be defined by o7 (y) := ro7 (¥ — %) + 7le(x). Then o7 = l¢ near 0Qr (")
and, by a change of variables,

7Nl oo (s, p @ (z2) mm) < 2My, (6.6)
ET90 (57, Qr(2)) <m0 (be, Qr(22)) + 207" (6.7)

Moreover, by combining (6.4) and (6.7) with the lower bound (¢g3) we immediately deduce the existence
of a constant C' > 0, depending on [¢|, such that

1 -
ey B2 dH " < C. (6.8)
T JsgpnQn(n)
By Lemma 6.1, applied with ¢t = p/r, using (6.6) and (6.8) we obtain
1 p

= |90 (. 1521, vap) = Z9(y, £[52], vig)
™ JspnQn () :

dH" ' < CA(2pM,).

This inequality, together with (6.3) and (6.7), gives
. 1 N - n—
tmswp ([ fw vy [ = 0(u, 206 v3g) A" ) < from(€) + 2+ CA2pMy).
roteo TH A Qr(RE) SenQr(5)

Given € > 0 and p > 0, we choose r = p/e and for every y € R™ we define uZ(y) := e 0L (%) = 202(7Y).

P
Then u? € SBVioc(R",R™), uf = £¢ near 9Q,(z) and in R™ \ Q,(z). By a change of variables, from the
previous inequality we get that for every p > 0
EE g?
tinsup D) < (6) 20+ OA2p,) (6.9)
e—0+

Since the functions uf coincide with £¢ in Q144)0(2) \ Q(1—s.),(x) for some . € (0,1), by (f4) we have
E.(uf, Quyn)p(x)) < Ec(uf, Qp(x)) + (c3|€| + c4)2" p™n, which, together with (6.9), gives

Jim sup Ee(uf, Qyn)p(T))
e—0+ pr

< fhom(é) + CA(QPMU) + f(n7 (610)

where K := 2 + (c3/¢| + ¢4)2". Since uf coincides with ¢ in R™ \ Q,(z), using Poincaré’s inequality and
the lower bounds (f3) and (g3) we deduce from (6.10) that for every p > 0 there exists £(p) > 0 such that
the sequence (u£) is bounded in BVjo.(R™,R™). In particular it is bounded in BV (Q,(z), R™) uniformly
with respect to ¢ € (0,e(p)). Note that the bound on the L'-norm can be obtained by e.g. [5, Theorem
3.47]. Then there exists a subsequence, not relabelled, of the sequence (g;) considered in Theorem 5.1,
such that (uf,) converges in Lo (R™",R™) to some u” € BVioc(R",R™) with u” = l¢ in Q(144),(2) \ Qp(z).

As a consequence of the T'-convergence of E; (-, Q(14),()) to E(, Q14+n)p(x)), from (6.10) we obtain

mg(le, Quinp(®) _ B, Quuin,(®)) Ee, (ug;, Qo (7))

R < — < lim sup — < from (€) + CA(2pM,) + K.
P P oo P
Finally, passing to the limit as p — 0+, from (3.8) and (6.2) we get
n dE U, - ~
(40" B (0) < fuon(©) + Fon

Since & := Vu(x), this gives (6.1) by the arbitrariness of > 0.
Step 2: We claim that
dE(“ﬂ )
dLn

We extend u to R™ by setting u = 0 on R™ \ A. By I'-convergence there exists (u.) C L (R™,R™), with
uc|a € SBV(A,R™), such that

Us — u In LIIOC(R",Rm) and lir(l;l7L E.(us, A) = E(u, A), (6.12)
E—r

() > from (Vu(z)) for L -ae. z € A. (6.11)
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along the sequence (¢;) considered in Theorem 5.1. Passing to a further subsequence we have
81_1>%1+ ue(z) = u(z) (6.13)

for L™~ a.e. x € A. In the rest of the proof ¢ will always be an element of this sequence.
By (j) of Section 2 and by [5, Definition 3.70], for £"-a.e. x € A we have

. 1
Jim L 1Du(Qy(e) = [Vala)] < o (6.10)
Jim /Q ) = ) = V@)~ @) e =0, (6.15)
i Q@) _ dE(u,)
pl_l)l’(r)l+ o = —irn (z). (6.16)

Let us fix € A such that (6.13)-(6.16) hold true.
Recalling (5.1) we have that E(u, Q,(z)) < c3|Du|(Q,(x)) + cap™, hence by (6.14) and (6.16) there
exists po € (0,1) such that

Q,(r) CCA and W <c3|Vu(z)|+ca+1 (6.17)

for every p € (0, o). Since E(u,-) is a Radon measure, there exists a set B C (0, po), with (0,p0) \ B at
most countable, such that E(u,0Q,(z)) = 0 for every p € B. Then we have
E(u, A) = B(u, Qp()) + E(u, A\ Q,())
for every p € B. By I'-convergence we also have
liminf . (v, Q@) > Bu, Qp(x)) and  liminf E.(u., A\Q,(x)) > B(u, A\ Q,(x)).
so that by (6.12) it follows that for every p € B
lim, - (ue, Qp(2)) = B(u, Qp(w)). (6.18)

e—0+

Note that for every p € B there exists £(p) > 0 such that for every € € (0,(p))

EE(”& QP(CE)) < E(u7 QIJ(‘T))
P n P
where in the last inequality we used (6.17).
The rest of this proof is devoted to modifying u. in order to construct a competitor for the minimisation
problems appearing in (4.2), which defines fhom. To this end, for every p € B and € > 0 we consider the
blow-up functions defined for y € @ := Q1(0) by

wg(y) = U‘&(‘r + py) — ’LLE(IL’)

+p < c3|Vu(z)| +ca +2, (6.19)

p p

Then w? € SBV(Q,R™) and w” € BV(Q,R™). Since u. — u in L*(Q,(x),R™) by (6.12), using (6.13)
for every p € B we obtain

w? = w” in L'(Q,R™) ase — 0 +. (6.20)
Moreover, from (6.15) we can deduce that
w” = le in L'(Q,R™) as p — 0+, (6.21)

where we set £ := Vu(z). Therefore, by possibly reducing the values of po and £(p), we may assume that
lwe —Lell L1 (grm) < 1, (6.22)
for every p € B and ¢ € (0,e(p)). By the definition of w?, a change of variables gives
Ee(ue, Qp(x))
pn
where Ef is the functional corresponding to the integrands f£(y,&) := f(m";ﬂ,f) and ¢2(y,(,v) =

1 + .
;g(%7p<7y)a 2.€.,

Belw, Q) = /Qf(ztpy’vw(y)) dy +/ S92 plw](y), v (y))dH" ™ (y)

SwNQ

= EZ(we,Q), (6.23)

for every w € SBV(Q,R™). Note that f£ satisfies (f3) and (f4), while g2 satisfies (¢3) and (g4).
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We now modify w? in a way such that it attains the linear boundary datum ¢¢ near 9Q). To this end
we apply the Fundamental Estimate [11, Proposition 3.1] to the functionals Ef. Thus for n € (0, %) fixed
there exist a constant L, > 0 with the following property: for every p € B and € € (0,£(p)) there exists
a cut-off function ¢? € C°(Q), with 0 < 2 < 1 in Q, supp(p?) C Qi—n = Q1-»(0), and ¢? =1 in
Q1-2y = Q1-25(0), such that, setting @? := pfwf + (1 — p?)Le, we have

EZ(w¢,Q) < (1+n)(EL(we, Q) + E£(le, Q\ Q1 o)) + Lullws — Lell L1 (qurm)- (6.24)
We note that wf = £¢ in Q \ Q1—,, as desired. Moreover in view of (f4) we have
BZ(le, Q\ Q1_5,)) < (eslé| + e4) L7(Q \ Qu-29)) < (es]é] + ca)2nm. (6.25)
From (6.19), (6.22), (6.23), (6.24) and (6.25) we obtain
BZ(wZ, Q) < 3(eslé] + ca + 2+ (esé] + ca)n) + Ly (6.26)

for every p € B and € € (0,2(p)). By the lower bounds (f3) and (g3), we deduce that the total variation of
¢ is bounded uniformly with respect to p € B and ¢ € (0,2(p)). Note moreover that also the L*-norm of
w? is bounded uniformly, by (6.22). In conclusion, the sequence (w?f) is bounded in BV (Q, R™) uniformly
with respect to p € B and ¢ € (0,¢(p)).

By Lemma 4.3 there exist a constant M, > 0 with the following property: for every p € B and
e € (0,e(p)) there exists w2 € SBV(Q,R™) N L*(Q,R™), with @ = £¢ near 9Q), such that

@2l Loe (@ rm) < My, || —LellLr(@rm) < 1WE—LellLr(Qrm), and EZ (w2, Q) < EZ(dz, Q) +n. (6.27)
We now set 7 := £ and vZ(y) := r@Z(% — %) + {le(x); clearly v2 € SBV(Qr(%}),R™), vf = l¢ near

T b
BQr(%), and, by a change of variables

||[U£H|L°°(SU§OQT(%),RW) < 2M,r, (6.28)
1 -
() L rwveays | Sgly, 2[0) vig) AP Y) = EZ(a£,Q). (6.29)
AN en(th) 8,0 NQr ("5

Moreover, by combining (6.26), (6.27), and (6.29) with the lower bound (g3) we immediately deduce the
existence of a constant C' > 0, depending on |£|, such that

1
— 2] dH" ' < C. (6.30)
" IS, pnQr ()
By Lemma 6.1, applied with ¢t = p/r, using (6.28) and (6.30) we deduce that
1

n T
" Js,enQr (L)

go(ya [’U?], Vvﬁ) - %g(y, g[”glv va) dH" ! < O)‘(QPMW)

for every p € B and ¢ € (0,¢(p)). From this inequality and from (6.23), (6.24), (6.25), (6.27), and (6.29)
we obtain

E590 (08, Q. (72))

rn

EE Ue, Q €z
< el |y oxoM) + Lallut ~ felisann
where K := (c3[¢| 4 c4)3n + 1. Recalling that vZ = £¢ near 9Qr (=), we get

md 90 (b, Q. (22))

rn

E.(ue, Qp(x
< (1 ) Z= DD 4 ey 1 oMM + Lyflwt — telir gy

Since r = £, by (4.2) with z replaced by %, the left-hand side of the previous inequality converges to
from(§) as € — 0+. By (6.18) and (6.20) we can pass to the limit in the right-hand side as ¢ — 0+ and
we obtain

E(u,Q,(x
rom@) < (14 ) 2L ey 1 ON2pM,) + Lyllw” ~ felzs o
By (3.8), (6.16), and (6.21), passing to the limit as p — 0+ we get

E\('LL, )
dcr
Since £ = Vu(z), this inequality gives (6.11) by the arbitrariness of n > 0. O

From(€) < (14 B 4y 4 gy
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7. IDENTIFICATION OF THE SURFACE TERM

In Proposition 7.2 below we characterise the derivative of E(u7 -) with respect to the measure H""*L S,
for a given BV -function w. In order to prove this result we need the estimate established in the following
lemma.

Lemma 7.1. Let fe F, A€ o/, ve BV(A,R™). Then for everyt >0
] 1 —ay\ pn 1 —ays pn o —a
/A |7 (z, Vv) — %f(a:,th)\ dr < Ecs(l + c}l VLT (A) + tfacscé (L™"(A4)) ”V”HILl(A,Rm)'
Proof. Let t > 0. By (f4) and (3.2), using Holder’s inequality, we obtain that

/ | (z, Vv) — %f(:v,th)|dm < c—sﬁn(A) + C—S/ f(:mth)l*a dx
A t t Ja

l—«
< @)+ L) ( [ e evody)
A
1 1—a n 1 11—« n [e% l—«
< Tes(1 4 AT (A) 4 cheseh (L (ATl e
This concludes the proof. 0

Proposition 7.2 (Homogenised surface integrand). Let f, g, Ee, (¢;), and E be as in Theorem 5.1.
Assume that (b) of Theorem 4.1 holds, and let gnom be as in (4.3). Then for every A € o/ and every
u € L (R™,R™), with u|a € BV(A,R™), we have that
dE\('LL, )
dH"1L S,
Proof. Let us fix A € o and u € Li,,(R",R™), with u|la € BV (A,R™). We divide the proof into two
steps.

Step 1: We claim that
dE(“? )
dH"1L S,

By (a)-(e) of Theorem 5.1 and by [10, Lemmas 3.1 and 3.5], arguing as in the proof of (3.17) in [10,
Theorem 3.7], for H" *-a.e. z € S, N A we have

(2) = gnom ([u](x), vu(z)) for H" 'eg.e. z € Sy N A.

() < ghom ([u] (), vu(z)) for H" '-ae. z € S, N A. (7.1)

o vy (2)
dE‘(’U,7 ) T mﬁ(uz,[u](z),uu(z)y Qp (:I"))

a-TL s, @ = i = : (72)

Fix € Su. N A such that (7.2) holds and set ¢ := [u](z) and v := vy (z).

For every p > 0 we have

.9 v(irz

m’ 9 (ure ¢, QF ()
ghom(¢,v) = lim (uz ») , (7.3)

r——4o00 rn—1
since the above identity directly follows from (4.3) by replacing = with %.
Let us fix n € (0,1). By (3.4) for every p € (0,1) and 7 > 0 there exists vy’ € SBV(Q7(%F),R™), with
U7 = urz ¢, near 0Qy(7}), such that
B9, QU (22)) < m? ™ (e 0, QU(ZE)) + i

< / 9y, Cow) dH Y ™t < (es)¢] + 1) (7.4)
I, NQY(Z2)

2
where we used that f*°(-,0) = 0 and (g4). We extend v£ to R™ by setting vf(y) = u%,(;yl,(y) for every
y € R"\ QI(=).

By combining (7.4) with the lower bound (f3) we immediately deduce the existence of a constant

C > 0, depending on (, such that

1
S v sc (7.5)
Qu(zz)

r'fl
By Lemma 7.1, applied with ¢ = r/p, using (7.5), we deduce that
1

rne

: o 75 Ve — 25 0y S es(14 ek )p b eneh "0
QL
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This inequality, together with (7.3) and (7.4), gives

r—r+00

. 1 r n— @
twswp ([ epgvendy+ [ 00, 8], 1) dH" ) < ghom(Co0) 40+ K7,
" Qu(=E) 8,pNQE(T2)

where K := c5(1 +c;~%) + csey”*C ™,
Given € > 0 and p € (0,1), for every y € R" we define u(y) := vy (%) = v (*}), with r := p/e. Then
uf € SBViec(R™,R™), uf = ug ¢, near 0Q; () and in R™ \ Q;(z). By a change of variables, from the

previous inequality we get that for every p € (0,1)
Eo(uf, Q% (x o
timsup 2202 L) o)1t Ko (7.6)

e—0+ P

Since the functions uf coincide with ug,¢.. in Qi 4y),(%) \ Q(1_s,),(x) for some d. € (0,1), by (g4) we
have Ee(uf, Q(14y),(7)) < Ee(uf,Qp(z)) + c3|¢|2" ™ 1y, which, together with (7.6), gives

E-(u?, Q7 T
limsup 5( Q(1+n)p( ))

- < gnom (¢, v) + Kp + Kn, (7.7)
e—04 P

where K := 1+ ¢3]¢|2" 1. Since uf coincides with u, ¢, in R™\ Qj (), using the lower bounds (f3) and
(93) and Poincaré’s inequality we deduce from (7.7) that for every p > 0 there exists e(p) > 0 such that
the functions uf are bounded in BVioc(R™, R™) uniformly with respect to € € (0,e(p)). Then there exists
a subsequence, not relabelled, of the sequence (e;) considered in Theorem 5.1, such that (uf, ) converges
in Li,.(R™,R™) to some u” € BVioe(R™,R™) with u” = g, in Q14mp(x) \ Qp(z). As a consequence of
the I'-convergence of E; (-, Q(4,),(z)) to E(, Q{14n),(2)), from (7.7) we obtain

Mt Q@) _ B0 Qrigp@) _ B (0, Qi)

pn—l — pn—l J—too pn—l

S ghom(c, l/) +Kpa +R’I’]

Finally, passing to the limit as p — 0+, from (7.2) we get
dE(u,")
dH» 1L S,
Since ¢ := [u](x) and v = vy (), this gives (7.1) by the arbitrariness of n > 0.

(14"t () < gnom (¢, v) + K.

Step 2: We claim that
dE\(U, )
dH 1L S,

We extend u to R™ by setting u = 0 on R™\ A. By I'-convergence there exists (uc) C L. (R™,R™), with
Uue|a € SBV(A,R™), such that

() > ghom ([u](x), vu(z)) for H* '-ae. x € S, NA. (7.8)

u: = u in Li (R",R™) and 11%1+E5(u5,A):E(u,A), (7.9)
e—

along the sequence () considered in Theorem 5.1.

By [5, Definition 3.67 and Step 2 in the proof of Theorem 3.77] and thanks to a generalised version of
the Besicovitch Differentiation Theorem (see [31] and [26, Sections 1.2.1-1.2.2]), for H" '-a.e. € S, N A
we have

: vy () _
Jim o |Dul(Qp*" (z)) = |[u](z)| # 0, (7.10)
1
li n — Uz [u](z),vy (z d :O7 711
a0t p" /Qzumm [u(y) = ta,fu)(2),vu (@) () dY (7.11)

- B(u, Q" (2)) dE(u,-)
| = . 12
pgg)lJr pn—1 dH—1L S, (@) (7.12)
Let us fix € S, N A such that (7.10)-(7.12) are satisfied, and set ¢ := [u](z) and v := v, (z).

Recalling (5.1) we have that E(u, Q7 (x)) < e3|Dul(Qp(x))+cap™, hence by (7.10) there exists po € (0, 1)
such that

Ql(z) CC A and Wgaﬂﬁﬁrl (7.13)
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for every p € (0, po). Since E(u, ) is a Radon measure, there exists a set B C (0, po), with (0, p0) \ B at
most countable, such that E(u,dQ}(x)) = 0 for every p € B. Proceeding as in the proof of (6.18), by
(7.9) we can show that for every p € B

i B (e, Q4 () = Blu, Q4(2)). (7.14)
Hence, for every p € B there exists (p) > 0 such that for every e € (0,¢(p))
Be(ue, Q%)) _ E(u, Qp(x))

pnfl — pnfl
where in the last inequality we used (7.13).
The rest of this proof is devoted to modifying u. in order to construct a competitor for the minimisation
problems appearing in (4.3), which defines gnom. To this end, for every p € B and € > 0 we consider the
blow-up functions defined for y € Q” := QY(0) by

+p < ecs|¢| + 2, (7.15)

wZ(y) =ue(z+py) and w’(y) :=u(z+ py).
Then w? € SBV(Q",R™) and w” € BV(Q",R™). Since u. — u in L'(Q4(z),R™) by (7.9), for every
p € B we obtain
wf — w” in L'(Q",R™) as & — 0+; (7.16)
moreover, from (7.11) we have
w” = upc, in L'(QY,R™) as p— 0+. (7.17)
Up to possibly reducing the values of po and (p), we may then assume that
|w = uo.c,vllLr(@remy <1, (7.18)
for every p € B and ¢ € (0,e(p)). By a change of variables, we obtain the relation
B ) — prur, ), (7.19)

where Ef is the functional corresponding to the integrands f£(y,€) := pf(&tey, %) and ¢°(y,C,v) =

€
g(*E ¢ v); e,

Bw,Q") = [ pr(=ter A vu)dy+ [ g(= ful(y), v ()i ()

SwnQ¥
for every w € SBV(Q”,R™). Note that ff satisfies (f3) and (f4) (recall that p < 1), while g? satisfies
(93) and (g4).

We now modify wf in a way such that it attains the boundary datum wuo,¢,, near 9Q". This will be done
by applying the Fundamental Estimate [11, Proposition 3.1] to the functionals E?. Thus for n € (0, 1)
fixed there exist a constant L, > 0 with the following property: for every p € B and ¢ € (0,e(p)) there
exists a cut-off function ¢? € C°(Q"), with 0 < ¢f < 1in Q¥, supp(¢?) C Q7_, := Q7_,(0), and £ =
in QY_s, := Q7_2,(0), such that, setting W’ := @fw’ + (1 — pL)uo,¢,,, we have

B2(@f,Q") < (1+n) (EE(wE, Q") + EL (uo.c.v, Q" \ Q1)) + Lyllws —uoc.vllL1 (v pm)- (7.20)

By definition we clearly have W? = uo¢, in @\ Q_,, as desired. Moreover, from (f4) and (g4) we
obtain the bound

B2 (0,0, @\ Q1_5,)) < eal™(Q"\ QY _sy) + e3¢ H" (g N (Q"\ @Y _s,))
< 2cann + 2¢3|C|(n — 1)n, (7.21)
and hence, from (7.20) and (7.21) we have that
EZ(we, Q") < (14 m)EZ(we, Q) + Kn+ Lnllwe — uoc.ullLr v rm), (7.22)

for every p € B and every ¢ € (0,e(p)), where K = 3(capn + c3|¢|(n — 1)). Note that (f3), (¢3), (7.15),
(7.18), (7.19) and (7.22) imply that

& / Vit (v)| dy < (1+n)(esl¢| + 1) + K+ L, (7.23)

for every p € B and € € (0,(p)).
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We finally set r := £ and vf(y) := we(¥% — i), clearly v? € SBV(QT(%),]RT")7 vf = Urs ¢, near

9Q7(%7), and via a change of variables, using also (7.23), we have that

1
o / e |VOEWIdy < C, (7.24)
QY(=7)
1 o A .,
n—1 (/ re f(y7 pV’UE)dy +/ o g(y7 [’U,p‘],l/vé)) d’]—[ 1) = Esp(w57Q )7 (725)
" () 5,2NQY(TF)
where C' depends only on |¢|. Hence by Lemma 7.1, applied with ¢t = r/p, using (7.24), we have
1 oo r a « e
ol / (=) |72 (y, V0l) = 2f(y, 5V0E) | dy < es(1+ ei™*)p+esey™"p"CT " < Kp (7.26)

for every p € B and ¢ € (0,¢(p)), where K := c5(1 + ¢~ %) + csc3~*C' . From (7.19), (7.22), (7.25),
and (7.26) we obtain

59 (y virz
E (E’QT(P))§(1+77)M

+ Kn+ Ly|lwf = wocwllprgrmm) + Kp*
Since vf = urz ¢, near GQZ(%), we have that

mI 9 (une L, QU(EE))
7«n—l

+ Kn+ Ly|lwf — Uo,c,uHLl(Qv,Rm)JFKPQ-

Since r = £, by (4.3) with x replaced by %, the left-hand side converges to gnom(§) as € — 0+. By (7.14)
and (7.16) we can pass to the limit in the right-hand side as € — 0+ and we obtain

,Q
uom€,0) < (1) PG ey ol + Ko
By (7.12) and (7.17), passing to the limit as p — 0+ we get
dE(u,")
hom \§ 5 S 1 7 Kn.
Gnom (G, v) < (L4m) o=y - (#) + K7y

Since ¢ = [u|(z) and v = v, (), this inequality gives (7.8) by the arbitrariness of > 0.

8. IDENTIFICATION OF THE CANTOR TERM

In Proposition 8.3 below we characterise the derivative of E(u,-) with respect to |C(u)|, the variaton
of the Cantor part of the measure Du. At the end of this section we conclude the proof of Theorem 4.1.

The following proposition shows that the recession function of fiom, which is defined in terms of the
minimum values m”*9°, can be obtained from suitably rescaled limits of the minimum values m?’ 00’90,
involving now the recession function f°° of f.

Proposition 8.1. Let f € F and g € G, and let m™9 and m’™ 9 be as in (3.4), with (f,g) replaced by
(f,90) and (f°°, go), respectively. Assume that (a) of Theorem 4.1 holds, and let funom be as in (4.2). Let
fhom be the recession function of from (whose existence is guaranteed by the fact that fuom € F). Then

I (lg, Q1 (1)
oo _ . m & &y (T
fhom(g) - TETOO kn_lTn

(8.1)
for every x € R™, £ e R™ ", 1y € S" !, and k € N.

Proof. Let z € R™, ¢ e R™*", v € S" ! k € N, and 5 € (0,1) be fixed. By (3.4) for every = > 0 there
exists v, € SBV(Q¥"*(rz),R™), with v, = £¢ near 9Q%"(rz), such that

EFT00 (0, QUF (ra)) < m! 790 (0, QUF (ra)) + k" e (8.2)
Note that, by (f3) and (f4), this implies that

/ o Vuldy < mI T (0, QU (ra)) 4+ k" < (el + DR, (8.3)
QY (ra)
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where we used the fact that f°° satisfies (f4) with ¢4 = 0. Let ¢ > 1; by Lemma 7.1 and by (8.3), recalling
that o € (0,1), we have

/ka |/ (y, Vvr) — £ £ (y, V)| dy

0 (rx)
1

1 l—ayn—1_n n—1 n
< 7(25(1 +C4 )k r+ *0503 (k ) ||VUTHL1(QV k(mw R™) S to

Kkn 1 n7
where K = c5(1 4 ™) 4 cs(ca/c2) ™% (cal€| + 1) ~*. Hence
oo 1 _
Eft’go(’l)r, :,k(rx)) SEf ’go(vr7Q:’k(T$))+t:Kkn 1rn7

where fi(y,§) := 1f(y,tf)
Since v, € SBV(Q¥*(rz),R™) and v, = £¢ near dQ% " (rx), the previous inequality, together with (3.4)
and (8.2), gives

I (le, Qi (rw) _ ™0 (b, Qi ()
kn—lrn — k"_lT"
We now let » — +oo in the previous estimate. For the left-hand side we note that, by the definition
of fhom, (3.4), and the positive 1-homogeneity of go with respect to its second variable, by a change of
variables we have

f IR, QU ra)) _ (b, QU (r2) _ fuom(t€)

1
i+ K (8.4)

8.5
r—+o0 kn—lpn r—+oo tkn—1lpn t (8:5)
Hence, from (8.4) and (8.5) we have that
from(t€) _ . . mI 790 (0e, QUF (rx)) 1
< —K.
;= liminf =1y tnt gk
By letting ¢ — 400, since i € (0, 1) is arbitrary, we obtain the inequality
oo e T (b, Q7 (ra))
<1 f
from (&) < lim  inf Ty
Exchanging the roles of f; and f°°, an analogous argument yields the inequality
.90 v,k
lim sup m (le 71QT (rz)) < from (),
r—4oo kn—lyn
and hence (8.1) follows. O

For later purposes it is convenient to prove that fyo, can be equivalently expressed in terms of a
(double) limit involving minimisation problems where the Dirichlet conditions are prescribed only on a
part of the boundary. We recall that the definitions of 8;Q%*(rz) and alqQy *(rz) are given in (i) in
Section 2, while the meaning of the boundary condition on a part of the boundary is explained after (3.4).

Lemma 8.2. Under the assumptions of Proposition 8.1 we have that

~f°°,go(£ Qv,k( ) ~f°°»90(g quk( ))
oo m T m T
- L lim inf aQu, Wr - 1l li aQu, wr
fhom(a ® v) . 11_1'_1 rlmin Ry . 1r_~{1 imiup Tn—1pn

(8.6)

for every x € R™, a € R™, and v € S"~ ', where

!9 (L, QUF (rz)) i= inf{ET™ 90 (v, QUF (rz)) : v € ULF (2)}, (8.7)
with UL E (x) == {v € SBV(Q¥*(rz),R™): v = lag, near 0y Q" (rx)}.
Proof. Let z € R, a € R™, and v € S"™! be fixed, and for every r > 0 and k > 0 let Q;’fﬁ = QU (rx).

Since a,f‘Q C BQI % we have m’" 90 (Lagw, Z’ﬁ) < mf790 (Lagw, Q4 T) Due to (8.1), to obtain (8.6)
we only need to prove the inequality

™9 (Lag, Q1Y)

oo < liminf lim '
S S (58)

To this aim, let us fix h € N. For every » > 1 and k € N, with k > h, there exists vF € L{Z{f( ) such that
BT (0, Q) < ' (lag, QFF) + 1 < (cslal + DE" ", (8.9)

where we used the fact that f*°(y,£) < c3/¢| and 1 < k"™, By (f3) and (¢3), inequality (8.9) implies
that

cﬂDvﬂ(QZ:’;) < (csla|] + 1)kn71r”. (8.10)
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Changing vF in an £"-negligible set, we may assume that v¥(y) coincides with the approximate limit of
v at y for every y € Q4% \ Syk (see [5, Definition 3.63]). By Fubini’s theorem we have

k
- 2 2
[ e tedawtan=2 [ty <2 [ ok =t .
k—h Jo, QL rJQui\Qmi” rJox

\T

Since vF — log, = 0 near 9 ;j’i, by Poincaré’s inequality on strips we have
1 v V. n— n
;/U i vy — Lago| dy < [Doy —a @ v|(QyF) < |Dur[(QF)) + lalk™ ™. (8.11)

Since H" ™! is o-finite on Sk, we have 7-["71(5”5 no) ¥2) =0 for L'-a.e. A € (k—h, k). From (8.10)-(8.11)
k
we deduce that there exists \¥ € (k — h, k) such that ’H"*l(Svk N 3MQZ:iT) =0 and

/ 2|a| c
5 Qll,)\

12 - -
i 07 = Lagu|dHT T < DR (QE) + Sk T < kT (8.12)

h h
where C := 2(c3la| + 1)/c2 + 2|al.

To prove (8.8) we need to modify v¥ so that it attains the affine boundary datum £,g, near the whole
boundary BQ;’ﬁ, and hence is a competitor for the minimisation problem in the definition of fy,,. The
modified function is defined by

k . V,)x,lf,
{vr in Q"

ko
Uy 1=

. v\
Lagy in R™\ Q7"
k

Then o, € SBV(Qx¥,R™) and 0} = lag, near dQ:y. Moreover, since H" ™' (S, nalQuar) =0, by (f4)

and (g4) we have
- 00 - 00 v k
EIT00 08, Qur) < BYT0 (0, QUE) + eslal L™ (QUE\ Qe + e /
o]

Il Y
v &

o 08 = LagudH" TN (8.13)
Since k"' — (A" <k — (K — h)" ! < (n— 1)k™2h, from (8.9), (8.12), and (8.13) we obtain
m? 790 (g, QUEY < EXT90 (08 QUEY < imf T (Lugw, QL) + (n — 1)eslalk™ hr™ + %k”*lrn + 1.
We then divide both sides of the previous inequality by k" 17", to obtain
.90 ( v,k %790 v,k
m agv, Q) m (lagu, Qr) h
s < > —1 — _— .
knflrn — k-nfl,r-n + (TL )63‘a‘k + h + knfl,,-n

Taking the limit first as » — 400, then as k — 400, and finally as h — +o0, from (8.1) we obtain (8.8),
and hence (8.6). 0

C3C 1

In the next proposition we characterise the derivative of E(u,-) with respect to |C(u)], for any BV-
function wu.

Proposition 8.3 (Homogenised Cantor integrand). Let f, g, E., (¢x), and E be as in Theorem 5.1.
Assume that (a) of Theorem 4.1 holds, let fuom be as in (4.2), and let f55,, denote its recession function
(whose existence is guaranteed by the fact that foom € F). Then for every A € o and every u €
Li (R™,R™), with ula € BV(A,R™), we have that

dE(u,"), | e ( dC(u) .
a0y ) = from (d|0<u>|( )>

for |C(u)|-a.e. z € A.

Proof. Let us fix A € & and u € Li, (R™,R™), with u|sa € BV(A,R™). We divide the proof into two
steps.

Step 1: We claim that

dE(u,") - (dC(u) )
——2(2) < fhom T for |C'(u)|-a.e. z € A. 8.14
By Alberti’s rank-one theorem [2] we know that for |C(u)|-a.e. x € A we have

dc(u) Tr) = alx v\x
0 @) = al@) & via) (5.15)
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for a suitable pair (a(z), v(z)) € R™ x S"~'. Moreover, by (a)-(e) of Theorem 5.1 and by [10, Lemma 3.9]
we have that for |C(u)|-a.e. © € A there exists a doubly indexed positive sequence (¢,,), with p > 0 and
k € N, such that

for every k € N ¢, — +oco0 and pt,r — 0+ as p— 0+, (8.16)
~ v(z),k
dE(u,") o mp(le, ra@ore), Qo (T))
—2(z) = lim limsu £ . 8.17
d|C(u)| (@) k—+oo p%0+p kn=tpmtpk ( )

Let x € A be fixed such that (8.15)-(8.17) hold true and set a := a(z) and v := v(z).
For every p > 0 and every k € N we have

£°°,90 v,k (rx
m ea@”er -
f}?gm(Cl@V) :T‘BTOO (kn—lrn ( . ))7

(8.18)

since the above identity directly follows from (8.1) by replacing = with %.
k

Let us fix n € (0,%). By (3.4) for every k € N, p € (0,1) and r > 0 there exists a function v{"* €
SBV( ’T”k(%),Rm) with v2% = 4@, near 8Q?’k(%) and such that
EFT0 R QR (22)) <m0 (Lag, QU (22)) + k"™ < (eslal + DKM, (8.19)

where we used the fact that f>(y, ) < cs|€|. We extend v2F to R™ by setting v2" (y) = Lag. (y) for every
y R\ QUA(2).

For every y € R™ we define wf™*(y) := %vrp’k(% +ry) = lagy(3). Clearly wf* € SBVioe(R™,R™) and

Wl = lug, near Q" and in R™ \ Q¥*, where Q'F := Q¥*(0). Moreover, by a change of variables,
using the 1-homogeneity of go in the second variable we have
1

B (i, Q) = BT, Qi (), (8.20)

"
where E/7»9"" is the functional with integrands foo, &) = f=(5F +ry,§) and 90 (y, ¢, v) == go (= +

P
Tyagv V); v.e.,

B0 (w, Q) = [ (5 oy, Vu(y) dy + / 90(Z2 + 7y, [w](y), v () dH" " (y)
Qv,k SwﬁQ"vk

for every w € SBV(Q"*,R™). Note that f°, € F and g¢” € G. By the lower bounds (f3) and (g3), from
(8.19) and (8.20), using also Poincaré’s inequality, we deduce that HU)f’k”Ll(Qu,kYRnL) + |[Dwf*|(QF) <
Ck™ ! for every p € (0,1) and r > 0, with C := 2(cs|a| + 1)/c2 + 2|al.

By Lemma 4.3 there exist a constant M, > 0, depending also on |a| and C, such that for every
p € (0,1) and r > 0 there exists w2" € SBV(Q"* R™) N L=(Q"*,R™) with the following properties:
WEF = Loy near HQVF, ||'L’D£7kHLoo(Qu,kYRm> < M, , and

mI 90 (Lo, QF(12))
,r'n,

where the last inequality follows from (8.18) and (8.19). Let 92F € SBW,.(R™,R™) be defined by
ok (y) = rapt (L — 2) + lawyv (7). Then 8% = Logy near BQZ”“(%) and, by a change of variables,

B0 ek QUky < B0 90" (wph QR 4kt < +2opkmTY (8.21)

1057 M oo sap k n@ (22 m) < 2Mo e, (8:22)
BIT 0@, Q) = r B @, Q) < T (lasu, QUECE)) 2T, (8.23)

where the last inequality follows from (8.21). Moreover, by combining (8.19) and (8.23) with the lower
bounds (f3) and (¢g3) we immediately deduce the existence of a constant C' > 0, depending on |a|, such
that

1
T i /Qu,k(m) Vet dy < C, (8.24)
TV

1 _
ey e dH ! < C. (3.25)
k™ JspprnQik (22
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Let p € (0,1) and k € N, with ¢, > 1. By Lemma 7.1, applied with ¢ = ¢, 5, and (8.24), recalling that
€ (0,1), we obtain that

1 oo ~p.k ~p.k
W/Qm@) ’f (v, VIr™) = o f(y, tpx V)| dy
1 e 1 . K
< —cs(14e )+ ——cse3 2O < a—l, (8.26)
tp.k [ (5"

where K := cs(1 4 ci™) 4+ csci™*C* 2.

For every r > 0 and p € (0, 1) we can apply Lemma 6.1 with ¢ := ptf”“. By (8.22) and (8.25) we obtain

1
knflrn

/ |90y, (92, vp0) = 57—y, Z2E (50, vpi) | dH' T < A2Myk ptp)C (8:27)
Sepk @YUk (zz) 4

Py k

for every r > 0 and p € (0,1).
Estimates (8) and (8.27), together with (8.18) and (8.23), give

. 1 - r N ne
lim sup - (/  f ek VIR dy + */ gy, ZLE[5PM), v p) dH 1)
r—+oo Tk N k(e PJs_pinQik(ze) "

< ftm(a @)+ 20+ Kt 5+ MN2Myp pt i) C. (8.28)

Given k € N and p € (0,1), for every ¢ > 0 and y € R" we define ul(y) = et,,00"(¥) =
gtpykf){f’k(%), with r := p/e. Then ul* e SBViec(R™,R™), ubkt = tp klagy near 6QZ’k(x) and in
R"™\ Q4" (x). By a change of variables, from (8.28) we have

EE p,k v,k
o o2, Q5 (@)

n s =T < from(a®@v) + 204 Kit, 5 + A2Mykptpr)C. (8.29)
£ P,

Since u2* coincides with ¢, xlag, in R™ \ QZ”“(JE)7 using Poincaré’s inequality and the lower bounds (f3)
and (g3) we deduce from (8.29) that for every p > 0 there exists £(p) > 0 such that the functions u2"* are
bounded in BVio.(R™,R™) uniformly with respect to € € (0,£(p)). Then there exists a subsequence, not

relabelled, of the sequence (g;) considered in Theorem 5.1, such that (up]’,k) converges in Li,.(R™,R™) to
some u”* € BVioc(R™,R™) as j — +oo with u”* =t, ez, in Q(1+n (z)\ Q5" (z). As a consequence of
the I'-convergence of E, (-, QUF | (x)) to E( Q lJrn)p( x)), from (8.29) we obtain

(1+m)p
v,k
mE(ztp,ka@)”’Q(lJrn)p(x)) (up Q(l+n)p( 7)) < lim sup Ee; (UEJ’Q(1+71)0( 7))
kn=tp™tp k n kn=tpm iy k T jooo kn=tp™tpk

S f}?gm(a ® V) + 277 + Klt;,(z + )‘(QM‘OJC ptﬂ,k)c'

Now, passing to the limit as p — 0+, from (8.16) and (3.8) we get

mp(le, raew, Q15 (2))
lim sup Bk (dtn)e

< fre(a®v) + 2n.
o kn—ipnt, < from( ) n

Finally, passing to the limit as k — +o0, by (8.17) we obtain

d|C(u)]

Since a := a(z) and v = v(z), by (8.15) this inequality gives (8.14) by the arbitrariness of n > 0.

(1+mn) () < from(a®v) + 2.

Step 2: We claim that

dE(u. ) ~ (40w x or |C(u)]-a.e. ©
@) 2 fiim (o @) for [C@lace. o € A (3.30)

We extend u to R™ by setting u = 0 on R™ \ A. By I'-convergence there exists (uc) C Li,o(R™,R™), with
uc|a € SBV(A,R™), such that

u: = u in L (R",R™) and 11%1+E‘E(u€,A):E(u,A), (8.31)
e—

along the sequence (e;) considered in Theorem 5.1.
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For |C(u)]-a.e. z € A there exist a(z) € R™ and v(z) € S"~! such that for every k € N we have
Du(Qp*(z)) _ dC(w)
=0+ [ Dul( Vk(fﬂ)) ~ dC(u)]
D
D@ (@)

(z) = a(z) ® v(z), (8.32)

= o0, (8.33)
p—0+ pr
D
lim M -0, (8.34)
p—>0+ pn

~ vk ~
w 2@ (@) _ dBu ) (8.35)
=0+ |Dul(Qp*(2))  dlDul
where (8.32) follows by [2, Corollary 3.9], (8.33) and (8.34) are consequences of [4, Proposition 2.2], while
(8.35) holds true thanks to a generalised version of the Besicovitch Differentiation Theorem (see [31] and
[26, Sections 1.2.1-1.2.2]).
Let us fix z € A such that (8.32)-(8.35) hold true, and set a := a(z) and v := v(z). For k € N and
p € (0,1) we set

_ 1Dul(@y* (@)

tp,k - knflpn
Then N
dE(u, ) dE(u, ") E(u, Q5" ()
= = — 8.36
o) @ = apa @ = e, (8.36)
Note that, by (8.33) and (8.34), the following properies hold:
forevery k€N t,1 — 400 and pt,r — 0+ asp— 0+. (8.37)

Recalling (5.1), we have that E\(u,sz(w)) < c3|Du|(Q%* () + cak™ o™, hence by (8.37) there exists
pr € (0,1) such that

E(u, Q5" ()

v,k
’ A
Q" (x) CC and sy~

<cz3+1 forevery p € (0, pr). (8.38)

Since E(u, ) is a Radon measure, there exists a set By, C (0, px), with (0, px) \ Bx at most countable, such
that E(u,0Q%"*(x)) = 0 for every p € Bi. Proceeding as in the proof of (6.18) and (7.14), by (8.31) we
can show that for every p € By

Jim B (ue, Q" (2)) = E(u, Q" (2)). (8.39)
Hence, for every p € By, there exists £(p, k) > 0 such that for every € € (0,e(p, k))

Be(ue, Q4 () _ B, Q)
knflpn tp,k — knflpn tp,k

tp<est?, (8.40)

where in the last inequality we used (8.38).
Now, for every p € By, and € € (0,e(p, k)) we consider the blow-up functions defined for y € Q""* :=
v,k
1 (0) by

1 1
w?* (y ::7(u€m+py 77/ uazdz)
)= gy (et o)~ g [ o)

1 ( 1 /
= ——(u(x + - uzdz).
v) T (z + py) i Jonk (2)

Then w?* € SBV(Q"*,R™) and w”* € BV(Q"*,R™). Since u. — u in L'(Q%"*(x),R™) by (8.31), for
every p € By we obtain

k
"

Fow”* in LNQVF,R™) as e — 04 (8.41)
Moreover, recalling (8.32), we have that the function w”* satisfies
D v,k
/ w”"(y)dy =0 and pr’k(Q”’k):W — a®v asp— 0+.
Quk |Dul(Qp (2))

By [4, Theorem 2.3] and [29, Lemma 5.1] up to a subsequence (not relabelled),
P in LY(Q"",R™) as p— 0+, (8.42)
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where w* € BV(QV*,R™) can be represented as

w*(y) =¢*(y - v)a, (8.43)
1/2

V) -9 ) =g and [ WO =0, (8.44)

with 1, nondecreasing. By monotonicity these equalities imply that — knl_l < wk(—%) <0< zpk(%) <
—knl,l , and so
\w @) < k" = for every t € [f%, %} (8.45)
By a change of variables we obtain the equality
Ee (ue, Q" (x)) k
=== e W) gk , QY 8.46
e w2+, Q") (3.46)

where E£* is the functional corresponding to the integrands f£*(y, €) :=
92y, ¢ v) = mg(%ykn_lptm@(, v); i.e.,

F(ZE2Y |71, 4 €) and

kn— ltk

v 1 © n—
BN @) = [ T ) dy
v, ps

1 x n— n—
+/ i 9L R ptp W] (), v (1) dH" T (y) (8.47)
SwNQV:-F Plpk
for every w € SBV(Q"*,R™). Note that f>F satisfies (f3) and (f4), the latter with c4 replaced by
ca/(k"*t, 1), while g2F satisfies (g3) and (g4).

Let ¢* be the affine function on R™ which satisfies ¢ (y) = ¢*(£3)a for y - v = £3

) = it laww (y) + (W (3) — g=r)a = (m=ry - v +9"(3) — 5021 )a (8.48)

for every y € R™. We now want to modify w?* in a way such that it attains the boundary datum ¢* near
9-Q"F (see (i) in Section 2 and after (3.4)). This will be done by applying the Fundamental Estimate
[11, Proposition 3.1] to the functionals E?**. First note that, since by (8.37) t,x — 400 as p — 0+, we
can reduce the value of the constant pi, > 0 introduced in (8.38) so that t,, > 1 for every p € (0, pi).
Therefore, for n € (0, ) fixed, by slightly modifying the proof of [11, Proposition 3.1] we obtain
the following property: for every k € N, p € By, and € € (0,e(p, k)) there exists a cut-off function
et* e C(QYF), with 0 < 2% < 1in Q¥F, supp(p2*) C R'ffn = R,j([—g7 g]"‘l X [—177", 177"]), and

©P% =1in Rgf% = Ry([fg, g]"fl X [71_22", 1_22"]), such that, setting w2 := @2 Fw?* + (1 — L F)eF

and S”’k = QVF \E;f2n7 we have
BER @0, Q) < (14 ) (B2 (0, Q) + BEH(EF, 55)) + £t — £

; t.e.,

||L1(Su,k’Rm), (8.49)

where L > 0 is independent of 7, k, p7 and e. By definition we clearly have @2 = £* in Q'* \R

1— 'r]?
desired. Moreover, from the bound f£*(y, &) < e3|€| 4+ ca/(k™ ', 1) we obtain the bound
s < [ @V e dy
277
C3|a| n
= — )L (S5 = —)2n. 8.50
(kn—l + kn— lt ) ( ) (C3|a’| + p,k) n ( )
Hence, from (8.40), (8.46), and (8.49), using also the mequalities n < % and t,, > 1, we obtain
v 3
BLM@2*, Q%) < S (es +2+ calal + ca) + L wl — ékHLl(S;T,]k?Rm). (8.51)
We can estimate the last term in the following way:
K gk k k_ gk
ng —/ HLl(SQV;Ik,Rm) S ||w§ —'LU HLI(QV k Rm ) + Hw —w HLI(QVJ‘,]R’”) + ||'1U —L HLl(Sg’nk,Rm)' (852)

By (8.43) and (8.48), thanks to a change of variables we have

k k k k
lw* = €11 s oy = lal / W8y v) = ey v = 03 + gl dy
2n

= Jalk"? / ) = et = M) + b
nUJn
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where I, = (—3,—3 +n) and J, = (3 —n, 1). Hence, by (8.44) and (8.45), by using the continuity of 1"
at the endpoints, there exists a continuous function 7 : [0, 3] — [0, 3], with 7(0) = 0, such that

k"_1|¢vk(t) — knl_lt — wk(%) + W%J < 1k(n) foreveryte I, U.J,.

This gives

" = 1l s s ey < 2Dl (8.53)

In particular, from (8.41), (8.42), (8.52), and (8.53), possibly reducing the values of the constants py > 0
and (p, k) > 0, we obtain
K gk
stp - HLI(S;;;C,]RM') <1, (854)

for every p € By and € € (0,e(p, k)).

Note that (£3), (¢3), (8.51), and (8.54) imply that the total variation of 2 in Q*"* is bounded uniformly
with respect to p € By and € € (0,e(p, k)). Since @2 = £* near 9 Q""*, using Poincaré’s inequality we
obtain a uniform bound also for the L' norm of @ in Q*"*. Hence by Lemma 4.3 and Remark 4.4 there
exists a constant M, > 0 with the following property: for every p € By and € € (0,2(p, k)) there exists
@WeF € SBV(QVF,R™) N L=®(Q"*, R™), with @2* = £* near 9 Q*"*, such that

[ B2 | oo (uk gmy < Mpx  and B2 (2", QVF) < ELF (we*, Q™) + 1. (8.55)
We now set 7 := £ and v2*(y) = rawf* (¥ — 2+ ;kn%fa@»( z) — r(Y*(3) — 3—7)a; then v2* €

2
SBV(Qy (T;),Rm), £k = L .0, near 91 QuF (12 =), and, by a change of variables

kn—1

K
10T oo (5,00 e 2 momy < 2Mo e (8.56)

1
KM VO d */ K etk [08], ) AHT T
/;/k(rl’)f(y o VET) dy + - i pkaV’k<%>g(y etp k2], v pun)

R B Q). (857

Moreover, recalling (8.47) and combining (8.51), (8.54), (8.55), and (8.57) with the lower bounds (f3) and
(¢3), we deduce the existence of a constant C' > 0 such that

L V¥ |(y) dy < C (8.58)
T Jerk (5
i/ |2 k)| dH™ " < C. (8.59)
rm P kaV;k(ﬂ)

for every p € By, and € € (0,2(p, k)).
By Lemma 7.1, applied with ¢ = k"~ '¢, 1, using (8.58) and the inequality ¢, > 1 we obtain

1 o) k n— k
£, V%) = e Fy K Vo) | dy

e Jouie re
Qr"(5F)

1 o1 o K
<—C5(1+c4 )+t 6563 ect- 21

< (8.60)
tp»k p.k tp,k

for every p € By, and ¢ € (0,e(p, k)), where, as in (8), K1 := c5(1 +c;~®) + csc3 *C .

Now note that, since by (8.37) pt,r — 0+ as p — 0+, we can reduce the value of the constant py > 0
introduced in (8.38) so that 2M, xk™ 'pt,r < 1 for every p € (0,pz). By Lemma 6.1, applied with
t:= k" 'et,, using (8.56) and (8.59), we deduce that

1 n— n—
- ‘go(y, [w2*], Vugvk) - ﬁmg(y: K et 02", vaﬁk)’ an"!

vk, T

™ Jsupek Qi (5
n— 1 n—
<Mk ) [ R dH ™ < ACMyk" pt,u)C, (8.61)
T sk nQit (2

for every p € By and € € (0,e(p, k)).
From (8.46), (8.49), (8 50), (8.54), (8.55), (8.57), (8.60), and (8.61) we obtain
B0, QP () Ex(us, Q" (2))

1
rn ( + 77) knflpntp’k

3 2¢4
2 2 1)
+(2(C3|a|+tp7k)+ U

K .
Iz sy oy + ta—l + A2M, x k" pt,x)C. (8.62)

L
+ —flw® - £
n p,k
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By the positive 1-homogeneity of Efw’go, thanks to (8.7), and recalling that v = kn%lﬂa@u near
ot Z’k(%), we have
0 (b Q () BT (02", QERCE))
knflrn — rn
Combining this inequality with (8.62), we obtain

0 (Lag, QU () B (us, Qp*(2) | (3 2
)T P e\Ye, wp 9 “C4
kn—1pn knflpntp’k + ( (63|LL| + tp,k) + 1)7’]

<Q

<(1+n) 5
L K .

+ =W = €y sk gy + SR ACM, k" ot ) C
n 21 (2

Passing to the limit as € — 0+, recalling that r = £, and thanks to (8.39) and (8.41), we have

w90 (bas, Q7 () _ E(u, Qp* (x))

. 3 204
1 e 1 (5 (calal + =) +1)
im sup =T Wt m = t (Gleslal+ =) + 1)
L 0,k k Kl n—1
- L vk — + X2M, L k to)C.
+ 77||w ||L1(S2,’nk,]Rm) tg,k + ( n.k P Pak)
Now, passing to the limit as p — 0+, by (3.8), (8.36), and (8.37), and (8.42),
.90 (g Vk(ﬂ)) o
. m a®u; Wr o dE(u,-) 3 L, i k
lifigf i < (14n) dC @) (z) + (§C3Ia| + 1)7] + g“w —/ ||L1(S;T,]k’Rm>.

Passing to the limit as n — 0+, by (8.53) we deduce that
~ .90 v,k (rx ~
m bagu, Q7" (2 .
lim sup ( ®1 (" ) < dE(u, )
r— 400 kn7 rn dlc(u)‘
Finally, taking the limit as k — +o0, by (8.6) we deduce that
%590 (4 '/ak(ﬂ o
oo . . m a®vu s Qr P )) dE(U )
= < ?
foom{o @ v) =, T, limsup R = dICw)|

By (8.32), this concludes the proof of (8.30), since a = a(z) and v = v(z). O

(z).

We are now in a position to prove the deterministic homogenisation theorem.

Proof of Theorem 4.1. By Lemma 4.2 the function fhom defined by (4.2) belongs to F and by Lemma 4.5
the function gnom defined by (4.3) belongs to G. By Theorem 5.1 for every sequence of positive numbers
converging to zero, there exist a subsequence (¢;) and a functional E: L, (R™,R™) x &/ —> [0, +00] such
that for every A € & the functionals E, (-, A) T'-converge to E(, A)in Li (R™,R™), as j — +o0.

Let us fix A € & and u € Li, (R™,R™). If ula € BV(A,R™), then by Theorem 5.1(c) and (d)
the function E(u, -) is a nonnegative bounded Radon measure on %A(A), which satisfies the inequality
E(u, ) < e3|Du| + eaL™. By the decomposition of the gradient of a BV function (see (f) in Section 2),
the measure E(u, ) is absolutely continuous with respect to the measure £™ +H" L S, + |C(u)|. Since
L™, H" 'L S,, and |C(u)| are carried by disjoint Borel sets, by the properties of the Radon-Nikodym
derivatives mentioned in (j) of Section 2 we have

- dE(u,-) / dE(u,") — dE(u, )
E(u,A) = d — d|C(u)].
(u’ ) 4 dLn T+ SunA d'Hn—l Lsu H + 4 d|C(u)| ‘ (u)|

Using Propositions 6.2, 7.2, and 8.3 we obtain

B(w.A) = [ fron (V) da + / e

o)™ + [ gz () diC).

WNA
If u|a ¢ BV(A,R™), we have E(u, A) = +0o by Theorem 5.1(c). Therefore,
E(u7 A) = Enom(u, A) for every u € Lio(R",R™) and every A € o,

where Fhom is the functional defined in (4.4). Since the limit does not depend on the subsequence, by
the Urysohn property of T-convergence in Li,.(R™, R™) (see [18, Proposition 8.3]) the functionals E.(-, A)
I-converge t0 Enom (-, A) in Li,.(R™,R™), as ¢ — 0+. O
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9. STOCHASTIC HOMOGENISATION

In this section we prove Theorems 3.17 and 3.18 concerning stationary random integrands, according
to Definition 3.12. We adopt the shorthand notation introduced in (3.16).

We start by proving the existence of the limits which define the the homogenised random volume
integrand fhom-

Proposition 9.1 (Homogenised random volume integrand). Let f be a stationary random volume inte-
grand and let g be a stationary random surface integrand with respect to a group (7;)zczn of P-preserving
transformations on (2, T, P). Then there exists Q' € T, with P(Y') = 1, such that for every w €
zeR™, EcR™" veS"t keN, and p > 0 the limit

) L9 (be, Qi (ra))
lim
r—+400 kn— 1p ’r‘"

(9.1)

exists and is independent of x, v, k, and p. More precisely, there exists a random volume integrand
Fhom: Q@ x R™X™ [0, 4-00) such that for everyw € ', x €R™, £ €R™ "™ v eS" * kEN, and p >0

fhom(w 5) = lim m{]’gO(éE’QZ;‘k(Tx)) = lim M

r—-+oo k‘nflpn’l‘” r—+4oo rn

. (9.2)
If, in addition, (7;).czn is ergodic, then from is independent of w and

from(©) = lim / md (0, Q. (0)) dP(w).

r—+oo 17T
Proof. We divide the proof into four main steps.

Step 1: Eristence of the limit in (9.1) for € € Q™ ™ and v € S" ' N Q" fized.

Let (9, 7A', ]3) denote the completion of the probability space (€, 7, P). Let £ € Q™™ and v € S"~'NQ"
be fixed. For every w € Q and A € Z,, (see (3.15)) we set

uf»”(w7 A) = Mn

where R, is the orthogonal n x n matrix defined in (h) in Section 2, and M, is a positive integer such
that M, R, € Z""". o

We now claim that the map pe , : QxZ, — R defines an n-dimensional subadditive process on (2, T, P),
according to Definition 3.13.

We start observing that the 7-measurability of w — e, (w, A) follows from the T -measurability of
w — mf9o (Le, A) for every A € of, which is ensured by Proposition A.12, taking into account Remark 3.9.
We are now going to prove that pie, is covariant; that is, we show that there exists a group (77).czn of
P-preserving transformations on (2, 7, P) such that

mb% (6e, M, R, A), (9.3)

pe v (w, A+ 2) = pe (17 (w), A), for every w € Q, z € Z", and A € Z,.
We have
MR, (A+z) = MyR,A+ M,Ryz = M,R,A+ 2",
where 2z := M, R,z € Z". Then by (9.3) we get

val’(w7A+z): fgo(EE’M R, A+Z )

Given u € SBV (int(M, R, A+ z"),R™) with u = {¢ near (M, R, A+ 2"), let v € SBV (int(M, R, A),R™)
be defined as v(x) := u(x 4+ 2¥) — £z¥ for every x € R™. By a change of variables, using the stationarity
of f and go we obtain

/ flw, 2, Vu)do + / go(w, , [u], ) dH" "
My Ry A+zv

Sun(My Ry A+2z7)

:/ f(w,x—l—z,,,Vv)d:r—!—/ go(w, @ + 2y, [v], vp) dH™ "
M, R, SN (M, Ry, A)

:/ [ (e (), z, Vv) d$+/ go(Tzv (W), 2, [v], 1) dH™ 1.
My, R,

SuN(My Ry A)
Since we have v = {¢ near 9(M, R, A), we deduce that

mb% (e, My R, A+ 2°) = m?% (Le, M, R, A),

Tov (w)
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and hence the covariance of g, with respect to the group of P-preserving transformations (1Y) zezn =
(T2v)zezn.

We now show that e, is subadditive. To this end let A € Z, and let (A;)i=1,..v C Zn be a
finite family of pairwise disjoint sets such that A = UN A;. For fixedn > 0and ¢ = 1,...,N, let
u; € SBV (int(M, R, A;),R™), with u; = £¢ near O(M, RUA ), be such that

[ tesVedss [ g0, [l va,) A < md (6, My Ry AL) + 1
M,R, A Su; N(My Ry Ay)

and on M, R, A define u(z) := u;(z) if ¢ € My, R, A; fori =1,...,N. By construction we have that u is
a competitor for m$;% (¢, M, R, A), since u € SBV (M, R, A,R™) and u = £¢ near (M, R, A). Moreover
SuNO(M,R,A;) =@ for every i = 1,..., N. Therefore it holds

mfj’go(ﬁg,MyRuA) < / flw,z, Vu) d;t+/ go(w, z, [u], vu) dn" !
MVR,,A Sun(My Ry A)

Z / flw, x,Vui)dx—F/ go(w, z, [ui],yu,i)d’Hn_l)
M, R, A Su;N(My Ry Ay)

< Z m{ (te, My Ry A) + N,
=1
thus the subadditivity of p¢,, follows from (9.3), by the arbitrariness of n > 0. Note that the same proof
shows that

yees

N N
md;0 (ﬁg, U Ai) < Z ml;9 (b, A;)  for every finite disjoint family (A;)i—1
i=1

even when N, A; ¢ Z,,.
Eventually, in view of (f4) we have

/"‘ﬁaV(wvA)

for every w € Q.

We note now that for every = € R", k € N, and p > 0, we have that (Q%*(rz)),~0 is a regular
family in Z,, (cf. Definition 3.14). Therefore for every . fixed ¢ € Q" and v € S""' N Q" we can apply
Theorem 3.15 to the subadditive Process fig,, on (Q, T P) to deduce the existence of a 7-measurable
function ¢ : Q — [0, +00) and a set Qg v C Q, with Qg , €T and P(Q¢.,) = 1 such that

i e Qi r0)

r—+oo kn—1pnyn

1

M MyR,A

m$% (be, My R, A) < flw,z,6) dz < (cslé] +ca)L™(A),  (9.5)

Mn

= peu (W), (9.6)

for every w € ngy, xz € R" k €N, and p > 0. Then, by the properties of the completion there exist a set
Q¢ € T, with P(Q2¢,,) = 1, and a T-measurable function, which we still denote by ¢¢,,, such that (9.6)
holds for every w € Q¢ ,,. Thus choosing in (9.6) z =0, k = 1, and p = 1, thanks to (9.3) we get

f,90 v
pe,v(w, Qr(0)) — lim m 9 (e, Qr(o))

TTL

Pev(w) = lim

r—+o0 rn r—+o0
Furthermore, if (7.).ez» is ergodic, then Theorem 3.15 ensures that ¢¢ . is independent of w.
Step 2: Ewistence of the limit in (9.1) for every £ € R™ ™ and v € S"™1.

Let € denote the intersection of the sets Q¢ for £ € Q" and v € S"'NQ™; clearly Qe T and P((NZ) =1.
For every k € N and p > 0 we now introduce the auxiliary functions f, &, f,.x: QxR" x R™*™ x St
[0, +00) defined as B
mf (L, Qi (re))

for(w,z, & v) = hmlnf

r——+o00 kn— 1p 'r‘"
_ fi90(p v,k
fp,k(wa T, 5, V) = 17{345»]:}? o k(nflff;n(rx)) '
We notice that B
for(w,z,&v) = for(w z,&v) = peu(w) (9.7)

for every w € Q Q™™ vesS"'NQ" k€N, and p > 0. The proof of property (4.8) in Lemma
4.2 can be adapted to the rectangles QPT (rz), obtaining that for every w € Q zeR", vesS" ' keN,
and p > 0, the functions § — f, x(w,z,&,v) and § — for(w,x, & v) are continuous on R™*™, and their
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modulus of continuity does not depend on w, x, v, k, and p. By (9.7) this implies that for every £ € R™*"
and v € S""! N Q" there exists a T-measurable function, which we still denote by ¢, , such that

ip,k(w,ﬂf,g,l/) :?P»k(w7$7€7’/) :¢§;V(w) (98)

for every w € ﬁ, z€R" keN, and p > 0.

We now show that, for every w € Q, z € R", SAE RmX”,AIc € N, and p > 0, the functions v
Sor(w,z,§,v) and v — For(w, x, & v), restricted to Sifl and S™7!, are continuous. We will only prove
this property for f,x and gifl, the other proofs being analogous. To this end, let w € §~2, xz € R",
EeR™ " keN,and p > 0 be fixed. Let v € gifl and let (v;) C gifl be such that v; — v as j — 4o0.
Since v — R, is continuous in gi_l, for every § € (0,1/2) there exists an integer j, depending on p, k,
and ¢, such that

Qgﬁ;)pr(rm) cCQyF(ra) cc QHJ’Z)M (rzx)
for every j > jand r > 0. Given r >0, j > j, and n > 0, let u € SBV( Z’Tk(mc),Rm) be such that u = £
near 9Q%;¥(rz) and

[ v [ 90(e0, . [ul, 1) AH" <m0 (L, QU (ra)) k™ "
Qpi (ra) SunQyit (re)
We define now v € SBV(Q?{fé)pr(rx),Rm) as
oy = {10 iy,
- . v,k v
le(y) ifye Q({_‘_(s)pr(r‘r) \Qp;‘k(rx)'

Note that v = £¢ near 8Q(V1jf5)m(rx) and that 9Q%F (rz) N S, = @. Therefore,
vik
mi»go (£e, Q(i+5)m(rm))

fw,y, Vo) dy +/ go(w, y, [v], ) dH"

SuNQ(i 5y (r2)

vk
Q(17+5);>T(TI)

< / . fw,y, Vu)dz —I—/ go(w, v, [u],yu)oﬁ-[”_1 + (cs|€] + 04)((1 +6)" — 1)k"_1pnr"
Q' (ra)

5uNQYF (ra)
< mb% (e, Qi (re)) + k™~ p"r" + (eslé] + ca) (14 6)" = 1)K"~'p"r".
Dividing by k" ~1p"r™ and passing to the liminf as 7 — 400 we obtain
(1+0)" fok(w,,6,15) < fon(w & v) +n+ (eslé] + ea) (1+0)" —1).
Passing to the limsup first as j — 400, then as § — 0+ and n — 0+ we get

hmsupzpyk(‘*%mv&ayj) < zp,k(u#ﬂ?,g, V)'

Jj——+oo
A similar argument, using the cubes Q'(/{’_ké)pr(m:), gives
fpvk(w7 x7 5, Ij) S liminff(w7 'I:, 57 VJ)7
- Jj—>+oo —

and so the continuity of v+ f, x(w,z,§,v) follows.

It is known that Q" NS™™' is dense in S"!(see, e.g., [16, Remark A.2]). Arguing as in the proof of
[16, Theorem 5.1] it is easy to show that Q™ N g?[l is dense in /S\;L;l. Therefore, from the continuity
property proved above and from (9.8) we deduce that for every € € R™*™ and v € S™™! there exists a
T-measurable function, which we still denote by ¢¢ ., such that

L),k(w,x,f,u) = ?P»k(w7x7€7’/) = @E;V(w) (99)
for every w € Q, zeR”, EeR™" peS" ! keN,and p > 0. This implies that

f:90 (f v,k
. mey &Q T (7“33))
w&ﬂ’(w) = TEI-E.OO kn—lprf)rn

(9.10)

for every w € S~2, z€R™, £EcR™" veS" ! keN, and p > 0, concluding the proof of Step 2.
Step 3: The limit in (9.1) is independent of v.
We now show that ¢, (w) does not depend on v; i.e., we show that

Qe (W) = e, (w)  for every w € Q, £ € R™ ", v e S"71, (9.11)
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For every r > 0 let Q7 := Q7 (0) and let n > 0 be fixed. Let (Q,,(x;)) be a family of pairwise disjoint
cubes, with p; € (0,1),i=1,..., Ny, with faces parallel to the coordinate axes, such that

Ny Ny Ny
Uen@icer ma e (@\UQn)) =1- Y st <o
i=1 i=1

=1

By using arguments similar to those used to prove the subadditivity in Step 1, we can prove that

N'r/
mi® (e, Q) < mi <€§, U Qpn(”‘i)) +n(cslé] + ca)r™
i=1

Then, by (9.4), for every r > 0 we have

e, Q) Z Pl Qour 0]y ) 4

. mL]:ng (£§7 QPiT(rxi))

o pi + n(cslé] + ca).
piT

i=1
Hence, passing to the limit as 7 — +oo and using (9.10) we obtain
Nn
Pew (W) < Peen (@) Y P14+ nleslé] + ea) < Pee, (@) + mcsl€] + ca),
i—1
thus taking the limit as n — 0+ we get ¢, (w) < e e, (w). By repeating a similar argument, now using

coverings of Q1(0) by cubes of the form Q. (x;), we obtain the opposite inequality, and eventually the
claim.

Step 4: Definition and properties of fhom-
For every w € © and £ € R™*™ we define

Peren(w) ifwe ﬁ,
fhom(wyé-) = ¢ ( ) . ~
c2)€| ifweQ\Q.

Then (9.2) follows from (9.10) and (9.11). From the measurability of ¢ ., , proved in Step 2, we obtain
that fhom (-, &) is T-measurable in Q2 for every £ € R™*™. Moreover, since the function & — f, x(w,x, &, v)
is continuous on R™*™  from (9.9) we deduce that fuom(w,-) is continuous in R™*" for every w € Q,
and this implies the 7 ® %™ *""-measurability of fhom on € x R™*™. Finally, Lemma 4.2 allows us to
conclude that fhom(w,-) € F for every w € Q. Therefore, fhom is a random volume integrand according
to Definition 3.7. O

The following result is a direct consequence of Propositions 8.1 and 9.1. In the ergodic case, (9.13)
can be obtained by integrating (9.12) and observing that, thanks to (9.5), we can apply the Dominated
Convergence Theorem.

Proposition 9.2 (Homogenised random Cantor integrand). Under the assumptions of Proposition 9.1,
for every w € Q' and £ € R™*"™ let

from(w, &) == lim

t—+oo

Joom(w, t§)
t

(since from(w,:) € F, the existence of the limit is guaranteed by (f5)). Then fiom s a random volume
integrand and for everyw € ', x € R", £ e R™*™, v € S" !, and k € N we have

miw,go (£€7 Q:’k(rm)) — lim mufuooygo (£€7 QT)

fhom (w7 5) = 7‘11141»100 fn—1pn ey rn ) (912)
where Qr := Qr(0). If, in addition, (7.).czn is ergodic, then f{o, is independent of w and
fn(©) = Jim_ - [l (. @) PG, (9.13)
r—+oo 1™ [

The following proposition establishes the existence of the random surface integrand gnhom-
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Proposition 9.3 (Homogenised random surface integrand). Let f be a stationary random volume inte-
grand and let g be a stationary random surface integrand with respect to a group (7;).czn of P-preserving
transformations on (2, T, P). Then there exists Q' € T, with P(Y') = 1, such that for every w € ',
z €R™, CER™, v € S" L, the limit
lim m{;m’g(urx,C,vaZ(rx))
r——+o0 rn—1

(9.14)

exists and is independent of x. More precisely, there exists a random volume integrand gnom: 2 X R™ X
S"! [0, +00) such that for everyw € ', x €R™, ( €R™, and v € S"~!

.9 v .9 v
. m Urg,¢v, Qr(rT . m uo,¢v, Q@
ghom(w, Ca V) Th co = ( T:ng—lll, T( )) = li 0o = E«n—i = T)

)

where QY := Qv(0). If, in addition, (75).czn is ergodic, then gnom 1s independent of w and

. 1 oo v
hom(Cv) = lim / md™ 9 (o ¢y Q7) AP ().
Q

r—+4oo rn—1

The proof of Proposition 9.3 follows immediately from Propositions 9.4 and 9.5 below. In the first one
we prove the existence of the limit in (9.14) for « = 0, while in the second one we consider the general
case  # 0 and prove that the limit is independent of x.

Proposition 9.4. Let f be a stationary random volume integrand and let g be a stationary random surface
integrand with respect to a group (7;).czn of P-preserving transformations on (Q, T, P). Then there exist
Qe T, with P(Q) =1, and a random surface integrand gnom: © x R™ x S™™* — R such that

.9 v
.m Uo,¢,v, @r
Grom(,¢,v) = lim o L0 Or)

; (9.15)

for every w € Q, ¢ € R™, and v € S, where Q¥ := Q7 (0). If, in addition, (7:).czn is ergodic, then
Jhom 1S independent of w and

. 1
ghmn(C, V) = hm

r—4oo pn—L

/ md™ 9 (¢ 0 QY) dP(w). (9.16)
Q

Proof. We adapt the proof of [17, Theorem 5.1]. The main difference is that now the functional to be
minimised depends also on f°°, while in [17, Theorem 5.1] it depends only on g. Since this requires some
changes, for completeness we prefer to give the whole proof in detail. We divide it into four steps.

Step 1: Existence of the limit in (9.15) for fived { € Q™ and v € S*"* N Q™.

Let v € S 'NQ™ ! and ¢ € Q™ be fixed, let R, € O(n) NQ™*™ be the orthogonal n x n matrix as in
(h) in Section 2, and let M, be a positive integer such that M, R, € Z™*". Note that, in particular, for
every z' € Z"! we have that M, R, (2/,0) € II§ N Z™, namely M, R, maps integer vectors perpendicular
to e, into integer vectors perpendicular to v.

Given A" = [a1,b1) X <=+ X [an—1,bn-1) € Zn_1 (see (3.15)), we define the (rotated) n-dimensional
interval T, (A’) as

1
N ’ _ . — .
T,(A") := MyR, (A" X [—c,c)), withe: 5 lgr;lgaéc_l(bj aj). (9.17)
For every w € Q and A’ € T,,—1 we set
1 oo
prew(w, A') == Wmﬁ (w00, T (A)). (9.18)

Now let (€2, 7\', 13) denote the completion of the probability space (2, 7, P). We claim that the function
piew: QX Ty — R as in (9.18) defines an (n — 1)-dimensional subadditive process on (2,7, P). Indeed,
thanks to Remark 3.9 and Proposition A.12, for every A € & the function w — m{ ™ 9(uo.c,., A) is
7 -measurable. From this, it follows that the function w pew(w, A') is 7 -measurable too.

We are now going to prove that pc ., is covariant; that is, we show that there exists a group (72/),/czn—1
of P-preserving transformations on (2, 7, P) such that

e (w, A+ 2') = pe (14 (W), A"), foreveryw e Q, 2 € Z" " and A’ € T,,—1.
To this end fix 2’ € Z"* and A’ € Z,,_;. Note that, by (9.17),
T, (A +2)= M,R,((A" 4+ 2') x [~¢,¢)) = MyR, (A" x [~¢,¢)) + M, R,(2',0) = T, (A") + z,,,
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where z,, :== M, R, (%',0) € II§ N Z". Then, by (9.18)

1

pew(w, A4 2') = M ml ug,¢u, Tu(A) + 21,). (9.19)

(uo,cm, Tu(A +2)) =

f
My

Given u € SBV (int(T, (A")+2,),R™) with u = uo.¢,, near (T, (A")+2,), let v € SBV (int(T,, (A4")),R™)
be defined as v(z) := u(x + 2,,) for every z € R". By a change of variables, using the stationarity of £
and g we obtain

/ [ (w, z, Vu) dl’-l—/ 9(w, z, [u], vu) au" !
T, (A")+z Sun(Ty (A)+2],)

:/ foo(w,z—i—z,',,Vv)dx—l—/ g(w,z + 2, [v],vy) dH"
Ty, (A7)

SyNTy (A7)
= / foo(TZ{,(w)vmvv'U) dx'i'/ g(TZ{,(w)ﬁu [U],Vv) dHn_l'
T, (A SyAT, (A7)
Since z;, is perpendicular to v, we have ug, ¢, (z) = uo,c,.(x + 2,,) for every z € R™. Therefore, from (9.18)
and (9.19) we obtain that
:U'C,V(wv A+ Z/) = /J“(,V(T;/’ (UJ), Al)v
where we set
(Tzl’/)z/eznfl = (Tz{,)z/EZ"*L
We now show that p¢ ., is subadditive in Z,—1. To this end let A" € Z,,_1 and let (Aj)i1<i<n C Zn—1

be a finite family of pairwise disjoint sets such that A’ = |J; A;. For fixed n > 0 and ¢ = 1,..., N, let
u; € SBV (int(T,, (47)), R™) be such that u; = ug,c,, in a neighbourhood of 9T, (A}) and

/ [P (w,z, Vui) dx +/ 9w,z [wil, va,) dH" ™ <l (uo .0, T (AD) + 1. (9.20)
T, (A%) SuNTy (A])

Note that T}, (A’) can differ from |J; T, (A}) (see for instance [17, Figure 2]), but, by construction, we
always have |J, T, (A}) C T, (A4").
Now we define

u(z) = {uz(x) ifx e T,(A), i=1,...,N,
C | uwocw(@) ifze T, (A)\ U, Tv(A);

then u € SBV(T,(A"),R™) and u = uo,¢,, near 8T, (A"). Note that we also have x

(A
N
S NT( USuZﬂT ).

Indeed, S. NT,(A") NOT,(A;) = @ for every i = 1,...,N. Moreover, u = ug,c,, in T,(A") \ U, T (A7),
hence Vu = 0 a.e. in this set. Therefore, recalling that f*°(w,-,0) = 0, we obtain

[ reevows [ 9(w, 3, [u], ) dH"
Ty (A)

ST, (A7)

N
= Z (/ 1 (w, z, V) dz —|—/ g(w, z, [wi], v, dHn—1>.
i=1 Ty (A7) Su,NTy (AL

As a consequence, by (9.20),

N
ml (uo,cv, Ty Z 9 (uo,¢v, To (A7) + N,

thus the subadditivity of p¢,, follows from (9.18), by the arbitrariness of n > 0.
Finally, in view of (g4) for every A’ € Z,,_1 and for P-a.e. w € 2 we have

1 ne
M(J'(wvA ) = pr— 1mw 7(](“0 ¢ws Ty (A/)) < p— / g(w,az,(,u) dH" !
My My Sug.¢., NTw(A)
< %H%l(ﬂb’ N TV(A/)) = 63|C|£n71(A,), (9.21)

where we used again the fact that f°°(w,-,0) = 0. This concludes the proof of the fact that uc, is an
(n — 1)-dimensional subadditive process.
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We can now apply Theorem 3.15 to the subadditive process ¢, defined on (Q,T\, ﬁ) by (9.18), to
deduce the existence of a 7T-measurable function ¢¢,,: ©Q — [0, +00) and a set Q¢ C Q, with Q¢, € T
and P(f¢,,) = 1 such that

lim Hew(w,rQ") = (W) (9.22)
r—+00 rn—1 ’
for every w € ﬁg,y, where Q' := [f%, %)”71. Then, by the properties of the completion, there exist a set

Q¢ € T, with P(Q¢ ) =1, and a T-measurable function, which we still denote by )¢ ., such that (9.22)
holds for every w € Q¢ .. Using the definition of y¢,, we then have

bow(w) = lim T (00 QF)

r—+400 rn—1

(9.23)

for every w € Q¢ .

Step 2: Erxistence of the limit in (9.15) for every ( € R™ and v € S™™ .

Let © denote the intersection of the sets Q¢ for ¢ € Q™ and v € S"7' N Q"; clearly Qe T and
P(Q)=1. Let g,g: @ x R™ x S"~! — [0, +00] be the functions defined as

.9 v
g(w, ¢, v) = lim inf e W0Lws &) (uo’f’”’ @) (9.24)
= r—+o00 rn-
.9 v
g(w, ¢, v) := limsup w (9.25)
r—+o00 T
By (9.23) we have
g(w,¢,v) =g(w, ¢, v) = ¢ (w) for every w € Q,¢eQ™ and v eS" ' NQ". (9.26)

By Lemma 4.5 (property (4.13)), for every w € Q and v € S"! the functions ¢ — g(w,¢,v) and
¢ = g(w, ¢, v) are continuous on R™ and their modulus of continuity does not depend on w and v. More
precisely, recalling (g4), for every w € Q and v € S*™™! we have

lg(w, 1, v) = g(w, G2, )| < ez oa(|C = CN(IG] +1¢2]),
[9(w, ¢1,v) = g(w, C2, V)| < ez oa(]C1 — G2 (IGa] + [C2l),

From these inequalities and from (9.26) we deduce that for every ¢ € R™ and v € S"~' N Q™ there exists
a T-measurable function, which we still denote by ¢ ., such that

for every ¢1,(2 € R™. (9.27)

g(w,(,v) =g(w,(,v) = ¢ (w) for every w € Q. (9.28)

We now claim that for every w € Q and every ¢ € R™ the restrictions of the functions v — g(w, ¢, v)
and v — g(w, ¢, v) to the sets /Ssifl and S"! are continuous. We only prove this property for g and gifl,
the other proofs being analogous. To this end, let us fix { € R™, v € gifl, and a sequence (v;) C gifl

such that v; — v as j — 4o00. Since the restriction of the function v — R, to @S\r_f_il is continuous, for
every § € (0, 1) there exists an integer js such that

Ql(/{—é)r cC Q’Ilf cc Q(V{+§)r7 (929)

for every j > js and every r > 0. Fix j > js, 7 > 0, and n > 0. Let u € SBV(QY,R™) be such that
U = Uo,¢,» Near 0Q; and

2 (w,z, Vu) da + / g(w, 2, [u],va) dH" ™ < md™ 9 (uo .0, QY) + e

QY SunQy.

We define v € SBV(QI(’{H)T,]R"I) as

o) = u(x) ifze Q?T
uo,cw;(x) ifze Q(V{Jr&)r \ QY.

Then, v = ug,¢,, near 8Q(Vf+5>r and S, C S, U3, where

Li={zedQ;:(z-v)(z-v;)<0}U (ng n (Qz’{%)r \Qy)).
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Moreover |[v]| < [¢| H" t-a.e. on X. By (9.29) there exists ¢;(8) > 0, independent of r, with ¢;(§) —
(14+6)""' —1 as j — 400, such that H" (X)) < ;(d)r"~ . Thanks to (g4) we then have

£, vy
my, g(uo,g,y,Q(fH)T) < /u]_
(1+48)r

1w, z, V’U)dm’—i—/ » g(w, z, [v], V) dH™ 1
SuNQ 5y,

< | fF(wa, V) dw-i-/ g(w, @, [u],va) dH" ™" + c3/¢lg; ()"
Qx SuNQY
<md T (o, Q) + "+ eslCls; (),

where we used the fact that > (w,-,0) = 0. Recalling definition (9.24), dividing by ™!, and passing to
the liminf as » — +o00, we obtain

9(w. G ) (L +8)" " < g(w, ¢, v) + 1+ e3(¢s (6)- (9.30)

Letting 7 — +o00, then § — 0+, and then 1 — 0+, we deduce that

limsupg(w7C7Vj) < g(w,C,V)-

j——+oo
An analogous argument, now using the cubes Q’(j{* 8§ shows that

= Jj—+oo —

hence the claim follows. Note that, together with (9.27), this implies that for every w € Q the restriction of
the function (¢, v) = g(w,(,v) to R™ x S%~! is continuous, and the same holds true for (¢, v) — g(w, ¢, v).

As we already observed in the proof of Step 2 of Proposition 9.1, the set /S\l_l N Q™ is dense in gl_l.
Therefore, from the continuity property proved above and from (9.28) we deduce that for every ¢ € R™
and v € S"7! there exists a 7-measurable function, which we still denote by Y¢,v, such that

9w, ¢, v) = g(w,(,v) = Y¢,u(w) for every w € Q. (9.31)
By (9.24) and (9.25) this implies that

wC (w): lim ma{) 7g(u07C,V7Q:)

r—+4oo rn—1

(9.32)

for every w € 527 ¢ €R™, and v € S"!, concluding the proof of Step 2.

Step 3: Definition and properties of ghom-
For every w € Q and ¢ € R™, and v € S"™! we define

Yeo(w) ifweQ,

ghom(w,C7V) = {C2|C| 1fw€Q\ﬁ

Then (9.15) follows from (9.32). From the measurability of v¢,, proved in Step 2, we obtain that
Ghom (-, ¢, ) is T-measurable in Q for every ¢ € R™ and v € S"~'. Moreover, since for every w € Q
the restriction of the function (¢,v) — g(w,(,v) to R™ x S1~' is continuous, from (9.31) we deduce

that for every w € Q the restriction of ghom(w,-,-) to R™ x /S\i_l is continuous and this implies the
T @ B™*" ® Bi-measurability of grnom on Q x R™ x S"~!. Finally, Lemma 4.5 allows us to conclude that
Ghom (w, -, +) € G for every w € Q.
Step 4: In the ergodic case gnhom 1S deterministic.

Set Q := Noczn T= (ﬁ), we clearly have that Qe T, Qc §~2, and 7, ((AZ) =Q for every z € Z™; moreover,

since 7, is a P-preserving transformation and P(€) = 1, we have P(€) = 1. We claim that

Ghom (T (W), (, V) = ghom (w,(, V), (9.33)

for every z € Z", w € ﬁ, ¢CeR™, and v € S"L.
We start noting that to prove (9.33) it is enough to show that

ghom(Tz (w)7 C’ V) S ghom(wa C_.-a V) (934)

for every z € Z", w € ﬁ, ¢ €R™, and v € S"~!. Indeed, the opposite inequality is obtained by applying
(9.34) with w replaced by 7,(w) and z replaced by —z.
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Let € Z", we Q, ¢ € R™, and v € S* " be fixed. For every r > 3|z|, let u, € SBV(QY,R™) be such
that u, = uo,¢,, near 0Q;, and

foo(wam7vu7“) dZC+/ g(w,m, [uT]7Vur)dHn71 S mi“,g(uOLme + 1 (935)
QY Su,NQY
By the stationarity of f*° and g, a change of variables gives
m” 8 (oo, QF) =m0 (¢, QU (2)). (9.36)

We now modify u, to obtain a competitor for a minimisation problem related to the right-hand side of
(9.36). Noting that Q7 CC QY 3),(2) we define

on(2) = ur(x) if €@y,
T \uscw(@) i @€ QUug(2)\ QY.

Clearly v, € SBV(QY,3,/(2),R™) and v, = u.,¢, near 9Q; 5, (z). Moreover we notice that S,, =
Su,. U1 UXs, where

S1:={2€dQl: (z-v)((x—2)-v) <0} and Xo:=TIIY N (QV13.(2) \ Qr).

Moreover |[v,]| = [¢| H" '-a.e. on 31 U Xs. Since 3|z| < r, we have H" "' (Z1) = 2(n — 1)|z - v|r" % and
HH(S2) = (r+3[z)" = r" 7 <3(n—1)|2|(r +3[2[)"? < 2"(n — 1)|z| r" 2. Therefore, using the fact
that f*°(w,-,0) = 0, thanks to (g4) we have

J

£, Vo do+ [ 9w, 3, [0r], vy ) M

312 (%) SorNQL 505 (2)

< foo(w7:r7vu7‘)dx+/ g(w7x7 [uT]7Vur)dHn_l+MC,Zrn_27
QY SupNQY

where M . = cs(n — 1)(2 4 27)|z||¢|. This inequality, combined with (9.35) yields
L (g, Q=) (2)) Sl (o6, Q) + 14 M "2 (9.37)
Recalling that 7. (w) € QcQ, by (9.15) and (9.36) we get

.9 v oo
ome W Q7)) T (s L, QY(2))
ghom(Tz (w)7 <7 V) = ’I‘EI}}OO rn—1 = TEIJPOO rn—1
. m, Uz, Q;f+3\z|(z))
= lim )
r—+00 rn—1

where in the last equality we have used the fact that r™~*/(r + 3|z|)""* — 1 as r — 4oc0. Therefore,
dividing all terms of (9.37) by 7"~ ! and passing to the limit as r — 400, from (9.15) we obtain the
inequality
ghom('rz(w)7 ¢ V) < ghom(wa ¢ V)a

which proves (9.34) and hence the claim.

If (72).ezn is ergodic we can invoke [17, Corollary 6.3] to deduce that ghom does not depend on w and
hence is deterministic. In this case, (9.16) can be obtained by integrating (9.15) over 2 and observing
that, thanks to (9.21), we can apply the Dominated Convergence Theorem. O

We now prove that the limit (9.14) that defines ghom is independent of z. More precisely we prove the
following result.

Proposition 9.5. Let f be a stationary random volume integrand and let g be a stationary random surface
integrand with respect to a group (7:).czn of P-preserving transformations on (2, T, P). Then there exist
€T, with P(Q) =1, and a random surface integrand gnom: @ X R™ x S"~! = R, independent of x,
such that
f °°,g( v
_ . mey, 'Un'a:,(,luQr ('V‘Z‘))
ghom(w, C7 V) - TETOO 7‘”71

for everyw e Q, x € R™, ( €eR™, v e S" 1.

: (9.38)

Proof. The proof closely follows that of [17, Theorem 6.1], therefore here we only discuss the main differ-
ences with respect to [17].

Let ghom be the random surface integrand introduced in Proposition 9.4. Arguing as in the proof of
[17, Theorem 6.1], we can prove the existence of Q' € T, with P(Q2’) = 1, such that (9.38) holds for every
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weQ, zeR”, (€R™, and v € S" ' NQ""'. Hence, to conclude it remains to show than (9.38) holds
true for every v € S*7 1.
To this end, for fixed w € ', x € R", ( € R™, and v € S"~!, we introduce the auxiliary functions

™9 (ra g0, QY ()

.. my,
9(w,z,¢,v) = lim inf o : (9-39)
.9 v
g(w,x,¢,v) := limsup My (U ¢, Qr (rm)) (9.40)

r— 400 Tn71

Let v € /S\ifl be fixed. As we already observed in the proof of Step 2 of Proposition 9.1, the set
/S\ifl NQ" is dense in /S\fffl, hence there exists a sequence (v;) C S%~'NQ" ' such that v; — v as j — oc.
We claim that for every ¢ € (0,1/2) there exists js € N such that

(1406)" " g(w, 155, ¢ vy) < glw,2,¢,v) + eslCls; (6), (9.41)
g(wamv Ca V) < (1 - 6)7171?(“77 1%15747 Vj) + C3|<|<j(6)7 (942)

for every j > js, where ¢;(d) is such that ¢;(§) — (14 6)""' — 1 as j — +oo.
The proof of (9.41) and (9.42) is similar to that of (9.30) in Proposition 9.4. Thanks to the continuity
of the restriction of v — R, to Si_l, for every § € (0, %) there exists an integer js such that

Qi _g),(rz) CC Q) (rz) CC Q4),(ra), (9.43)

for every j > js and every r > 0. Fix j > js, r > 0, and n > 0. Let u € SBV(Q¥(rz),R™) be such that
U = Upg,c,, near OQY (rz) and

/ fZ(w,y, Vu) dy +/ 9, y, [u),va) dH" ™ <L (e ¢, QY (rz)) + e
QY (rz) SuNQy (rz)
We define v € SBV(QI(/{H)T(MU),]R"”) as
PV CORN =)
Ure,cw; (y)  ify € Q(hé)r(rm) \ QY (rz).

Then, v = tyg,¢,0; nEar 8Q1{{+5)T(r:r), and S, C S, UX, where

2= {y € 0Q}(rz) : ((y —rz) - v)((y — rz) - v;) < 0} U (1% N (Q{ 1), (rz) \ Q7 (rz))).
Moreover |[v]| < |¢| H" '-a.e. on ¥. By (9.43) there exists ¢;(§) > 0, independent of r, with ¢;(§) —
(146"t —1asj— +oo, such that H" (X) < ¢;(6)r™*. Thanks to (g4) we then have

m;{v yg(u”ﬂyCylfj I Qz’fJﬂ;)T(rx))

< /Q (w2, Vo) do + / 9w,z [o], 1) dH"

SunQ (7 5, (r2)
< / [ (w, z, Vu) dx +/ g(w, @, [ul, v) dH" ™ 4 c3]¢ls; (5)r™
Q¥ (ra) SuNQY (rx)

<l (U s QY () + " 4 esCley ()

where we used the fact that f*°(w,-,0) = 0. Recalling definition (9.39), dividing by "', and passing to
the liminf as r — +o00, we obtain

(1 + 6)71712(&)7 li_;,_,svga Vj) < Q(W,%Q V) +n+ C3|C|§j(6)7

which gives (9.41) by the arbitrariness of 7. The proof of (9.42) is analogous.
From (9.41) and (9.42) we get

(L+6)" " gw, 755, ¢ v5) — eslCle(0) < glw, 2, ¢, v) < Glw,z,¢v) < (1—-6)"gw, 155, v5) + eslCle; (6)

for every j > js. Since v; € S 1 N Q", and (9.38) holds true for rational directions, we have
j

('17+5)r(””)

Q(M ILH’ <7 Vj) = ?(wv 17:;7 <7 Vj) = ghom(wy Cv Vj)'
This, together with the previous inequality, yields
(1 + 6)nilgh0m(w7 <7 Vj) - C3|<|<](5) S g(w7 Z, Ca V) S g(wa T, C? V) S (1 - 5)nilgh0m(w7 C7 Vj) + C3|C|gj(5)
for every j > js. Hence, taking the liminf as j — +oo and then the limit as § — 0+, we obtain

hm infghom(wv C’ Vj) S g(w7 z, Cv V) S g(wv z, <7 V) S 111’1’1 infghom(w7 C7 Vj)
Jj—+oo - Jj—+oo
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and hence

g(w7m7CaV) = g(w’$7<7l/) = l.iminfghom(w7C7 Vj)'
Jj—+oo

Note that, in particular, all the terms in the above chain of equalities do not depend on x. Then, in view
of the definition of g and g (see (9.39) and (9.40)) we get that the limit

b T s QY1)
m
r—-+o0 rn—l

exists and is independent of x. Therefore we obtain

.9 v .9 v
. me (Uz,(,ua Q'r (Tl‘)) 1 me, (UO,C,V: Q'r (O)) _
TETOO T‘n71 - rlgknoo T’n71 = Ghom (w7 <7 V)7

for every w € Q', x € R*, ( € R™, and v € gi_l. Since the same property holds for v € gﬁ_l, this
concludes the proof. O

We are now in a position to prove the theorem concerning the existence, for P-almost every w € €2, of
the limits which define the homogenised integrands.

Proof of Theorem 3.17. Property (a), (3.17), and (3.20) are proved in Proposition 9.1, while property (b),
(3.18), and (3.21) are proved in Proposition 9.3. Equalities (3.19) and (3.22) coincide with (9.12) and
(9.13), which are proved in Proposition 9.2. O

We now prove the main result of the paper.

Proof of Theorem 8.18. 1t is enough to apply Theorem 3.17 together with the deterministic homogenisa-
tion result in Theorem 4.1, applied for fixed w € . O

APPENDIX. MEASURABILITY ISSUES

The purpose of this section is to prove the measurability of the functions defined in (3.16). This will
be done in Proposition A.12, which requires some preliminary results.

We start by introducing some notation that will be used throughout the proofs. For every A € &/ let
My(A,R™*™) be the Banach space of all R™*"-valued bounded Radon measures on A. This space is
identified with the dual of the space Co(A, R™*™) of all R™*"-valued continuous functions on A vanishing
on OA. For every R > 0 we set

MR = {n € My(AR™"): |u|(A) < R},
where |p| denotes the variation of p with respect to the Euclidean norm in R™*™. On Mgﬁ" we consider

the topology induced by the weak® topology of My(A,R™*™), which will be called the weak* topology
on ME%". Since My(A,R™*™) is the dual of a separable Banach space, there exists a distance df; "
on M7’)" which induces the weak™ topology on Mp’\" (see [23, Theorem V.5.1]). Moreover, the metric
space (./\/lg”,ﬁ”, dgﬁ") is compact by the Banach-Alaoglu Theorem.

For every u € My(A,R™*™) the absolutely continuous part of u with respect to the Lebesgue measure
L" is denoted with p”. Note that, if u € ME%", then u* € My

The following lemma concerns the mesurability properties of the density of u® with respect to £".
Lemma A.1. Let A € & and R > 0. Then there exists a B(A) @ B(ME’)")-measurable function
v AX MR = R™" such that

v(, 1) € LNAR™ ™) for every p € Myy",
u*(B) = / y(z, p)dx  for every p € MRZ’y" and B € B(A). (A1)
B

Proof. For every (z,u) € A x My 7" let y(x, ) € R™*™ be defined as

i HBe(@) 0 A)
y(x, @) = { p—=0+ wWn p"
0 otherwise,

if the limit exists in R™*"™,

where w, denotes the volume of the unit ball of R™. From the theory of differentiation of measures (see,
e.g., [26, Theorem 1.155]), for every p € M7p’y" we have that v(-, 1) € L*(A,R™*™) and

u*(B) :/ v(z,p)dz  for every B € ZB(A),
B
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which proves (A.1).
To prove the measurability of the function + it suffices to show that for every p > 0 the function

(z, 1) = p(By(z) N A) (A.2)

from A x MpE’" to R™*™ is B(A) @ B(ME’)")-measurable. To this end, for a fixed p > 0 we introduce
an increasing sequence of nonnegative functions (¢;) C C.(R™) pointwise converging to the characteristic
function of the open ball B,(0), and we observe that

#(Bo(z)NA) = lim /A iy — ) du(y),

by the Monotone Convergence Theorem.
Let A, := {z € A: dist(z,0A) > p}. Since for every j € N the function

(1) > /A 3y — ) d(y)

is continuous on A, x M%%" (considering on M7p’)" the weak™ topology), the function (A.2) from A, x
MER" to R™*™ is B(A, ) ® B(MRy’y")-measurable. By the arbitrariness of p > 0 we obtain that the
same function considered on A x MpE" is B(A) @ B(MFp’y")-measurable. O

To prove the measurability of the map p +— p®, from MmX" to Mgﬁn, we need the following lemma.

Lemma A.2. Let A € o, let R > 0, let (Y,€) be a measurable space, and let h: A XY — R™*™ be a
PB(A) @ E-measurable function such that

/ |h(z,y)|de < R for everyy €Y.
For every y € Y, we define the R™*"-valued measure Ay € ME’\" as
Ay(B) = /B h(z,y)dz for every B € B(A).
Then the map y v+ Ay is measurable from (Y,E) to (ME", BMEY")).
Proof. We start by observing that for every ¢ € C.(A,R™*") the scalar function
Yy /A p(x)-dry(z) is E-measurable, (A.3)

where - denotes the Euclidean scalar product between matrices. Indeed, by definition we have

[ e@an@ = [ e hy s

and the measurability with respect to y follows from the Fubini Theorem.
Note now that a basis for the open sets of the space Mp’y" (endowed with the weak™ topology) is
given by the collection of sets

{)\EMmX" ‘/Aw(m)-d)\(x)—/Anpi(m)-djx(x)’ <7]fori:1,...l}7

with n > 0, \e Mgé‘n, l €N, and @1,...,01 € C.(A,R™*™). By (A.3), the pre-image of these sets
under the function y — A, belongs to £. This implies that this function is measurable from (Y, &) to
(MR, BME)), since the weak™ topology in M ’{" has a countable basis. O

The following lemma shows the measurable dependence of p® on p.
Lemma A.3. The map p v p* is measurable from (MpZ°\", BME")) to (MR, BMEL)).

Proof. Thanks to (A.1), the conclusion follows from Lemma A.2 with (Y, &) = (MR’", B(ME")) and

Given A € o7, we set
BVg'a :={u € BV(A,R™) : lullp1(a,rm) < R and |Du|(A) < R}. (A.4)
On BVE'4 we consider the topology induced by the distance dg 4 defined by
di a(u,v) = lu—vlp1arm) + mxn(Du Dv),

where d;%)" is the distance on M;’{" that metrizes the weak™ topology.
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Note that BV (A,R™) is the dual of a separable space, and that, when A has Lipschitz boundary, the
topology just defined coincides with the topology induced on BVE"4 by the weak™ topology of BV (A4,R™)
(see [5, Remark 3.12]).

The following lemma will be crucial in the proof of Proposition A.12.

Lemma A.4. Assume that A € o/ has Lipschitz boundary. Then the metric space (BVIQ?A,d;'{’ﬁ”) is
compact.

Proof. Let (ux) be a sequence in BVE'y. By (A.4) this sequence is bounded in BV (A,R™). Recalling
the compact embedding of BV (A,R™) into L'(A,R™) and the compactness of MﬁxA", there exist a
subsequence, not relabelled, and a function v € BV (A, R™) such that u — u strongly in L*(A4,R™) and
Duy, = Du weakly™ in My(A,R™*™). It is easy to see that v € BVg'4 and that dg‘é‘”(uk, u) — 0. O

We now prove the measurability with respect to (w,u) of the integral functional corresponding to a
random volume integrand.

Lemma A.5. Let A € &/ with Lipschitz boundary, let R > 0, and let f be a random volume integrand as
in Definition 8.7. Then, the function

(w,u) — / flw,z, Vu) dx
A
from Q x BVE'y to R is T ® B(BVE'4)-measurable.
Proof. Let vy be the function introduced in Lemma A.1. We observe that for every u € BVg'4
Y(z, Du) = Vu(z) for L™-a.e. xz € A.
Therefore,

/Af(w,x,Vu)da::/Af(w,x,'y(x,Du))dm.

We claim that the function (z,u) — v(x, Du) from A x BVE'y to R™*" is 2B(A) @ B(BVE' 4)-measurable.
Indeed, it is the composition of the functions (z,u) + (z, Du), which is continuous from A x BVg'4 to
A x M7, and the function (z, p) = v(z, 1) from A x ME%" to R™*™, which is #(A) ® B(BVE 4)-
measurable, by Lemma A.1. Therefore, the function (w,z,u) — (w,z,v(z, Du)) is measurable from
QX AXBVE'A, TRAB(A)QAB(BVi'a)) to (AXR" XR™ ™ TRAB"@AB™*"). By the TQ A" @ B™*"-
measurability of f we deduce that the function (w,z,u) — f(w,z,y(x, Du)) from Q x A x BVg"4 to R is
T ® B(A) ® B(BVE' 4)-measurable. The conclusion then follows from Fubini’s Theorem. O

The following two lemmas are used to prove the measurable dependence on u of the surface integral
functional corresponding to a continuous surface integrand.
For every A € &, p € Mp(A,R™*™), z € A, and p > 0 we set

u(By(z) N A)

Oa.p(p, @) = ey (A.5)
where w,_1 denotes the volume of the unit ball of R®*.
Lemma A.6. Let A€ o/ andu € BV(A,R™). Then
pli>r(r)1+ 0a,0(Du,z) = ([u)(z) @ vu(x))xs, (x) for H'"  ae x € A, (A.6)
where xs, (z) =1 if x € Sy and xs,(x) =0 ifx € A\ Su.
Proof. Step 1. We claim that
plirél+ Oa,,(Du®,x) =0 for H" '-ae. z € A. (A7)

We now recall that, for a positive Radon measure p in A and for d € N, the d-dimensional upper density

of  at « € A is defined as
u(By() N A)

0%y, z) = limsup v ,

p—0+ wap
where wy denotes the volume of the unit ball of R? (see, e.g., [5, Definition 2.55]). To prove (A.7) it is
then sufficient to show that

0" Y (|D%u|,z) =0 for H" '-ae. x € A. (A.8)
To do so, for any ¢ > 0 we define the set
Ey:={zc A: 0" (|DJ|,x) > t};
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note that
E,Cc{x e A:0""(|D"ul,z) = +oo}.
By the Lebesgue Differentiation Theorem we have L£"(E;) = 0 and, since |D%u| << L", we have
|D%u|(E:) = 0.
Since |D%u| is a finite Radon measure, for every k € N there exists an open set A, C A with E; C Ay
such that

|D u|(Ax) < 1.
Thanks to [24, Section 2.10.19(3) and Section 2.10.6] this implies that

tH" ' (Ey) < |D%u|(Ax) < £ for every k € N.

Taking the limit as £ — co, we obtain that
H* ' (E,) =0 for every t > 0.
From this, it follows that
H'" ' ({z € A: @ H(|D%l,2) > 0}) =0
and this proves (A.8), which gives (A.7).
Step 2. We claim that

. _ n—1_
plin&r 04,0(C(u),z) =0 for H a.e. T € A. (A.9)
As before, it is sufficient to show that
""" Y (|C(u)|,z) =0 for H" '-ae. z € A. (A.10)

To do so, for any ¢ > 0 we define the set
Ei:={z e A: 0" (|C(u)],z) > t}.

Now, let K C E; be a compact set with %"~ (K) < 400 so that, in particular, |C(u)|(K) = 0. Then, by
[24, Section 2.10.19(3) and Section 2.10.6] we have that

tH"H(K) < |C(u)|(V) for every open set V containing K.

Since C(u) is a finite Radon measure, taking the infimum of the above inequality over all open sets V
containing K we obtain that

tH" ™ (K) < |C(w)|(K).
Since |C(u)|(K) = 0, from the above inequality it follows that H"~'(K) = 0. Using the fact that FE; is a
Borel (and hence Suslin) set, by [24, Corollary 2.10.48] we have that

H" N (Ey) = sup{H" ' (K) : K compact, K C E;, H" ' (K) < +oo},
and so H" ' (F;) = 0 for every ¢ > 0, which implies (A.10) and, in turn, (A.9).
Step 3. We claim that

lim 04,(D'u,z) =0 for H" '-ae. x € A\ S.. (A.11)
p—0+

Observe that |D7u|(A\ S,) = 0. By [24, Section 2.10.19(4) and Section 2.10.6] we have immediately that
0 " N(|D?ul,z) =0 for H" '-ae. x € A\ Sy,
which implies (A.11).
Step 4. By Besicovich Derivation Theorem (see [5, Theorems 2.22, 2.83, and 3.78]) we have that

lim 0a,(D’u,z) = [u](z) @ vu(z) for H" "-ae. x € S,.
p—0+
Together with the previous steps, this gives (A.6). O

Lemma A.7. Let A€ & and let g: A x R™*™ — R be a continuous function. Assume that there exists
a > 0 such that

lg(z, &)| < alg] (A12)
for every (x,€) € A x R™*™. Then for every u € BV(A,R™)

L 9(@,04,0(Du, z)) - / n—1
nli)r(l)lJr pli%lJr " |0A,p(D'U/, UC)| Vv n d|D’U4‘(.’L’) - ANS,, g(x, [u](x) ® V“(‘z)) dH (l’),

where 04, is defined in (A.5).
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Proof. Let u € BV(A,R™) be fixed.
Step 1. Thanks to (A.12) and to the bound

/ [u](x)] dH™ ™ (x) < +oo, (A.13)
ANS.,

the function x — g(z, [u](x) ® vy (x)) is H"'-integrable on AN S,,.
Step 2. We claim that for every n > 0

lim g(x,GA,p(Du,x))

D¢ =0.
p—0+ A|9A,p(Du,x)\\/nd‘ utClu)li@) =0

By Lemma A.6 we have that
lim 04,,(Du,z) =0 for |[D% + C(u)|-a.e. z € A,

p—0+

and by (A.12) we have the inequality

|g(x, GA,P(Duv x))l <a

04,0(Du,z)| Vi —
The claim then follows from the Dominated Convergence Theorem, since g is continuous, g(z,0) = 0, and
|D%u + C(u)| is a bounded measure.

(A.14)

Step 3. Recalling (f) in Section 2, to conclude the proof it is sufficient to show that
: : g(xng,P(Duvx)) n—1 / n—1
1 1 e e i w = , w .
Jim i [ @) & v @] @) = [ g ) @ v 4 )
By Lemma A.6 and by the continuity of g we have that for every n > 0
lim MH 1(z) ® v (z)| dH" " (z)

=0+ Jans, 104,0(Du, z)| V1

— [ st @) Bt @) ® vu@)]_jpn-1(y)
s, I

ul(z) @ vu(@)| Vi
where we used the Dominated Convergence Theorem, thanks to (A.13) and (A.14). Note that for H™™'-
almost every x € S,

C M@en@ M@ on@l
=0+ [[u](z) @ vu(x)[ Vi n>o [[u](z) @ vu()| vV

since [u](x) # 0. Thanks to (A.12) and (A.13) we can apply again the Dominated Convergence Theorem

and deduce the claim in the limit n — 0+. 0

)

We are now in a position to prove the measurable dependence on u of the integral functional corre-
sponding to a continuous surface integrand.

Lemma A.8. Let A € o/ with Lipschitz boundary, let R > 0, and let g be as in Lemma A.7. Then the
function

U — gz, [u](z) @ vu(z)) dH" " (z)

SuNA

from BVE'4 to R is B(BVg'4)-measurable.

Proof. By Lemma A.7 the thesis follows by proving that for every p, n > 0 the function
(D
UH/ 9@,04p(DWT)) 1y (A.15)
|04,0(Du,z)| V7
from BVg'y to R is B(BVE 4)-measurable. Let p, n > 0 be fixed. First note that, by the #(A) ®
B(Mp’)")-measurability of (A.2) and the continuity of g, the function

g(CL’, 914#(“7 x))
104, (1, )| V'
is B(A) @ B(ME’y")-measurable. Moreover it is bounded by (A.14). So by [17, Corollary A.3]

(z, ) =

z,04 (1,
g( AP(“ )) d| ‘(.’E)
A 10a,(p2)| Vi

is A( mxn) measurable. Since u +— Du is continuous from (BVEg'a,dR a) to (ME3",dg "), the
HB(BVR' 4)-measurability of (A.15) follows. O

T
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We now prove the measurability with respect to (w,u) of the integral functional corresponding to a
random surface integrand, with no continuity assumption with respect to x.

Lemma A.9. Let A € o/ with Lipschitz boundary, let R > 0, and let g: Q x AxR™ x S" ' - R be a
TR B(A) @ B™ @ Bs-measurable function. Assume that there exists a > 0 such that

g(w’x7<7y) :g(w7$7 _Cv_y)v (A16)
l9(w,z, ¢, V)] < al¢], (A.17)
for every (w,z,(,v) € QA x A X R™ x S*"!. Then the function

(W, u) — 9(w, z, [u](x), vu(@)) dH" " (x)

SuNA

from Q x BVE'y to R is T ® B(BVE'4)-measurable.

Proof. We recall that a matrix £ € R™*"™ has rank < 1 if and only if £ = ¢ ® v for some ¢ € R™ and
v € S*!, and that the pair (¢,v) is uniquely determinded by &, up to a change of sign of both terms.
Therefore, thanks to (A.16), we can define a T ® #(A) ® Z™*"-measurable function g: 2x AxR™*"™ — R
by setting for every (w,z,£) € 2 x A x R™*"

. gw,z,¢,v) ifE=CQv, with( €R™ and v € S 1,
g(w’ x’ &-) = .
0 if rank(¢) > 1.

By (A.17) we have |g(w, z,&)| < al€] for every (w,z,£) € 2 x A x R™*™.
To prove the thesis it is enough to show that

(w,u) — Glw, z, [u](z) @ vu(z)) dH" ™" is T ©@ B(BV}'s)-measurable. (A.18)
SunA

Note that the function § can be written as

§(w,z,8) = g(w,z,§)alé], (A.19)
where §is T ® #(A) @ Z(R™*™)-measurable and satisfies |g| < 1.

Let R be the set of all bounded 7 ® Z(A) ® B> ™"-measurable functions §: Q x A x R™*"™ — R such
that the function § defined as in (A.19) satisfies the claim (A.18).

In order to conclude the proof, we need to show that R contains all bounded T ® #(A) @ ™ "-
measurable functions. To prove this property, note that R is a vector space of bounded real-valued
functions that contains the constants and is closed both under uniform convergence and under monotone
convergence of uniformly bounded sequences. Let C be the set of all functions §: Q x A x R™*™ — R that
can be written as

9(w,z,8) = a(w)B(z,E),
where a:: Q — R is bounded and 7-measurable, and 3: A x R™*™ — R is bounded and continuous. Note
that C is stable under multiplication and that the o-algebra generated by C is T ® %B(A) @ B™*".

By Lemma A.8 we have C C R. Hence the functional form of the Monotone Class Theorem (see [22,
Chapter I, Theorem 21]), implies that R contains all bounded 7 ® Z(A) ® Z™*"-measurable functions,
and this concludes the proof. O

We now prove the measurability of the map u — D7u.
Lemma A.10. Let A € & with Lipschitz boundary and let R > 0. Then the map
u— D'y
is measurable from (BVg's, B(BVE'a)) to (MW", BMEY")).

Proof. As in the proof of Lemma A.2 it is sufficient to show that
wes /A o(z)-d(Du)(z) = /A (@) (1) (z) ® vu(z)) dH" " (z)
NSy

from BVEg'y to R is B(BVE'4)-measurable for every ¢ € C.(A,R™*™). To this end we set g(z,(,v) =
¢(z)-(¢ ® v), and note that |g(z, (,v)| < a|(|, where a is the maximum of |¢|. Therefore, by Lemma A.9
it follows that
ur— 9(x, [u](2), vu(2)) dH" " (2)
SunA
from BVg's to R is #(BVE'4)-measurable, and hence the claim. O
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The following corollary deals with the Cantor part.
Corollary A.11. Let A € & with Lipschitz boundary and let R > 0. Then the map
u— C(u)
is measurable from (BVE! 4, B(BVE'4)) to (ME ", BMEL"))-

Proof. Since C(u) = Du — D"u — D?u, the result follows from the continuity of the map u + Du from
(BVE 4, dR a) to (MR 74", dR7°)"), using Lemmas A.3 and A.10. O

We are now ready to prove the main result of the section.

Proposition A.12. Let f and g be random volume and surface integrands, respectively, according to
Definition 8.7, and let (Q, '7A' 13) be the completion of the probability space (Q,T,P). Let A € o, let
w € SBV(A,R™), and for every w € ) let mb9(w, A) be defined as in (3.4) and (3.16). Then the
function w — mf9(w, A) is T -measurable.

Proof. For every w € Q, B € #(A), and u € BV(A,R™), we define
B@)w,B)i= [ f,nVudo+ [ glosfulv)an
B SuNB
Let us fix a sequence (A;) of open sets with Lipschitz boundary, with A; CC Aj41 for every 5 € N and
U;A; = A. Tt follows easily from the definition that

mb9 (w, A) = lim inf{B(w)(u, A) s u € SBV(A,R™), u=win A\ 4;}
J—+oo

= lim (inf{E(w)(u, Aji1) iu € SBV(Aj1, R

Jj—+oo

L u=win Ajen \ A} + B(w)(w, A\ i) )

")
= lim inf{BW)(u, Aj1) 1 u € SBV (441, R™), u=win Aj1 \ 45},
j—+oo

where in the last equality we used the fact that E(w)(w, A\ 4,;11) — 0 as j — +oo since, by (f4) and
(94), we have E(w)(w, A\ Aj11) < cs|Dw[(A\ Ajt1) + cal™(A\ Ajpa).
Let us fix j € N. It is obvious that
mf{E(w)(u, Aj+1) U € SBV(Aj+1,Rm), U = w in A]‘+1 \ A]}
= inf{E(w)(u, Aj1+1) : v € SBV(A;11,R™), E(w)(u, Aj11) < E(w)(w, Aj41), u=win Aj41 \ Aj}
By (f4) and (g4) we have E(w)(w, Aj+1) < c3|Dw|(Aj4+1) + cal™(Aj4+1). Therefore, from Remark 3.2 we
obtain that there exists R; > 0, depending on A;; and w, such that
inf{E(w)(u, Aj+1) : w € SBV(A;4+1,R™), u=win Aj41 \ 4,}
= inf{E(w)(u, Aj+1) : u € SBV(A;+1,R™), |Du|(Aj+1) < R1, u=win Aj41 \ 4}
Thanks to Poincaré’s inequality, there exists R > Ri, depending on Aj;i1, w, and Ri, such that ev-
ery function u € BV (A;41,R™), satisfying |Du|(A4j+1) < Ry and v = w in A1 \ A;, satisfies also
lullra,yy mmy < R. This implies that
inf {E(w)(u, Aj+1) Tu e SBV(A]‘+17RW), u=win Aj4 \AJ}
= inf{E(w)(u, Aj41) : u € SBV(Aj41,R™), |lullprca,,, mmy < R, [Dul(Aj41) < R, u=win Aj11 \ 4;}.
Therefore, to prove the proposition it is enough to show that the function
w = inf{E(w)(u, Aj+1) 1 u € SBV(A;41,R")NBVR!s, ,, u=win Aj11 \ A;} (A.20)
is T-measurable.
We define H: BVg'a,,, — [0, +00] as

H( ) 0 ifC(u)anndu:winAj_,_l\Aj,
u) 1=
+o0o  otherwise,

where the equality C'(u) = 0 means that C(u)(B) = 0 for every B € #(A;+1). By (A.20) to conclude the
proof it suffices to show that the function

w = Inf{E(w)(u,Ajy1) + H(u) : u € BVg's (A.21)

j+1}

is 7-measurable.
To this aim, we apply the Projection Theorem. Note that the function (w,u) — E(w)(u, Aj+1) from
Q x BVlngj+1 toRis T ® %(BV]{?AHI)—measurable, by Lemmas A.5 and A.9. Moreover, the function
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u — H(u) from BVg'y, , to Ris B(BVEa
belongs to B(BVE 4
in (BVi'a,,,,di

;41 )-measurable, since the set {u € BVE 4
;+1) by Corollary A.11, while the set {u € BVg's
. Hence, for every ¢t > 0 we have

: BE(w)(u, Ajy1) + H(u) <t} € TQ B(BVi'a

i1 2 Clw) =0}
s u=win Ajp1 \ A;} s closed
1)

{(w,u) € 2 x BVg'4 (A.22)

j+1 )
Since the metric space (BVIQ,LA,-H , d’,ﬁ«Aj+1) is compact thanks to Lemma A.4, by the Projectior/l\ Theorem
(see, e.g., [22, Theorem II1.13 and 33(a)]) the projection onto €2 of the set above belongs to 7. On the

other hand, the projection onto 2 of the set in (A.22) coincides with the set of points w € Q such that
inf{E(w)(u, Aj+1) + H(u) :uw € BVgla, ,} <t.

Since this set belongs to 7 for every ¢ > 0, the function in (A.21) is 7 -measurable. O
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