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What is, then, that makes scientists wander about in universe

of ideas and experimentation? It may be the search for knowledge

or, in more mundane terms, simple curiosity. Nagging questions;

the pressing need to �gure something out and the inability to do

anything else until the answer is found; the tingling feeling that a

discovery may be just around the corner; the intuition that a puzzle

is starting to take shape, until eventually one reaches the answer

and feels the thrilling joy of understanding.

—Rodrigo Quian Quiroga—

Borges and Memory: Encounters with the Human Brain

Con lo scudo o sopra di esso.
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Abstract

Amajor breakthrough in the �eld of computer vision and image processing has been represented

by the introduction of Convolutional Neural Networks (CNNs). They are highly accurate models

able to classify and localize multiple objects of di�erent classes in the same image or video. Despite

their impressive success in solving many complex tasks, such as image recognition and object

detection, these architectures are characterized by a high number of degrees of freedom, resulting

in a longer optimization step and, on a practical side, a bigger architecture to manage. In the

academic community, the dimension of these networks is not considered a bottleneck of this

methodology, contrarily to what happens in many engineering �elds, where CNNs may be applied

in embedded systems with limited hardware. In this industrial context, real-time performance,

robustness of algorithms, and fast training processes are indeed fundamental properties required

from the developed models.

This thesis investigates thus the e�ective deployment of CNNs in engineering �elds, and in

particular in embedded systems. The restricted resources, such as memory constraints, in these

processors, have led to the necessity of designing methods to create light weights versions of the

original model. Based on techniques widely used in the Reduced Order Modeling (ROM) community,

such as Active Subspaces (AS) and Proper Orthogonal Decomposition (POD), we have developed a

dimensionality reduction framework lowering the number of degrees of freedom of the network.

The original CNN is split into two cascading parts, the pre-model, and the post-model, based on

the choice of a cut-o� index, identifying the layer at which we are cutting the net. Since we are

retaining only the layer contained in the pre-model, this index represents a key parameter, that

takes into account the information we are discarding by replacing the post-model. The core of our

approach lies then in the reduction layer, which aims at projecting the high-dimensional feature

maps of the pre-model in a low-dimensional space constructed using the aforementioned techniques.

Finally, a response surface is introduced to create a mapping between the reduced feature maps and

the �nal predicted output of the model. Two di�erent methods have been tested also in this case:

the Polynomial Chaos Expansion (PCE) and a Feedforward Neural Network (FNN).

We have thus employed our proposed methodology to image recognition and object detection,

two problems of great interest to the company we have worked with. This project has indeed been

conducted within an industrial Ph.D. grant �nanced by Electrolux Professional. Therefore, we have

tested our reduction technique with a custom dataset, collected in the laboratory of the company, as

well as a benchmark one for more academic purposes. We have thus obtained a reduced version of

the original network, containing just a few of the initial layers and demonstrating a reduction of the

network dimension. Furthermore, our experiments show that the reduced architectures can achieve

a level of accuracy similar to the original model, gaining a remarkable speedup in the �ne-tuning of

the network in a transfer learning context.
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Introduction

In the last decades a growing amount of researchers have focused their attention on the study of

the human brain, and in particular on algorithms that can mimic its main functions: memorization,

learning, recognition, and retrieval of objects [7, 252]. A �rst attempt at reproducing such tasks

is represented by Arti�cial Neural Networks (ANNs) [165, 42, 197, 115], biologically inspired

mathematical models composed of arti�cial neurons grouped to form di�erent architectures. The

power of such algorithms lies in their ability to learn from data, through the so-called training
process. In particular, the backpropagation phase is responsible for tuning their parameters to

gain predicted outputs close to those expected. This great property is also justi�ed by a classical

result in this context, the Universal Approximation theorem for Neural Networks [58, 137], stating
that su�ciently wide (shallow) neural networks can approximate any (continuous) function. This

opened the possibility to apply ANNs to a wide range of �elds to address approximation problems,

such as in the context of Reduced Order Modeling (ROM) [21, 22, 23, 261, 267, 260, 306, 262,

325, 235]. The Proper Orthogonal Decomposition-Arti�cial Neural Network (POD-ANN) [125,

268, 46] approach couples indeed the POD method [126, 22, 262] with ANNs to reconstruct the

functional relationship between input parameters and output solution �eld in a fast and reliable

way. The bene�ts of this technique has thus led to its application in several �elds ranging between

automotive [332], casting [279], combustion [316], bifurcating �uid phenomena [239, 122, 124], and

hemodynamics [287, 288]. Furthermore, the scienti�c community has also focused its attention on

a better mathematical characterization of the approximation properties of data-driven techniques

based on ANNs, as represented by the Neural Network shifted-Proper Orthogonal Decomposition

(NNsPOD) [234, 233] algorithm. Another growing impact approach coincides with the Physics–

Informed Neural Networks (PINNs) [243, 216, 284, 274], employed successfully for solving both

forward and inverse problems for PDEs for various applications [204, 63, 198, 244].

The accuracy of such models is then strictly related to the number of layers, neurons, and

inputs [99, 155, 310], therefore, to tackle even more complex problems, architectures are forced to

go deep. These huge structures have thus led to the creation of Deep Learning [99, 274, 4], a thriving

�eld with many practical applications, as visual object recognition [167, 48], robotics [226, 240],

speech recognition [104, 151, 224], natural language processing [328, 70], radiomics and medical

imaging [313, 16, 49, 80], autonomous vehicles [139, 145], and digitalization [113]. Alongside this

wide range of tasks, it has started to show its impact also on regression problems [20, 291], and on

data-driven inverse problems [13, 190], such as image reconstruction and image restoration.

A particular type of ANN, that has achieved impressive results in dealing with computer vision

problems, is represented by Convolutional Neural Networks (CNNs) [6, 172, 99]. They are indeed

widely used to tackle and solve di�cult tasks, such as image recognition and object detection, the
main topics of this thesis. Image recognition faces the problem of recognizing the items represented

in pictures, whereas object detection deals also with the localization of the detected objects. The key

ingredient for solving such problems is represented by the feature learning process, characterizing

the building block of CNNs. Hence, to distinguish between di�erent items in a picture, special

structures, called �lters, are introduced to detect object features. In particular, the �rst layers are

responsible to capture low-level features, such as minor details of the image, while the later layers

will learn to recognize high-level features, namely detect objects and larger shapes in the picture.

Therefore, by stacking these �lters in several layers, several architectures can be constructed to

solve the aforementioned tasks. Regarding the object detection problem, there is also the need of

xiii
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introducing an additional structure to localize the items and to construct the bounding boxes, that
wrap around the object providing the coordinates of its position.
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Figure 1: Fundamental steps for developing a neural network model.

This work focuses thus on developing a model that can solve the aforementioned problems

of image recognition and object detection for a test case connected with the practical application

inside a professional appliance for Electrolux Professional. We collaborate with this company during

the doctorate, following all the needed steps to prepare and use the CNN framework for these tasks.

Such steps are summarized in Figure 1 for sake of clarity. The �rst key ingredient is represented

by the dataset. There can be two di�erent choices, based also on the goal of the project: use a

benchmark or a custom dataset. The latter is the common case in the industrial �eld, where there

is the need to have data that are not general, but speci�c to the problem under consideration. In

the research framework, instead, the interest is slightly di�erent, more connected to having a

comparison of the developed network with the state of the art, done using benchmark datasets.

The second fundamental choice is represented by the model. At the beginning, it is typical to use

an already implemented CNN model, created to solve a particular task, but this can represent also

the starting point for developing a new architecture. The accurate selection of the model and the

preparation of the data, to have the correct structure to use, are thus the core of the second step.

The third phase is a crucial point in the development process because the accuracy of the �nal

model depends on it. In fact, here is where learning takes place through the training of the CNN.

We provide some input-output pairs and we want that the model learns the existing association rule

between them. Once a trained model has been created, we should use the acquired knowledge to

understand how accurate our CNN is in making predictions on new samples. We are thus testing the

generalization capability of our algorithm, namely if it can solve the same problem having di�erent

inputs, never seen before. At the end of this phase, we should have a well-performing CNN for the

required task, otherwise an additional �ne-tuning of the CNN parameters is needed. The last step

coincides then with the practical application of our algorithm to solve a real-world problem in the

industrial �eld. In our case, the developed CNN has to run in an embedded system placed inside a

professional appliance and characterized by restricted resources, such as strict memory constraints.

Our model requires more space than available, leading thus to a dimensionality problem and the

necessity to create a reduced version of our CNN. The collaboration with Electrolux Professional in
this Ph.D. project was thus fundamental to understand the needs and bottlenecks in applying such

algorithms inside professional appliances.

Such industrial experience has con�rmed last year’s trend in developing even more deep (and so

heavy) architectures to tackle complex problems. If on one hand, we have an increasing precision,

on the other hand, the high number of degrees of freedom results in a longer optimization step and,



xv CHAPTER 0. INTRODUCTION

on a practical side, a bigger architecture to manage. Whereas in the past, the main problem was

having enough computational power to make these machine learning algorithms work, nowadays

the fundamental goal is providing real-time solutions from the developed models. While the training

phase can be performed o�ine on servers, the �nal testing phase has to be performed locally on the

professional appliance, where it should be applied. Hence, a great e�ort is made to improve the

e�ciency of these deep learning algorithms to move the inference phase from servers to embedded

devices, usually characterized by limited hardware [259]. The dimension of the network represents

thus a bottleneck in the application of CNNs in many engineering �elds, and in particular in these

limited hardware processors, leading to the necessity of a reduction in the number of degrees of

freedom of the network.

Finding the intrinsic dimension of neural networks is a very challenging task that has attracted

a lot of interest in the last decades, thanks also to the increasing application of ANNs. To the best of

the authors’ knowledge, there exist approximation results providing estimates on the necessary

size required for certain approximation tasks [17, 213, 327, 280, 241], but there are no rigorous

theoretical proofs determining the precise number of ANN parameters. However, for the purpose

of obtaining light-weights ANNs, di�erent methods have been proposed, such as network pruning

and sharing [110, 196, 192], low-rank matrix and tensor factorization [266, 336, 227], parameter

quantization [56, 69], manual architecture design [188, 138, 335, 141], and neural architecture

search [259, 342, 40, 302]. Despite the great bene�ts connected with these approaches, most of

these techniques are not changing network architectures by performing an analysis on redundant

or non-signi�cant information, but are only deleting model parameters or manually designing

layers and network structures. To face this problem, we have instead explored the idea presented

in [57], extending it to have a more general approach [210, 211]. Therefore, mimicking the procedure

presented in [57], the reduced network is constructed starting from the original architecture, initially

split into two cascading parts, the pre- and post-model. Assuming that the latter brings a negligible

contribution to the �nal outcome, we are retaining only the knowledge contained in the �rst layers

and replacing the remaining ones with an input-output mapping. This response surface is indeed

built to �t the data, with the aim of approximating such part of the model without introducing a

larger error. Since the output features of the pre-model belong to a high-dimensional space, this

implies the necessity of a dimensionality reduction approach to reduce the pre-model outputs,

which corresponds also with the input parameters of the response surface. The reduced network is

thus constructed by splitting the net into two parts — the pre-model and the input-output mapping

— connected by the reduced method, which helps in reducing the typically large dimensions of the

intermediate layers by keeping the reduction computationally a�ordable. In this way, we obtain

a reduced version of the network by performing a smart selection of the main parameters of the

network, which allows us reducing the required resources and the computing time to infer the

model.

Starting from [57], where the Active Subspaces (AS) [51, 53] and Polynomial Chaos Expansion

(PCE) [320] are exploited to create a reduced version of the original network, we have investigated

other mathematical tools to provide a generic framework for neural network reduction. In [210, 212],

we have indeed explored another technique widely used in the ROM community, namely POD [126,

22, 306, 262], that similarly to AS, compress the data by projecting it onto a low-dimensional space.

To construct the input-output mapping we have then applied a fully connected Feedforward Neural

Network (FNN), recalling the common classi�cation part in a CNN architecture. It is, in particular,

characterized by few layers and neurons, reducing further the already minimal space demand of

the PCE method. Employing another neural network to approximate part of an original ANN has

also the advantage of making the software integration easier, especially when the hosting system is

embedded.

Combining all these ingredients, we have designed a reduction method to create a light-weight
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version of a general ANN. In particular, we have applied the proposed technique to CNNs and object

detectors in order to solve the aforementioned problems of image recognition and object detection.

Our experiment shows that the reduced nets obtained can achieve a level of accuracy similar to the

original model under examination while saving in memory allocation. Furthermore, our method

performs better on a simple CNN with respect when applied to the object detection framework, due

to the additional complexity of localizing the objects in a picture. Improving the performances in

this context represents a possible continuation of this thesis work. We specify also that the proposed

method has been tested against a realistic industrial dataset, but also benchmark ones.

In this thesis, we start by outlining in Chapter 1 the most important features of ANNs. We

present the building elements of their structure, called neurons, combining which di�erent neural

network topologies can be created. We focus then on the description of FNNs and, in particular, on

the learning process, the fundamental step to obtain a well-performing model. Finally, we report

some commonly used initialization strategies for ANN parameters.

Chapter 2 is devoted to the introduction of CNNs. First of all, we provide a detailed mathematical

description of the fundamental layers composing their architectures. Then, we focus on two main

problems, introduced before: image recognition and object detection. Hence, we present for each

task a review of commonly used datasets and models.

In Chapter 3 we cover in detail our proposed framework to develop a reduced version of an

ANN in order to overcome the constraint of memory storage usually connected with embedded

systems [210, 211, 212]. We provide, �rst of all, an algorithmic overview of all the numerical methods

involved in the reduction framework, namely AS, POD, PCE, and FNN, and then the application in

the context of image recognition and object detection. Furthermore, we present the results obtained

by reducing with the proposed methodology a benchmark CNN and object detector testing against

di�erent datasets, benchmark and custom ones.

Finally, some conclusions and future perspectives follow.

This thesis has been carried out in cooperation with the Research Hub
1
by Electrolux Professional

in the framework of an industrial doctoral grant agreement.

1
The Research Hub is a technology enabling agent, bringing together several universities and research centers within

Electrolux Professional. More details can be found on the related web-page: https://theresearchhub.electroluxprofessional.com/



CHAPTER
1 Arti�cial Neural Networks

1.1 Introduction

Arti�cial Neural Networks (ANNs) represent a trending and debated topic, thanks to their power

to solve complex tasks and a variety of real-world problems coming from several di�erent �elds,

such as neuroscience, psychology, mathematics, physical sciences, and engineering. The basic idea

of ANNs is the reproduction of the human brain, in particular, the way of thinking and making

decisions, using appropriate structures and architectures [7, 252]. Before diving deep into these

topics, it is important to understand why they became such popular for many applications.

The �rst pioneering work that started the success of ANNs was that of McCullogh, a psychiatric

and neuroanatomist, and Pitts, a mathematician, published in 1943 [208]. They proposed a �rst

computational model of a neuron, called MCP neuron, that mimics the functionality of a biological

neuron, by unifying neurophysiological studies and mathematical logic. This type of model is

also referred to as all-or-none since the inputs are of boolean type and also the output is boolean,

in analogy with the biological neuron where the input and output signals can be excitatory and

inhibitory. Another essential element introduced in this construction is that of time and in particular

of cycle-time, i.e. the time needed to provide the output of an operation using a network. Hence, a

su�cient number of these MCP neurons can then be combined into little temporal sequences to

create a network, constituted of these simple units connected through synaptic connections, that

was argued to be able to perform any operation of the calculus of propositions.

In 1949, Hebb proposed in [121] an explicit statement of a physiological learning rule for synaptic

modi�cation following up an early suggestions by Ramón y Cajál [41]. Hebb’s postulate of learning,

known as Hebb’s rule concerns synaptic plasticity, which corresponds to the ability of the brain to

change and adapt to new information by strengthening or weakening the synapses over time. This

represents a great achievement in the �eld of neural networks since he was the �rst to describe

brain connectivity as dynamic, i.e. as something continually changing while learning di�erent

functional tasks. For this reason, Hebb’s work became a source of inspiration for the development

and application of computational models of learning and adaptive systems, as happened in 1954 for

Farley and Clark, who were the �rst to use computational machines (calculators) to simulate Hebbian

networks [84]. Another important attempt to use computer simulation to test a neural theory based

on Hebb’s postulate of learning was that of Rochester, Holland, Habit, and Duda in 1956 [251]. In

the same years, Uttley in [312] suggested the importance of classi�cation in the organization of the

nervous system by demonstrating that a neural network with modi�able synapses may learn to

classify simple sets of binary patterns into corresponding classes.

In the 1950s the interest in associative memory started to grow, i.e. in the ability of the brain to learn

and remember the existing relationships between uncorrelated items. Some signi�cant contributions

are represented by Taylor in 1956 [304], and by Anderson [8], Kohonen [161], and Nakano [223] in

1972. The novel feature introduced by the latter work is the idea of a correlation matrix memory,
storing existing associations between patterns, based on an outer product learning rule, as the one

of Hebb.

In 1958 Rosenblatt introduced in [257] a novel approach to the pattern recognition problem by

creating a supervised learning method called perceptron. Starting from the MCP neuron model, some

improvements were brought including the Hebbian theory of learning. In particular, by relaxing

some rules that characterized the MCP neuron model — e.g. the equal contribution of all inputs, their

1
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integer nature, . . . — Rosenblatt devised a model, composed of arti�cial neurons and with a single

layer of output neurons
2
, able to learn from data and thus �gure out the correct weights directly

from training data. The Perceptron learning rule convergence theorem summarized this achievement,

giving the idea that neural networks could solve any problem. For this reason, neural network

models started to become very popular with the creation of also multilayer networks [143].

In 1969 Minsky and Papert demonstrated in [215] that perceptrons have fundamental limits on what

they can compute and that there was no reason to assume that multilayer neural networks could

overcome the problems and limitations of perceptrons. The low processing power of computers at

the time was also not able to handle the computation required by large neural networks, slowing

the research in that �eld. The 1970s were thus characterized by a dampening of continued interest

in neural networks, except for psychologists and neuroscientists.

The 1980s represent a resurgence of interest in neural networks since new and important contribu-

tions to the theory and design of neural networks were made. Firstly, there was the introduction

of a class of neural networks with feedback in 1982 by Hop�eld [135]. This model, called Hop�eld
Network, attracted great interest because an energy function was introduced to understand the

computation performed by recurrent networks with symmetric synaptic connections. In this way,

the stored patterns represent the equilibrium points for the dynamics of the net and in particular

Lyapunov stable points for the de�ned energy function. Furthermore, Hop�eld Networks established

a strong link with physics [7], since Hop�eld proved the existence of an isomorphism between such

a recurrent network and the Ising model [142], commonly used in statistical physics. This model

paved thus the way for an interest in attractor neural networks and in studying the stability of this

type of content addressable memory, as done by Cohen and Grossberg [50] in 1983.

In 1985 Ackley, Hinton, and Sejnowski developed the �rst successful realization of a multilayer

neural network, called Boltzmann machine [2], using simulated annealing [159], a new procedure

for solving combinatorial optimization problems. In the mid-1980s, there was then the rediscovery

of the backpropagation algorithm by Rumelhart, Hinton, and Williams [263] — initially found by

Werbos in 1974 [319] —, that has emerged as the most popular learning algorithm for training

multilayer perceptrons. In 1986 Rumelhart and McClelland introduced in [264] the idea of parallel

distributed processing to simulate neural networks, known by the name of connectionism.

1985 represents then a turning point year since it was held the �rst Neural Networks for Computing
meeting by the American Institute of Physics, followed in 1987 by the �rst IEEE annual international
ANN conference. ANNs were thus de�nitely attracting a lot of attention and interest, catching the

imagination of the world in solving increasingly complex problems, such as image recognition.

In 1989, Yann LeCun developed a new machine learning method, biologically inspired, to recognize

handwritten digits, then called Convolutional Neural Networks (CNNs) [171, 170]. 1997 saw then the

introduction of a type of Recurrent Neural Network (RNN), called Long Short-Term Memory (LSTM),

by Schmidhuber and Hochreiter [134], characterized by a truncated backpropagation version to

deal with the vanishing gradient problem. In fact, despite the great achievements and results, CNNs,

RNNs and in general deep neural networks, i.e. models with more stacked layers, brought also a

new issue connected with slow and unstable training processes due to vanishing gradients problems

during backpropagation [133].

Despite this, 2010 represented the year of the growth and expansion of deep learning. To improve

the training step of deep networks, a great e�ort was put into studying a speci�c activation function

to transmit information, e.g. ReLU [222], and better optimization algorithms, such as ADAM [158].

A great role in this big bang of deep learning was also played by Nvidia™, which created the �rst

Graphics Processing Unit (GPU) to support the training of much deep learning neural networks [273].

2012 was then the year in which CNN brought a lot of attention and interest in them since they

2
Perceptron is a Feedforward Neural Network with a single layer of output neurons, i.e. composed only of the input and

output layer.
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were exploited by Krizhevsky in the ImageNet Large Scale Visual Recognition Challenge, a data

science competition to classify pictures, achieving great results and error rates using also GPUs for

training [167].

Nowadays, ANNs are used in several applications to solve complex tasks such as regression prob-

lems [20, 291], data-driven forward and inverse problems [243, 274], visual object recognition [167,

48, 226], natural language processing [328, 70], speech recognition [104, 224], autonomous vehi-

cles [139, 145], and digitalization [113]. The architectures of these models have also undergone a

great improvement with respect to the model of McCullogh and Pitts, and the perceptron: they are

not composed of only one layer, but they are characterized by particular structures, suitable for

overcoming speci�c di�culties, and by having many layers. Certainly, neural networks have not

come to an end, but still, have a great deal of room for growth and development in many research

and engineering �elds.

In this Chapter, we will thus discuss ANNs by presenting their main characteristics. We will start

in Section 1.2 with the base element of a network, that is the neuron. After we have collected the

main notions of it, we can construct the ANN itself. Section 1.3 will thus be in charge of presenting

what is an ANN and its capacity of learning tasks. In Section 1.4 the typical architecture of an ANN

is discussed, providing also an overview of di�erent neural network topologies. Section 1.5 will

concentrate on Feedforward Neural Networks (FNNs) and the explanation of the backpropagation

algorithm. To conclude, Section 1.6 describes the main strategies to initialize an ANN.

1.2 Neuron: The Base Element

The building block of an Arti�cial Neural Network is the so-called abstract neuron [42, 165], a

unit element that tries to mimic how a biological neuron works. It can be formally de�ned in the

following way:

De�nition 1.2.1 (Abstract Neuron [42]). An abstract neuron is a quadruple (x,, , f , ŷ) where

• x = (G0, . . . , G=)) ∈ R= represents the input vector3;

• , = (F0, . . . ,F=)) ∈ R= is the weight vector;

• F0 = 1 and G0 = −1 are the bias and the corresponding input signal, respectively;

• f is the activation function;

• ŷ ∈ R is the outcome of the neuron, determined by

ŷ = f (x), ) = f
(
=∑
8=0

F8G8

)
. (1.1)

Therefore, it can be described as a unit that given some inputs (incoming signals) can provide an

output using the corresponding weights (synaptic weights) and an activation function (neuron �ring

model). We have placed in brackets the corresponding neuroscience terms in order to highlight the

structure’s analogy with a biological neuron.

De�nition 1.2.1 introduces the key ingredients connected with a neuron, depicted in Figure 1.1. As

described before, the 0th component of the weight and input vectors represents the bias and the

corresponding input signal. The bias is an additional constant parameter added to help the model in

3
Here we are using the notion of vector for simplicity, but in general the input x can also be a matrix or a tensor, as in

the case of Convolutional Neural Networks treated in Chapter 2.
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Figure 1.1: Schematic structure of a neuron.

�tting better the given data, therefore the associated input component has to be equal to 1 or −1. In
this case G0 = −1 following the same convention used in [42], but equivalently it can be considered

the biasF0 = −1 and the corresponding input G0 = 1.

A crucial role is played by the activation function f since it introduces nonlinearity in the model.

We present here a list of common choices [165, 42, 331], depicted in Figure 1.2:

• Step functions: biologically inspired activation functions characterized by an upward jump

that models a neuron activation [208]. An example is represented by the signum function,
see Figure 1.2 (a), and is described in the following way:

B86=(G) =
{
−1 if G < 0,

+1 if G ≥ 0.
(1.2)

• Recti�ed Linear Unit (ReLU): commonly used in the context of image recognition since it

does not saturate and speeds up the learning process [222, 167]. The ReLU function is linear

for G ≥ 0, see Figure 1.2 (b), and is thus de�ned by:

'4!* (G) = max{G, 0} =
{
0 if G < 0,

G if G ≥ 0.
(1.3)

• Softplus function: a smoothed version of the ReLU function [75, 98]. As depicted in Fig-

ure 1.2 (c), it is an increasing positive function given by:

B? (G) = 1

V
log(1 + exp(VG)), for V ∈ R. (1.4)

• Sigmoid functions: smoothed version of the step functions [106]. An example is represented

by the logistic function with parameter c>0, see Figure 1.2 (d):

f2 (G) =
1

1 + exp(−2G) , (1.5)

where 2 controls the �ring rate of a neuron, since larger values of 2 lead to a fast change from

0 to 1.
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Another example of a sigmoid function is the hyperbolic tangent de�ned by:

tanh(G) = 4G − 4−G
4G + 4−G , (1.6)

where, as can be seen in Figure 1.2 (e), it has two horizontal asymptotes at ~ = ±1.
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Figure 1.2: Some examples of activation functions.

1.3 Arti�cial Neural Networks

Starting from the base element described in the previous section, we can de�ne an Arti�cial
Neural Network (ANN) [165, 42, 197, 115]:

De�nition 1.3.1 (Arti�cial Neural Network [165]). An ANN is a sorted triple (N , + ,F), where:

• N is the set of neurons;

• + = {(8, 9) | 8, 9 ∈ N} is a set whose elements represent the connections between neuron 8 and 9 ;

• F : + → R is a function that de�nes the weights of the net, i.e. the valueF8 9 of the connection
between neuron 8 and neuron 9 . The weights are then stored in a matrix, = {F8 9 }8, 9 , called
weight matrix.

As can be understood, since data are transferred through the connections existing between

neurons, the values stored in the weight matrix, play a key role. Hence, based on what is discussed
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Figure 1.3: Data processing in a neuron [165].

in Section 1.2, the focus is on how every single neuron processes the information arriving in input,

as summarized in Figure 1.3 and in Equation (1.1). The data transfer process inside neuron 8 can

thus be described with the following steps:

1. Data input: Based on matrix, , it can be determined all the neurons 91, . . . , 9= that have a

connection with neuron 8 and are transferring their outputs {~̂: } 9=:=91 to 8 . The inputs G1, . . . , G=
to 8 coincides thus with the outputs coming from the connected neurons.

2. Propagation function: A propagation function 5prop is then applied to the determined inputs,

considering the corresponding connecting weights, in order to obtain the propagated signal h.
A common choice is represented by the weighted summation, as in Equation (1.1):

ℎ8 = 5prop (~̂ 91 , . . . , ~̂ 9= ,F 91,8 , . . . ,F0,8 ,F 9=,8 ) =
∑
9 ∈�

F 98~̂ 9 +F0,8~̂0 =
∑
9 ∈�

F 98~̂ 9 − 18 , (1.7)

where � = { 91, . . . , 9=} is the set of neurons connected to 8 andF0.8 the bias. It is important to

highlight that also the bias represents an input for 8 , since it can be thought of as a neuron

with an output equal to ~̂0 = −1 and corresponding weight F0,8 = 18 . In particular, its role

resembles that of the threshold value indicating the activation of a biological neuron.

3. Activation function: Once we have the transformed input value ℎ8 , we produce the neuron

output by applying an activation function f , introducing nonlinearity in the network. This

function depends on ℎ8 , as de�ned in the following equation:

08 = f (ℎ8 ) = f
(∑
9 ∈�

F 98~̂ 9 − 18

)
. (1.8)

4. Output function: the output function calculates the values which are transferred to the

other neurons connected to 8 . It is usually de�ned globally for all neurons to be equal to the
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identity function. Hence, the output of neuron 8 coincide with the value computed in step 3,

~̂8 = 08 .

Therefore, given an ANN, as described in De�nition 1.3.1, input data will be processed by the N
neurons following the previous steps and producing at the end the output vector of the ANN. Using

these notions, we can then construct di�erent neural networks, that di�er from each other in how

these interactions between neurons are made, as will be described in Section 1.4.

Before moving to this brief review of the most common Neural Network architectures, we must

introduce a crucial notion in this context: Learning.

1.3.1 The Learning Paradigm
ANNs have been designed to mimic the behavior of a biological neural network [208, 257], that

has the ability to learn, store, and recall information. Hence, one of the main topics connected with

ANNs is that of Learning [281]: the process of converting experience into expertise or knowledge.

The experience is represented by data, whereas the output is the expertise, leading to the ability

to perform a particular task ) . Given thus ) and some data, we want to develop an ANN able to

acquire knowledge from these samples about ) , to be used to perform ) also with new samples.

To implement and then improve the learning process, two steps are needed: the training phase

and the testing phase. The training phase or learning phase coincides with the process in which

the network is learning the task ) , whereas the testing phase is performed after the ANN has been

trained. During this process, the network is tested in order to validate its accuracy and performance

on new input data. In particular, given a set of data D, we do not use all the data for training and

then for testing the model, but usually we have that D is split into two parts, one for each of the

aforementioned phases: a training dataset Dtrain, responsible for the learning of the desired task

from the ANN and thus containing most of the data; and a testing dataset Dtest, corresponding to

the remaining part of D, used to test the accuracy of the ANN.

There exists then three main learning paradigms used to teach an ANN how to behave as a biological

neural network, which di�er from each other in the nature of the interaction between learner and

environment [165, 116, 197, 281]: Supervised Learning, Unsupervised Learning, and Reinforcement

Learning. Supervised Learning [9, 218, 281] is a technique where the input and expected output

(target) are provided in the training dataset Dtrain, and we use an ANN to model the relationship

between input and target. Hence, it is describing a scenario in which the experience, namely the

training samples, contains important information to be applied in the testing database Dtest, where

this knowledge is missing. In this case, we can think of the environment as the teacher that is

supervising the learner by providing training data, i.e. the pair input-output. In Unsupervised
Learning [220, 129, 281], this distinction between training and test data does not exist, since labeled

data or target variables are not provided to the net. Hence, this is a method that tries to discover

patterns and trends within a dataset in order to use them to make predictions about new data.

There is also an intermediate learning setting, where the learner is required to predict even more

information from the test examples. Reinforcement Learning [150, 230, 218] di�ers indeed from

the others because of the presence of rewards and punishments based on the ANN performances.

There is also in this case a speci�c expected outcome towards which we are pushing the network to

move, but the ANN will learn the optimal path to achieve it using rewards and punishments signals.

Even if there exist several learning paradigms, in our discussion we are going to concentrate on

supervised learning, so from now on all the details provided concern this type of learning.

Given now a dataset D, that is composed of input-output pairs (x, y), we are interesting in approxi-

mating the target function 5 , describing the desired relation existing between the target variable y
and the input variable x— that can be one- or multi-dimensional vectors, random variables or tensors

—, namely y = 5 (x). In order to do this we can use an ANN, thanks to its property of behaving as
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an universal approximator [58, 137, 181] for functions with any desired degree of accuracy. The

process of obtaining an accurate approximation can thus be interpreted as the learning process of

this desired function 5 .

More technically speaking, an ANN can be described as a function [62, 281], that modi�es the input

variables using a certain rule to provide an output ŷ:

ŷ = ANN(x) = ANN,,b (x), (1.9)

where the subscripts, and b are indicating the network parameters
4
. As pointed out before, the

ANN tries to approximate the relation existing between x and y, namely the function 5 , by learning

from the data provided in D. In particular, to reach this goal, we need to perform the training

phase, where the ANN will tune the parameters (, ,b) until the distance between the expected

output y and the predicted output ŷ is small enough. This proximity can be measured in di�erent

ways, depending also on the loss function used to model this distance L(y, ŷ) = 38BC (y, ŷ). Hence,
the net is tuning and �nding the optimal parameters by minimizing the loss function. A technical

description of this process is carried out in Section 1.5.2, where we will concentrate on learning

for FNNs. After this learning step, where we have employed the data in Dtrain to train the ANN,

we need to evaluate the accuracy of the network using the remaining samples composing Dtest.

During the testing phase, we are thus computing the distance between the expected output y and

the predicted one ŷ using some techniques and measures, that are described in Section 1.5.9 for the

case of a FNN.

1.4 Neural Network Topologies

We provide in this section an overview of the usual neural network topologies [165, 180, 42], i.e.
the connections between neurons of di�erent layers that de�ne di�erent types of ANN architectures.

In the following description we will refer to the structure of neural networks as made up of vertically

stacked components, called layers, organized as follow:

• Input layer: �rst layer of the network, composed of =in neurons that accept the data and

pass it to the rest of the network.

• Hidden layers: second type of layer found in an ANN. Hidden layers are either one or more in

number for a neural network, depending on the problem at hand. There exists approximation

results providing upper bounds on the su�cient size of a network, but also establishing lower

bounds on the necessary size required for certain approximation tasks [17, 213, 327, 280, 241].

Hence, they play a central role in an ANN, being responsible for the accurate performance

and complexity of the net.

• Output layer: last layer of the network, composed of =out neurons that holds the �nal output

of the problem.

A layer of neurons is thus a processing step into a neural network and, depending on the weights

and activation function used, di�erent types of layers can be constructed, e.g. fully-connected layer
if all the neurons in a layer are connected with those in the next layer; convolution layer and pooling
layer, that will be described in details in Section 2.2.

Formally, if we consider an ANN made up of ! hidden layers
5
, one input layer and one output layer,

4
From now on we will omit the subscripts, except in cases where it is important to specify them.

5
We have decided to follow the convention for which ! indicates the number of hidden layers without considering also

the output layer. Thus, in total, an ANN, with ! hidden layers, has ! + 1 layers.
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we can provide a description of an ANN as composition of functions. As discussed in Section 1.3.1,

an ANN can be see as a function ANN , that, given an input x, it provides an output following

a certain rule [62]. Hence, taking up the notation of De�nition 1.3.1, if the set of neurons N is

organized in di�erent layers based on the existing connections between neurons, enclosed in + , we

can denote with x(ℓ)
the output for layer ℓ , that is made up of =ℓ neurons

6
, where 0 ≤ ℓ ≤ ! + 1.

Now, based on Section 1.3, layer ℓ , for 1 ≤ ℓ ≤ ! + 1, can be described as a function 5ℓ : R
=ℓ−1 → R=ℓ

that maps an input that lies in R=ℓ−1 , i.e. the output of the previous layer, into a tensor
7
in R=ℓ ,

and in particular as a composition of functions, the propagation function 5
(ℓ)
prop

: R=ℓ−1 → R=ℓ , the
activation function f (ℓ)

: R=ℓ → R=ℓ and the output function 5
(ℓ)
out

: R=ℓ → R=ℓ :

5ℓ = 5
(ℓ)
out

◦ f (ℓ) ◦ 5 (ℓ)
prop

, (1.10)

where there could be di�erent choices for the di�erent functions 5
(ℓ)
prop

, f (ℓ)
, 5

(ℓ)
out

, yielding di�erent

types of layers and thus di�erent neural networks.

We can thus provide a formal de�nition of an ANN as the composition of functions 51, . . . , 5!+1,
which characterize each layer of the net:

ANN(x0) = 5!+1 ◦ 5! ◦ · · · ◦ 51 (x(0) ), x(0) ∈ R=0 , (1.11)

where the type of layer de�ned by each function 5ℓ will determine the neural network topology we

are constructing, as it will be understood in the following discussion.

1.4.1 Feedforward Neural Network

.

.

.
.
.
.

.

.

. .
.
.

G=in

G1

G2

~̂1

~̂=out

Input

layer

Hidden

layer 1

Hidden

layer 2

Output

layer

Figure 1.4: Schematic structure of a Feedforward Neural Network.

The simplest form of neural network model is represented by Feedforward Neural Networks
(FNNs), also called multilayer perceptron. This type of neural network is usually employed for

6
It is useful to point out that in the following sections and chapter we will refer to the number of input neurons =0 also

with =in, and to the number of output neurons =!+1 with =out or =class in Chapter 3.

7
As discussed before, the output of a layer can be a vector, a scalar, a general tensor. The notion that includes all these

possibilities is that of tensor since scalars and vectors can be seen as particular cases of tensors. For this reason, from now

on, we are using the general term tensor to indicate the output of layer ℓ . In particular, if we have a generic tensor we can

think of R=ℓ as the Cartesian product of spaces, e.g. R=ℓ = R3, × R3� × R3� .
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Figure 1.5: Schematic structure of a Convolutional Neural Network.

function regression [85, 215, 257, 291], computer vision [167, 282], data compression [278, 12],

pattern recognition [14, 250, 25], �nancial prediction [290, 207], time series forecasting [303, 162],

speech and handwritten characters recognition [104, 48]. Its architecture, depicted in Figure 1.4, is

characterized by forward connections, namely input data travel in one direction only from left to

right, passing through arti�cial neural nodes of the several layers and exiting through the output

nodes. An exhaustive discussion about FNN will be carried out in Section 1.5 since this represents

an architecture we have extensively used in the following chapters.

1.4.2 Convolutional Neural Network

Convolutional Neural Networks (CNNs) are very popular deep
8
neural networks used to solve

complex problems such as image recognition, speech recognition, or computer vision [6, 172, 99].

It is a particular type of FNN, since also in this case the net is characterized only by forward

connections between its layers. Figure 1.5 presents the common structure of a CNN, which can be

seen as a combination of two basic building blocks: the convolutional blocks and the fully connected

feedforward layers. A more detailed description of the architecture and the way of using CNNs is

provided in Chapter 2 since they represent one of the central topics of this thesis.

1.4.3 Recurrent Neural Network

Recurrent Neural Network (RNN) is a type of ANN commonly used for ordinal or temporal

problems, such as language translation, natural language processing (NLP), and speech recognition.

As depicted in Figure 1.6, the net is composed of a particular type of hidden layers, called recurrent
neural network layers, which di�er from the usual ones in the dependence of their outputs on

the previous elements within the sequence. Therefore, to take into account these existing time

relationships, these algorithms are characterized by a memory, where information from previous

states ŷ(C−1)
provides an outcome and an input to the next state ŷ(C )

, with C being the time step we

are considering [77, 209].

8
The term ‘deep’ is used to identify the width of the net, i.e. the high number of layers that compose it.
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Figure 1.6: Schematic structure of a Recurrent Neural Network.

1.4.4 Autoencoder
Another type of ANN are Autoencoders (AEs) [99, 131, 275, 179], a model widely used for

classi�cation, clustering, and feature compression. As depicted in Figure 1.7, they mainly consist

of three components: an encoder with the corresponding encoding method, a code and a decoding

method connected with a decoder. It is important to highlight that both the encoder and the decoder

are fully-connected FNNs and thus they are each other’s mirror image. More technically speaking,

an AE functions in the following way: �rst the input x passes through the encoder to produce the

lower dimensional code z, then the decoder maps the code to a reconstruction of the input x̃. Hence,
the AE performs a dimensionality reduction on the input, which is then reconstructed from the

reduced version. In order to obtain an output almost identical with the input, AEs are trained the

same way as ANNs minimizing, in this case, the reconstruction loss L(G̃, x), that quanti�es the
quality of the reconstruction G̃ .

1.5 Feedforward Neural Networks

Feedforward Neural Networks (FNNs) or multilayer perceptrons (MLPs) represent a

popular type of ANNs widely used in the context of deep learning [99, 85, 42]. As previously

introduced in Section 1.4.1 and depicted in Figure 1.4, they mainly consist of an input layer, an

output layer, and a certain number of hidden layers in the middle
9
. The base elements that compose

each of these layers are the neurons and the associated weights, describing the strength of the

existing connections, as discussed in Section 1.2.

As stated in Section 1.3.1, in order to employ a FNN as model to solve a task, we need to let

the network learn the problem and the knowledge we have about it, contained in the training

dataset Dtrain, and then test its performances exploiting the testing samples in Dtest. We shall now

provide more details about how the training and testing phases are carried out for a FNN. There

are indeed two main notions connected to these topics: forward propagation and backward

9
The number of hidden layers is not determined a priori looking only at the data provided. It depends on the problem

under consideration and is usually determined empirically by testing di�erent architectures [310].
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encoder decoder

input output

Figure 1.7: Schematic structure of an Autoencoder.

propagation. The forward step indicates the simple evaluation of the output, given some inputs,

and is thus strictly connected with the testing phase. On the other hand, backward propagation is

the key ingredient of the training process, representing thus the learning method for a FNN.

1.5.1 Forward Propagation
With the term forward propagation [42] we are referring to the process of going forward

through the network, i.e. �nding all the neuron outputs. Therefore, to obtain the �nal output of the

network ŷ ∈ R=out , we have to start from Equation (1.1) and the notions presented in Section 1.3.

Therefore, let x(0) ∈ R=in be the input vector and ! the total number of hidden layers of the FNN.

Since in a FNN neurons are organized in sequential layers without feedback connections in which

outputs of the model are fed back into itself, the output of each layer depends only on the output of

the previous layer. Coupling this feature with Equation (1.1), we obtain the following expression for

the output of the 9-th x in layer ℓ , G
(ℓ)
9
, [42]:

G
(ℓ)
9

= f (ℎ (ℓ)
9
) = f

(
=ℓ−1∑
8=0

F
(ℓ)
98
G
(ℓ−1)
8

)
= f

(
=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

− 1 (ℓ)
9

)
, for 9 = 1, . . . , =ℓ , (1.12)

where G
(ℓ−1)
8

are the input signals coming from the previous layer ℓ − 1; =ℓ , ℓ = 0, 1, . . . , !, ! + 1,

represents the number of neurons in layer ℓ ; ℎ
(ℓ)
9

is the transformed input value or total input of

neuron 9 as introduced in Equation (1.7);, (ℓ) = (F (ℓ)
98
) 98 , 9 = 1, . . . , =ℓ , 8 = 1, . . . , =ℓ−1 represents

the weight matrix of the net, and G
(ℓ)
0

= −1 the fake input linked to the bias 1
(ℓ)
8

related to layer ℓ .

Note that we are using the upper script ℓ to denote the layer number, where ℓ = 0 denotes the input

layer and ℓ = ! + 1 is the output layer. Furthermore, in any weights subscript, we are using the

convention that the �rst number matches the index of the neuron in the next layer and the second

number matches the index of the neuron in the previous layer.

Each component of the output vector G
(ℓ)
9

is hence obtained through the application of an activation
function f to the weighted sum of all the inputs arriving at it from the previous layer. As discussed

in section 1.2 and section 1.3, there are plenty of choices for f [99, 165], depending on the problem

in exam. Usually, the same activation function is used in all hidden layers, but there exists also the



13 CHAPTER 1. ARTIFICIAL NEURAL NETWORKS

possibility of choosing di�erent functions.

Equation (1.12) can also be written in a more compact form, using matrix notation [42]:

x(ℓ) = f
(
, (ℓ)) x(ℓ−1) − b(ℓ)

)
, (1.13)

where we are using the convention that the activation function applied on a vector acts on each of

the components of the vector and we have that x(ℓ) ,, (ℓ)
, and b(ℓ) corresponds to:

x(ℓ) = (G (ℓ)
1
, . . . , G

(ℓ)
=ℓ )

) , , (ℓ) = (F (ℓ)
98
) 98 , b(ℓ) = (1 (ℓ)

1
, . . . , 1

(ℓ)
=ℓ )

) ,

with 1 ≤ 8 ≤ =ℓ−1 and 1 ≤ 9 ≤ =ℓ .
Now, since we are considering a FNN made of ! hidden layers, the �nal output can be seen as a

weighted sum of the inputs arriving at the neurons in the output layer followed by the activation

function, where each of these inputs can be rewritten in the same way generating a recursive

formula:

~̂ 9 = f

(
=!∑
8=0

F
(!+1)
98

G
(!)
8

)
= f

(
=!∑
8=0

F
(!+1)
98

(
f

(
=!−1∑
@=0

F
(!)
8@
G
(!−1)
@

)))
= · · · =

= f

(
=!∑
8=0

F
(!+1)
98

(
f

(
=!−1∑
@=0

F
(!)
8@

(
f

(
. . .

(
f

(
=8=∑
:=0

F
(1)
B:
G:

)))))))
, 9 = 1, . . . , =out,

(1.14)

It is important to point out that, when constructing a FNN, usually the weights and the other

parameters of the network are randomly initialized following some criteria, as described in detail

in Section 1.6. For this reason, at the end of the forward pass, we could not expect to obtain the

correct predictions. This is thus preparing the ground for the second step of the method: the

backward propagation.

1.5.2 Backward Propagation

Let Dtrain = {x8 , y8 }=train
8=1

be the training dataset and ŷ = FNN(x) be the predicted output

of a FNN. As introduced in section 1.3.1, in order to measure the distance between the expected

output y and the predicted output ŷ, a cost or loss function L = L,,b (y, ŷ) = 38BC (y, ŷ) needs to
be introduced

10
. There exist several types of functions that can be used for this purpose, as the

following:

• ℓ2-Error Function: it measures the Euclidean distance between the predicted and expected

outputs for each sample in the training dataset, i.e. is de�ned as:

Lℓ2 (., .̂ ) =
1

=train

=train∑
8=1

L8
ℓ2
(y8 , ŷ8 ) = 1

=train

=train∑
8=1

1

2

‖y8 − ŷ8 ‖2 = 1

=train

=train∑
8=1

=out∑
9=1

1

2

(~89 − ~̂89 )2,

(1.15)

where . = [y1, . . . , y=train ] and .̂ = [ŷ1, . . . , ŷ=train ].

• Mean-Squared Error (MSE): commonly adopted in regression problems [281, 218], it is

de�ned by:

LMSE (., .̂ ) =
1

=train

=train∑
8=1

L8
MSE

(y8 , ŷ8 ) = 1

=train

=train∑
8=1

(y8 − ŷ8 )2. (1.16)

10
Also here we will omit, from now on, to specify the subscripts identifying the parameters of the FNN for simplicity in

the notation.
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• Mean Absolute Error (MAE): it measures the mean absolute value of the element wise

di�erence between y8 and ŷ8 , for 8 = 1, . . . , =train:

LMAE (., .̂ ) =
1

=train

=train∑
8=1

L8
MAE

(y8 , ŷ8 ) = 1

=train

=train∑
8=1

| y8 − ŷ8 | . (1.17)

• Cross Entropy (CE) Loss: commonly used in the context of binary classi�cation prob-

lems [99], but can be easily extended for multi-class classi�cation [305], as described in Sec-

tion 2.2.6. The loss is obtained by computing the following average:

LCE (., .̂ ) =
1

=train

=train∑
8=1

L8
CE
(y8 , ŷ8 ) = − 1

=train

=train∑
8=1

(
y8 log(ŷ8 ) + (1 − y8 ) log(1 − ŷ8 )

)
. (1.18)

Also in this case, the correct loss depends on the problem in exam [6, 99] and should be chosen

based on some empirical observations. Sometimes to avoid over�tting the training data and to deal

with small values of the parameters, a penalization term may be included in the de�nition of the

loss function [42, 331]:

Lpenalty (., .̂ ) = L(., .̂ ) + _� (, ), (1.19)

where _ is the regularization parameter and � (, ) is the non-negative regularization term. Com-

monly choices are represented by the !1− or !2-regularization, i.e. the !1 or !2 norms of ,

respectively.

In order to tune all FNN’s parameters, we need to perform Backward propagation [253, 263,

331]. Going backward through the networks means computing the gradient of the cost function

L to update the parameters set using the gradient descent method [43, 108], which will lead

to an improved prediction of the expected output. It is important to point out that a fundamental

assumption to apply backward propagation is having only forward connections in the network.

This is the reason why we are describing these methods for FNNs and not for a generic ANN.

Once we have determined a loss function to model the proximity between expected and predicted

outputs, the FNN will tune the parameters (, ,b) until this distance is small enough. Hence, we want

to �nd a set of weights and biases which make the loss as small as possible, namely the following

minimization problem needs to be solved:

min

(,,b)

{
1

=train

=train∑
8=1

L8
, ,b (y

8 , ŷ8 )
}
. (1.20)

The optimal parameters of the net are then in particular obtained using the aforementioned Gradient
Descent algorithm, where the gradients are computed through the Backpropagation algorithm. There

exists also other techniques that can be used to solve the minimization problem (1.20). Here we have

decided to focus only on the gradient descent (see Section 1.5.4) and on three popular extension, the

stochastic gradient descent (see Section 1.5.5), the Momentum Method (see Section 1.5.6) and Adam
(see Section 1.5.7), since these represent the methods used in our tests. A list of other optimization

algorithms can be found in [42, 99].

1.5.3 Backpropagation Algorithm
For the purposes of gradient descent, as it will be discussed in Section 1.5.4, we need to perform

the computation of the gradient ∇L = (∇,L,∇bL) [62].
Starting with the partial derivative of L with respect to the weights, , we can notice that the
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weightF
(ℓ)
98

a�ects the loss only in the total input for neuron 9 of layer ℓ , ℎ
(ℓ)
9
. Therefore, using the

chain rule the following relation is provided [42]:

mL
mF

(ℓ)
98

=
mL
mℎ

(ℓ)
9

mℎ
(ℓ)
9

mF
(ℓ)
98

= X
(ℓ)
9

mℎ
(ℓ)
9

mF
(ℓ)
98

, (1.21)

where we have introduced the delta notation X
(ℓ)
9

to denote the sensitivity of the loss with respect

to ℎ
(ℓ)
9
. The second term in Equation (1.21) can then be computed explicitly using Equation (1.12):

mℎ
(ℓ)
9

mF
(ℓ)
98

= G
(ℓ−1)
8

. (1.22)

Substituting this relation in Equation (1.21), this yields:

mL
mF

(ℓ)
98

= X
(ℓ)
9
G
(ℓ−1)
8

. (1.23)

Similarly, we can carry out the same analysis for the biases b. Also in this case the loss L is a�ected

by the bias 1
(ℓ)
9

only through the total input for neuron 9 of layer ℓ , ℎ
(ℓ)
9
. Exploiting the chain rule

in the computation of the partial derivative of L with respect to the bias 1
(ℓ)
9
, we obtain [42]:

mL
m1

(ℓ)
9

=
mL
mℎ

(ℓ)
9

mℎ
(ℓ)
9

m1
(ℓ)
9

= X
(ℓ)
9

mℎ
(ℓ)
9

m1
(ℓ)
9

, (1.24)

where we have exploited the delta notation introduced before. Di�erentiating ℎ
(ℓ)
9
, de�ned in Equa-

tion (1.12), with respect to the bias 1
(ℓ)
9
, we get:

mℎ
(ℓ)
9

m1
(ℓ)
9

= −1, (1.25)

that can then be substituted in Equation (1.24), providing:

mL
m1

(ℓ)
9

= −X (ℓ)
9
. (1.26)

Both Equation (1.23) and Equation (1.26) contain an unknown term X
(ℓ)
9

that we are now going

to compute using the backpropagation algorithm. The key step of this method coincides exactly

with the backpropagation of deltas, i.e. their computation exploiting deltas coming from the next

layer [42]. Therefore, we start with the computation of deltas in the last layer ! + 1, X
(!+1)
9

, with

1 ≤ 9 ≤ =out, that are de�ned as:

X
(!+1)
9

=
mL

mℎ
(!+1)
9

. (1.27)

From this relation is clear that X
(!+1)
9

depends on the form of the loss function, as each X
(ℓ)
9
, for

1 ≤ ℓ ≤ !. For instance, we can consider the !2-error function de�ned in Equation (1.15), focusing

on only one generic sample (x, y) with the associated prediction ŷ:

L!2 (y, ŷ) =
1

2

‖y − ŷ‖2 = 1

2

=out∑
8=1

(~8 − ~̂8 )2. (1.28)
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Based on Equation (1.12), we can rewrite each component of the predicted output as:

~̂8 = f (ℎ (!+1)8
). (1.29)

Hence, if we explicit the computation of X
(!+1)
9

exploiting the !2-loss introduced in Equation (1.28)

and the chain rule, we gain:

X
(!+1)
9

=
mL

mℎ
(!+1)
9

= (~ 9 − ~̂ 9 )f ′(ℎ (!+1)
9

). (1.30)

This relation can be further expanded based on the form of the activation function f chosen
11
. For

example, if we now consider the logistic function with 2 = 1 de�ned in Equation (1.5):

f (G) = 1

1 + 4 (−G)
=

4G

1 + 4 (−G)
,

we can compute its derivative:

3f (G)
3G

=
4 (G) (1 + 4 (G) ) − 4 (G)4 (G)

(1 + 4 (−G) )2
=

4 (G)

(1 + 4 (G) )2
= f (G) (1 − f (G))

and substitute in Equation (1.30) to get:

X
(!+1)
9

= (~ 9 − ~̂ 9 )f (ℎ (!+1)8
) (1 − f (ℎ (!+1)

8
)) .

Once we have understood how to compute deltas for the output layer, we need to �nd an expression

for the deltas of layer ℓ − 1 in terms of the deltas of layer ℓ . Hence, exploiting the chain rule in the

relation de�ning X
(ℓ−1)
8

, we have:

X
(ℓ−1)
8

=
mL

mℎ
(ℓ−1)
8

=

=ℓ∑
:=1

mL
mℎ

(ℓ)
:

mℎ
(ℓ)
:

mℎ
(ℓ−1)
8

=

=ℓ∑
:=1

X
(ℓ)
:

mℎ
(ℓ)
:

mℎ
(ℓ−1)
8

, (1.31)

where we have used the fact that the loss function is a�ected by ℎ
(ℓ−1)
:

trough all the ℎ
(ℓ)
:

from

layer ℓ : it can be noticed that ℎ
(ℓ−1)
:

in layer ℓ − 1 represents an input for all neurons in layer ℓ , i.e.

for all ℎ
(ℓ)
:

, explaining also the need of a summation over the neurons in layer ℓ .

The last thing we shall compute is the term

mℎ
(ℓ )
:

mℎ
(ℓ−1)
8

, that measures the sensitivity of the total input

ℎ
(ℓ)
:

to neuron : in layer ℓ with respect to the total input ℎ
(ℓ−1)
8

to neuron 8 in layer ℓ − 1. This can

be done by di�erentiating Equation (1.12):

mℎ
(ℓ)
:

mℎ
(ℓ−1)
8

=
m

mℎ
(ℓ−1)
8

(
=ℓ−1∑
<=1

F
(ℓ)
:<
G
(ℓ−1)
< − 1 (ℓ)

:

)
=

m

mℎ
(ℓ−1)
:

(
=ℓ−1∑
<=1

F
(ℓ)
:<
f (ℎ (ℓ−1)< ) − 1 (ℓ)

:

)
= F

(ℓ)
:8
f ′(ℎ (ℓ−1)

8
).

(1.32)

11
See Section 1.2 for a list of possible choices for f .
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Using this relation in Equation (1.31), we gain the backpropagation formula for the deltas [42]:

X
(ℓ−1)
8

= f ′(ℎ (ℓ−1)
8

)
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8
. (1.33)

In this way, we have obtained a formula for the deltas in layer ℓ − 1 in terms of the deltas in layer ℓ

using a weighted sum.

Also in this case, if we consider for instance the logistic function with 2 = 1 de�ned in Equation (1.5),

the previous Equation (1.33) becomes:

X
(ℓ−1)
8

= f (ℎ (ℓ−1)
8

) (1 − f (ℎ (ℓ−1)
8

))
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8
.

1.5.4 Gradient Descent Algorithm
The gradient descent method [43, 108, 42, 99, 165, 62] is a �rst-order iterative optimization

algorithm for �nding a local minimum of a di�erentiable function. The basic idea is to take, from

any starting point, repeated steps in the opposite direction of the gradient of the function, with

the size of the steps being proportional to the norm of the gradient. Hence, we are searching the

minimum of a function in the direction in which the value of the function is decreasing mostly,

called the steepest descent, that is identi�ed by the negative gradient.

More technically speaking, we aim at �nding the unitary direction u ∈ R= in which a function 5 ,

represented in our case by the loss function L, decreases more within a given small step size `. To

measure the change of the value of a function between an initial point x0 ∈ R= and the value after a
step ` in the direction v, we need to consider the following linear approximation:

5 (x0 + `u) − 5 (x0) =
=∑
8=1

m5

mG8
(x0)`D8 + > (`2) = `〈∇5 (x0), u〉 + > (`2). (1.34)

Since we attempt to �nd the direction u in which the function has the change with the largest

negative value, we can neglect the e�ect of the quadratic term > (`2), considering that ` is small

enough, and then use the Cauchy inequality for the scalar product:

− ‖∇5 (x0)‖‖u‖ ≤ 〈∇5 (x0), u〉 ≤ ‖∇5 (x0)‖‖u‖ . (1.35)

In the previous relation we can note that the equality is satis�ed when u = _∇5 (x0), _ ∈ R. Hence,
since for hypothesis ‖v‖ = 1, we have that the minimum occurs for

12

u = − ∇5 (x0)
‖∇5 (x0)‖

. (1.36)

Therefore, based on these considerations, Equation (1.34) can be approximated as:

5 (x0 + `u) − 5 (x0) = `〈∇5 (x0), u〉 = −`‖∇5 (x0)‖, (1.37)

representing the largest change in the function. The step size ` is a positive scalar, called learning
rate. There exist several ways to determine `: it can be set to a small �xed constant or determined

using a line search approach that seeks the value of ` resulting in the smallest objective function

value.

The gradient descent algorithm can thus be summarized with the following steps [42], which attempt

to construct the sequence (xC )C , with xC being the result of the application of C step of this procedure

to x0, i.e. xC = x0 (C) ∈ R= :

12
It is more clear if we think that 〈∇5 (x0), u〉 = ‖∇5 (x0) ‖ ‖u‖ cos(\ ) . The minimum is reached when \ = c , i.e. when

u points in the opposite direction of the gradient.
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(i) Choose an initial point x0 = x0 (0) in the basin of attraction of the global minimum x∗.

(ii) Construct the sequence (xC )C as:

xC+1 = xC − `
∇5 (xC )
‖∇5 (xC )‖

, (1.38)

that is guaranteeing a negative change in our function 5 .

As pointed out in [42], this procedure has a drawback: the sequence (xC )C is not converging since
‖xC+1 − xC ‖ = ` > 0. It shall be assumed that the learning rate ` is not �xed, but adjustable, in

the sense that it becomes smaller as the gradient is smaller, i.e. when the function changes slower.

We are thus assuming that exists a constant [ > 0 such that the learning rate at iteration C is

proportional to the gradient:

`C = [‖∇5 (xC )‖. (1.39)

Using this new expression for the learning rate, the iteration (1.38) becomes:

xC+1 = xC − [∇5 (xC ). (1.40)

We can now provide a necessary and su�cient condition that guarantees the convergence of this

sequence:

Proposition 1.5.1 ([42]). The sequence (xC )C de�ned by (1.40) is convergent if and only if the sequence
of gradients (∇5 (xC ))C converges to zero.

Proof. ⇒: The sequence (xC )C is convergent, hence, using Equation (1.40), we have:

0 = lim

C→∞
‖xC+1 − xC ‖ = [ lim

C→∞
‖∇5 (xC )‖,

i.e. the sequence of gradients converges to zero.

⇐: In order to prove that the sequence (xC )C is convergent, we need to show that it is a Cauchy

sequence. So, let : ≥ 1, applying the triangle inequality we obtain:

‖xC+: − xC ‖ ≤ ‖xC+: − xC+:−1‖ + · · · + ‖xC+1 − xC ‖ = [
:∑
8=0

‖∇5 (xC+8 )‖.

Now, if : is �xed, taking the limit to in�nity yields:

lim

C→∞
‖xC+: − xC ‖ ≤ [

:∑
8=0

lim

C→∞
‖∇5 (xC+8 )‖ = 0.

After we have understood the basic notions of gradient descent algorithm, we can apply it to

our case [42], i.e. the minimization of the loss function, as described in Equation (1.20). We are thus

interested in �nding the optimal set of weights, ∗
and biases b∗ that solves our problem.

Let, (ℓ) (0) and b(ℓ) (0) represent the initial system of weights and biases, initialized randomly

followed the procedure described in Section 1.6. After the training phase of the FNNwith the gradient

descent algorithm, the optimum values of weights and biases are determined by using Equation (1.40)
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coupled with Equations (1.23) and (1.26). The approximation sequences are thus de�ned recursively

by the following equations:

F
(ℓ)
98

(C + 1) = F (ℓ)
98

(C) − [X (ℓ)
9

(C)G (ℓ−1)
8

(C),

1
(ℓ)
9
(C + 1) = 1 (ℓ)

9
(C) + [X (ℓ)

9
(C),

(1.41)

where the outputs G
(ℓ−1)
8

(C) and deltas X
(ℓ)
9

(C) depend on the weightsF
(ℓ)
98

(C) and biases 1
(ℓ)
9
(C) at

time step C .

1.5.5 Stochastic Gradient Descent Algorithm
One thing that characterizes machine learning is the use of large datasets for training neural

networks, leading to computationally expensive training processes [30, 99, 42]. In particular, as

we have seen in Section 1.5.2, the loss functions can often be decomposed as a sum over training

samples of some per-sample losses:

L,,b (., .̂ ) =
1

=train

=train∑
8=1

L8
, ,b (y

8 , ŷ8 ). (1.42)

In order to solve the minimization problem (1.20), we need to compute the gradient of L, i.e. of L8
,

for 8 = 1, . . . , =train, with respect to the parameters of the net θ = (,, b):

∇θLθ (., .̂ ) =
1

=train

=train∑
8=1

∇θL8
θ (y

8 , ŷ8 ). (1.43)

This operation has a computational cost of $ (=train), which becomes prohibitively long as the

training set size grows. Hence, a solution to this problem is represented by batch training, i.e.
sampling a random mini-batch and computing an estimation of the gradient from it. This process

of updating the network parameters estimating the loss gradient with an average of gradients

measured on randomly selected training samples composing a mini-batch is called Stochastic
Gradient Descent (SGD) [30, 31, 99, 42].
Speci�cally, as described in Algorithm 1, on each step of the algorithm, a mini-batch of independent

and identically distributed (i.i.d.) samples D10C2ℎ = {x1, . . . , x<}, with< be the size of the mini-

batch, is extracted uniformly from the whole training dataset Dtrain. Usually, the size of the batch is

�xed to a value relatively small with respect to =train, e.g. ranging from 8 to 100. Equation (1.43) is

thus replace in SGD with:

˜∇θLθ (.batch, .̂batch) =
1

<

<∑
8=1

∇θL8
θ (y

8 , ŷ8 ), (1.44)

where .batch and .̂batch represents respectively the expected and predicted outputs related to the

chosen samples that compose the mini-batch Dbatch.

The update of the parameter will follow the same relation described in Equation (1.40), using in this

case the estimated gradient in the mini-batch:

θC+1 = θC − [ ˜∇Lθ (.batch, .̂batch), (1.45)

where θC+1 = θ(C + 1) = (W (C + 1), b(C + 1)). Also in this case, the learning rate [ is not �xed but

will decrease over time to balance the noise introduced in the random sampling of the mini-batch
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Algorithm 1 Stochastic Gradient Descent Update [99]

Inputs:

• Loss function Lθ ;

• training dataset Dtrain = {x8 , y8 }=train
8=1

;

• batch size<;

• predicted outputs of the FNN .̂ = {ŷ9 }=train
9=1

;

• initial value for the parameters θ0 = θ(0) = (, (0), b(0));
• number of mini-batches =batch =

=train

<
;

• learning rates at iteration 0 and g : [0 and [=batch .

1: for k=1,. . . ,=batch do
2: Sample a mini-batch of< i.i.d. samples Dbatch = {x1, . . . , x<};
3: Determine the corresponding expected outputs y8 for each sample in Dbatch;

4: Compute estimation of the gradient:
˜∇θLθ (.batch, .̂batch);

5: Compute learning rate [C using (1.47);

6: Update of the parameters: θC = θC−1 − [C ˜∇θLθ (.batch, .̂batch).
7: end for

and let the SGD gradient estimator be close to zero when approaching the minimum [99]. In practice,

the learning rate decays linearly, until a chosen iteration g , as:

[C = (1 − U)[0 + U[=g , with U =
C

g
, (1.46)

where g usually coincides with the number of iterations required to make a few hundred passes

through the training set. The initial learning rate [0 is then chosen based on the learning curve,

i.e. how the loss varies on time [99]. Its value will be a trade-o� between a slow learning process,

common for low values of [0, and violent oscillations of the loss due to a large learning rate. The

value of [C0D is then set roughly to 1 percent of the value of [0 [99].

After iteration g the learning rate is commonly left �xed to a constant [. Therefore, we have that

the learning rate [C is determined by:

[C =

{
(1 − U)[0 + U[=g , for C < g,

[, for C ≥ g .
(1.47)

Starting from SGD, several optimization methods with adaptive learning rate have been developed.

Two popular modi�ed versions of SGD are represented by AdaGrad (Adaptive Gradient) [74, 42]

and Root Mean Square Propagation (RMSProp) [309, 42].

1.5.6 Momentum Method
In order to avoid getting stuck in a local minimum or slow learning processes, gradient descent

is modi�ed by introducing a velocity variable. We have thus that the gradient is modifying the

velocity and not the position, which is a�ected by the changes of the velocity itself. This kind

of technique has the goal of accelerating learning while performing the minimization of the loss

function and it is calledmomentum method [242, 263, 99, 42].

Formally, a variable v is introduced with the role of velocity, representing thus the speed at which the
parameters move in the parameter space. From a physical point of view, the momentum coincides
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Algorithm 2 Stochastic Gradient Descent With Momentum [99]

Inputs:

• Loss function Lθ ;

• training dataset Dtrain = {x8 , y8 }=train
8=1

;

• batch size<;

• predicted outputs of the FNN .̂ = {ŷ9 }=train
9=1

;

• initial value for the parameters θ0 = (, (0), b(0)) and for the velocity v0;

• number of mini-batches =batch =
=train

<
;

• learning rate [ and momentum coe�cient U .

1: for k=1,. . . ,=batch do
2: Sample a mini-batch of< i.i.d. samples Dbatch = {x1, . . . , x<};
3: Determine the corresponding expected outputs y8 for each sample in Dbatch;

4: Compute estimation of the gradient:
˜∇θLθ (.batch, .̂batch) =

1

<

<∑
8=1

∇θL8
θ (y

8 , ŷ8 );

5: Compute velocity update: vC = UvC−1 − [ ˜∇θLθ (.batch, .̂batch);
6: Update of the parameters: θC = θC−1 + v: .
7: end for

with mass times velocity and the negative gradient represents a force moving a particle through the

parameter space, according to Newtons laws of motion. In our case, we are assuming unit mass, so

velocity v coincides with the momentum of the particle.

As presented in [242], the simultaneous updates for the position and velocity are given by the

following rule:

vC+1 = v(C + 1) = Uv(C) − [∇5 (x(C)),
xC+1 = x(C + 1) = x(C) + v(C + 1),

(1.48)

with [ be the learning rate and U ∈ [0, 1) a hyperparameter, calledmomentum coe�cient, controlling
how quickly the contributions of previous gradients exponentially decay [99]. Furthermore, the

larger U than [, the more the previous gradients are a�ecting the current direction. It is also worth

noting that, when U → 0, the system of equations (1.48) becomes the gradient descent method

presented in Section 1.5.4. Usually, U is set to be equal to 0.5, 0.9 or 0.99, but, as for the learning

rate, it also may be adapted over time, starting from a small value, then raised during the process.

Also in this case, we can provide a convergence result
13
as for the gradient descent method, that

guarantees the convergence of both sequences (xC )C and (vC )C when the sequence of gradients tends

to zero [42].

By applying equations (1.48) to our case, we gain the expression for the update of the parameters at

step C , i.e. vC+1 = v(C + 1) and θC+1 = θ(C + 1):

vC+1 = UvC − [
1

<

<∑
8=1

∇θL8
θ (y

8 , ŷ8 ),

θC+1 = θC + vC+1,

(1.49)

13
We are not proving this proposition since this would require the introduction of other notions and theorems and this is

not the goal of our discussion. The interested reader can refer to Section 4.4 of [42] for the complete proof.
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where θ = (,, b) are the parameters of the FNN and we are using, as in Section 1.5.5, batch

training. Algorithm 2 is summarizing the process of parameters update in the case of SGD coupled

with momentum.

A variant of the momentum method is represented by Nesterov Momentum or Nesterov Accelerated
Gradient (NAG) [297, 99], which is a �rst-order optimization method inspired by Nesterov’s ac-

celerated gradient method [225] and characterized by a better convergence rate than the gradient

descent [42].

1.5.7 Adam Optimization Algorithm

Adam is an adaptive learning rate optimization algorithm, inspired by the previous AdaGrad

e RMSProp methods [158, 42, 99]. The name Adam derives from adaptive moments, hence it uses
estimations of the �rst and second moments of the gradient to adapt the learning rate for each weight

of the neural network and then includes some bias corrections to these estimates, as summarized

in Algorithm 3.

Formally, the loss function L(θ) can be considered a random variable, since it is usually evaluated

on some small random batch of data, di�erentiable with respect to θ. Hence in this case we are

interested in solving this minimization problem:

θ∗ = argminθE[L(θ)] . (1.50)

The # -th momentum of a random variable - is the expected value of that variable to the power of

# :

"# = E[-# ] .

In particular, we are interested in the �rst and second moments, which represent the mean, and the

uncentered
14
variance respectively. Denoting with 6C = 6(C) = ˜∇θ (C )L(.batch, .̂batch) the gradient of

the loss function at time step C on the current mini-batch Dbatch and �xing an initial value for the

parameter θ(0) = θ0, in order to estimate the moments, Adam uses exponentially moving averages

computed on the gradient evaluated on the current mini-batch:

mC = m(C) = V1m(C − 1) + (1 − V1)6C ,
vC = v(C) = V2v(C − 1) + (1 − V2) (6C )2,

(1.51)

where (6C )2 denotes the elementwise square of6C ; V1 ∈ [0, 1) and V2 ∈ [0, 1) are two hyperparameters

representing exponential decay rates for the momentum estimates, with default values of 0.9 and

0.999 respectively [158]. Then, we have that the vectors of moving averages are initialized with

zeros, i.e. m(0) = 0 and v(0) = 0.

The moving averages m(C) and v(C) can be interpreted as biased estimates of the �rst and second

moment of the gradient de�ned by the exponential moving average. We now want to correlate

them with the �rst and second momentum of 6C , to gain, in the end, the following property:

E[m(C)] = E[6C ],
E[v(C)] = E[(6C )2] .

(1.52)

14
Uncentered refers to the fact that we are not subtracting the mean during variance calculation.
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First, we need to rewrite Equations (1.51) in a more compact form. Hence, considering the relation

de�ning m(C), we have:

m(0) = 0,

m(1) = V1m(0) + (1 − V1)61 = (1 − V1)61,
m(2) = V1m(1) + (1 − V1)62 = V1 (1 − V1)61 + (1 − V1)62,
m(3) = V1m(2) + (1 − V1)63 = V21 (1 − V1)61 + V1 (1 − V1)62 + (1 − V1)63,

. . .

Algorithm 3 Adam Optimization Algorithm [99]

Inputs:

• Loss function Lθ ;

• training dataset Dtrain = {x8 , y8 }=train
8=1

and predicted outputs of the FNN, .̂ = {ŷ9 }=train
9=1

;

• batch size< and number of mini-batches =batch =
=train

<
;

• learning rate [ and constant n , default values [ = 0.001 and n = 10
−8
;

• exponential decay rates for moment estimates V1, V2 with default values set at V1 = 0.9 and

V2 = 0.999;

• initial value for the parameters θ0 = (, (0), b(0));
• initial values for �rst and second moment m(0) = 0 and v(0) = 0.

1: for t=1,. . . ,=batch do
2: Sample a mini-batch of< i.i.d. samples Dbatch = {x1, . . . , x<};
3: Determine the corresponding expected outputs y8 for each sample in Dbatch;

4: Compute estimation of the gradient: 6C = ˜∇θ (C )Lθ (.batch, .̂batch) =
1

<

<∑
8=1

∇θ (C )L8
θ (y

8 , ŷ8 );

5: Compute biased �rst moment estimate: m(C) = V1m(C − 1) + (1 − V1)6C ;
6: Compute biased second moment estimate: v(C) = V2v(C − 1) + (1 − V2) (6C )2;
7: Bias correction �rst moment: m̂(C) = m(C)

(1 − VC
1
) ;

8: Bias correction second moment: v̂(C) = v(C)
(1 − VC

2
) ;

9: Update of the parameters: θ(C) = θ(C − 1) − [ m̂(C)√
| v̂(C) | + n

.

10: end for

Proceeding by induction we can obtain the following formulas for m(C) and v(C):

m(C) = (1 − V1)
C∑
8=1

VC−8
1
68 ,

v(C) = (1 − V2)
C∑
8=1

VC−8
2

(68 )2 .
(1.53)
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Now if we apply the expectation operator and we assume that the �rst and second moments for 68
are stationary, we have:

E[m(C)] = (1 − V1)
C∑
8=1

VC−8
1
E[68 ] = (1 − VC

1
)E[6C ],

E[v(C)] = (1 − V2)
C∑
8=1

VC−8
2
E[(68 )2] = (1 − VC

2
)E[(6C )2],

(1.54)

where in the last two equalities we have exploited the formula for the sum of a �nite geometric

series. Therefore, from these relations we can deduce that we have a biased estimator, that, in order

to obtain (1.52), needs to be corrected by employing, for example, the bias-correction. In this case,

the obtained bias-corrected moments are thus:

m̂(C) = m(C)
(1 − VC

1
) ,

v̂(C) = v(C)
(1 − VC

2
) .

(1.55)

The �nal recursive formula for parameters update is then constructed using these moving averages

to scale the learning rate individually for each parameter, yielding:

θ(C) = θ(C − 1) − [ m̂(C)√
| v̂(C) | + n

, (1.56)

with n > 0 a scalar introduced for numerical stabilization to prevent division by zero. Following [158],

some default values for[ and n are represented in this case by 0.001 and 10−8 respectively. A summary

of the procedure can be found in Algorithm 3.

In [158], a variant of Adam, called AdaMax or Adaptive Maximum Method, is also presented, where

v becomes the !-in�nity norm of the value of v at the previous step and the past gradients.

Another optimization strategy using Adam is represented by SWATS [154], which employs Adam

together with SGD during the training process, switching from one to another when certain criteria

hits. It has been shown in [322] that adaptive methods such as Adam do not generalize as well

as SGD with momentum, especially when tested on a diverse set of deep learning tasks. For this

reason, SWATS has been proved to achieve results comparable to SGD with momentum [322], since

Adam outperforms SGD in earlier stages of the learning process, but then when it saturates, there is

the transition to SGD.
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1.5.8 Master Equations for a FNN
We can conclude by summarizing the relations obtained in the previous sections in a set of

master equations [42]:

G
(ℓ)
9

= f

(
=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

− 1 (ℓ)
9

)
, 1 ≤ 9 ≤ =ℓ

X
(!+1)
9

= (~ 9 − ~̂ 9 )f ′(ℎ (!+1)
9

), 1 ≤ 9 ≤ =out,

X
(ℓ−1)
8

= f ′(ℎ (ℓ−1)
8

)
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8
, 1 ≤ 8 ≤ =ℓ−1,

mL
mF

(ℓ)
98

= X
(ℓ)
9
G
(ℓ−1)
8

, 1 ≤ 9 ≤ =ℓ , 1 ≤ 8 ≤ =ℓ−1,

mL
m1

(ℓ)
9

= −X (ℓ)
9
, 1 ≤ 9 ≤ =ℓ ,

F
(ℓ)
98

(C + 1) = F (ℓ)
98

(C) − [X (ℓ)
9

(C)G (ℓ−1)
8

(C), 1 ≤ 9 ≤ =ℓ , 1 ≤ 8 ≤ =ℓ−1,

1
(ℓ)
9
(C + 1) = 1 (ℓ)

9
(C) + [X (ℓ)

9
(C), 1 ≤ 9 ≤ =ℓ ,

(1.57)

where we have that:

• the �rst equation provides a forward recursive formula of the outputs in terms of weights

and biases;

• the second one gives an expression for the delta in the output layer (in the case the cost

function is the !2-error function);

• the third equation represents the backpropagation formula for the deltas;

• the fourth and the �fth equations are the partial derivative of the loss function L with respect

to weights and biases;

• the last two equations represent the approximation sequences for the optimal values of

weights and biases.

The fourth and the �fth equations can also be used to obtain the di�erential of the loss function L,

assessing thus the sensitivity of L with respect to small changes in weights and biases:

3L =

!+1∑
ℓ=1

=ℓ−1∑
8=1

=ℓ∑
9=1

mL
mF

(ℓ)
98

3F
(ℓ)
98

+
!+1∑
ℓ=1

=ℓ∑
9=1

mL
m1

(ℓ)
9

31
(ℓ)
9

=

!+1∑
ℓ=1

=ℓ−1∑
8=1

=ℓ∑
9=1

X
(ℓ)
9
G
(ℓ−1)
9

3F
(ℓ)
98

−
!+1∑
ℓ=1

=ℓ∑
9=1

X
(ℓ)
9
31

(ℓ)
9
,

(1.58)

The previous set of equations (1.57) can then be rewritten in a more compact and simple form using

the matrix notation. To do this, we need to introduce the Hadamard product of two vectors [42,

136], i.e. the elementwise product between two vectors. Let u and ũ be two elements of R= , the
Hadamard product, denoted with �, is a vector in R= de�ned as:

u � ũ = (D1D̃1, . . . , D=D̃=)) . (1.59)
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Hence, using the following matrix notations:

x(ℓ) = (G (ℓ)
1
, . . . , G

(ℓ)
=ℓ )

) , , (ℓ) = (F (ℓ)
98
) 98 , b(ℓ) = (1 (ℓ)

1
, . . . , 1

(ℓ)
=ℓ )

) , δ (ℓ) = (X (ℓ)
1
, . . . , X

(ℓ)
=ℓ )

) ,

h(ℓ) = (ℎ (ℓ)
1
, . . . , ℎ

(ℓ)
=ℓ )

) , y = (~1, . . . , ~=out)) , ŷ = (~̂1, . . . , ~̂=out )) ,
(1.60)

and the convention that the activation function f acts on each component, equation (1.57) can be

rewritten as:

x(ℓ) = f
(
, (ℓ)) x(ℓ−1) − b(ℓ)

)
,

δ (!+1) = (y − ŷ) � f ′(h(!+1) ),

δ (ℓ−1) =
(
, (ℓ)δ (ℓ)

)
� f ′(h(ℓ−1) ),

mL
m, (ℓ) = x(ℓ−1)δ (ℓ)) ,

mL
mb(ℓ)

= −δ (ℓ) ,

, (ℓ) (C + 1) =, (ℓ) (C) − [x(ℓ−1) (C)δ (ℓ)) (C),
b(ℓ) (C + 1) = b(ℓ) (C) + [δ (ℓ) (C).

(1.61)

It should be pointed out that the right side of the fourth equation (also present in the sixth equation)

represents a =ℓ−1 × =ℓ matrix, where each component is given by G
(ℓ−1)
8

X
(ℓ)
9

and not a number.

1.5.9 Testing Phase
Once a FNN has been trained, it needs to be tested in order to understand how accurate is in

making predictions
15
[334]. The purpose of the testing phase is thus to compare the FNN outputs,

ŷ against targets, i.e. the expected values y, using a di�erent set with respect to the one used for

training, namely the testing set Dtest. This represents a fundamental step in a deployment phase

because only when we have a performing FNN, we can move to the practical application of the

model. There exist di�erent methods to compute the level of accuracy of a FNN, based on the task

to solve. Usually, to evaluate the entity of testing errors, we introduce a loss function, that measures

the di�erence between the predicted output of a FNN and the expected output for the sample in

Dtest. Some typical examples were provided in Section 1.5.2, but there can be also other options.

For instance, we can employ the Minkowski error :

LMinkowski (., .̂ ) =
1

=train

=train∑
8=1

L8
Minkowski

(y8 , ŷ8 ) = 1

=train

=train∑
8=1

(y8 − ŷ8 )W , (1.62)

where the exponent W , called the Minkowski parameter, can vary between 1 and 2. It can thus be

deduced that this is a general version of the MSE, where W = 2, that, thanks to the introduction of W

is more insensitive to outliers
16
.

In classi�cation problems, as the one presented in Chapter 2, the most common performance metric

relies on confusion matrix [112, 314]. Based on the expected and predicted outputs for each sample

in Dtest, we can construct that matrix, where the rows represent the target classes in the data set

15
We should highlight that the topic of this section, namely the testing phase, remains valid when applied to a general

ANN. In this case, the hypothesis of having only forward connections is not required, contrary to the backpropagation case.

16
With the term outlier we refer to data points which lie far away from most of the data points.
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and the columns the corresponding predicted output classes. Hence, for each output of the FNN

under consideration, we are evaluating if the prediction is correct or not. In particular, in order

to quantify the level of accuracy of our model, the notions of true positive, true negative, false

positive, and false negative are introduced, together with that of recall and precision. However, the

explanation of these concepts is postponed to the next chapter and in particular in Section 2.2.7,

where we will introduce the problems of image recognition and object detection.

1.6 Parameter Initialization Strategies

When building a neural network, we do not only need to decide the topology of the ANN, but we

also need to initialize its parameters. This represents an important step because, if done optimally,

then the learning phase will proceed quickly reaching the optimal solution, otherwise converging

to a minimum using gradient descent will be impossible or very slow. The magnitude of parameters

plays also a fundamental role in avoiding, as much as possible, problems connected with vanishing

and exploding gradients [42, 99].

The most natural choice may seem to be to initialize all weights and biases to zero or sample them

from a uniform or a Gaussian distribution of zero mean. In the case of a small ANN, made of few

layers, this can be a good option since it usually provides satisfactory enough converge results [42].

This is not true when coming to deep neural networks. Having zero initialization or parameters close

to zero leads to the loss of meaning in the output signal. In order to understand this statement, we

can show that the variance of the input decreases as it passes through each layer of the network [42].

To prove this, we need to recall Equation (1.12), de�ning the output of layer ℓ :

G
(ℓ)
9

= f

(
=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

− 1 (ℓ)
9

)
, for 9 = 1, . . . , =ℓ ,

and to derive a variance approximation formula
17
for 5 (x), with 5 a di�erentiable function [42].

Let <̄ = E[x] and consider the linear approximation of 5 at E[x]:

5 (x) = 5 (<̄) + 5 ′(<̄) (x − <̄) + > (x − <̄)2.

By applying the variance on both sides and by employing variance properties, we gain the following

approximation formula for the variance of 5 (x):

+0A (5 (x)) ≈ 5 ′(<̄)2+0A (x) = 5 ′(E[x])2+0A (x), (1.63)

where we are hypothesizing that the mean and the variance of x are �nite.

Starting again from Equation (1.12), if we compute the variance of both sides of the equation and

we use formula (1.63) and the properties of variance and expected value, we obtain the following

approximation:

+0A (G (ℓ)
9
) ≈ f ′

(
=ℓ−1∑
8=1

F
(ℓ)
98
E[G (ℓ−1)

8
] − 1 (ℓ)

9

)
2
(
=ℓ−1∑
8=1

(F (ℓ)
98
)2+0A (G (ℓ−1)

8
)
)
, (1.64)

where we are assuming that G
(ℓ)
9

are independent and identically distributed (i.i.d.) random variables

for each 9 = 1, . . . , =ℓ , ℓ = 0, . . . , ! + 1, and we are treating the weights as constants and not as

random variables. We can observe that the variance of the output of 9-th neuron in layer ℓ is written

17
For more details the reader can refer to Appendix D.4 of [42].
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in terms of the variances of neurons output of the previous layer. Exploiting now Cauchy-Schwarz

inequality in the second multiplication factor yields:

=ℓ−1∑
8=1

F
(ℓ)
98
+0A (G (ℓ−1)

8
) ≤

(
=ℓ−1∑
8=1

(
F

(ℓ)
98

)
2

)
1/2 (

=ℓ−1∑
8=1

(
+0A (G (ℓ−1)

8
)
)
2

)
1/2

. (1.65)

Supposing that the �rst derivative of the activation function is bounded, i.e. (f ′)2 < 2 , then if we

take the sum over 9 in Equation (1.64) and we use the inequality (1.65), this leads to:

=ℓ∑
9=1

+0A (G (ℓ)
9
) < 2

(
=ℓ−1∑
8=1

(
F

(ℓ)
98

)
4

)
1/2 (

=ℓ−1∑
8=1

(
+0A (G (ℓ−1)

8
)
)
2

)
1/2

.

Taking then the square, we obtain:

=ℓ∑
9=1

(
+0A (G (ℓ)

9
)
)
2

≤
(
=ℓ∑
9=1

+0A (G (ℓ)
9
)
)
2

< 22

(
=ℓ−1∑
8=1

(
F

(ℓ)
98

)
4

) (
=ℓ−1∑
8=1

(
+0A (G (ℓ−1)

8
)
)
2

)
. (1.66)

Since we have made the hypothesis that the weights are close to zero, this is indicating that the

sum of the square of variances in layer ℓ is lower than the sum of the square of variances in the

ℓ − 1 layer. In other words, the signal’s variance is decreasing to zero after passing through a few

layers, leading to an output too low to be signi�cant.

The opposite case coincides with having too large weights, which induce to have ampli�ed variance

as it passes through network layers, exploding values during forward or backward propagation,

or a vanishing gradient problem [42]. To understand this we can consider the identity function as

activation function f (x) = x, thus taking the variance in Equation (1.12) yields:

+0A (G (ℓ)
9
) =

=ℓ−1∑
8=1

(F (ℓ)
98
)2+0A (G (ℓ−1)

8
), (1.67)

which implies that the variance of the output of 9-th neuron in layer ℓ is also large. On the other

hand, if f is of sigmoid type, large weights bring

∑
8

F
(ℓ)
98
G
(ℓ−1)
8

to have larger values and hence the

activation function f tends to saturate, leading to an approaching zero gradient problem and a slow

learning process.

Correct initialization of parameters is hence very important since it makes a signi�cant di�erence

in the way the optimality algorithm is converging, but also in the performances of the network. It

is thus needed to �nd a reasonable range of values for the parameters (,, b). In the next section,

we are going to describe two approaches, commonly used approaches for parameter initialization:

Xavier and Kaiming He.

1.6.1 Xavier Initialization
Following [42, 99], a reasonable initialization of parameters can be derived by assuming that

they are uniform- or Gaussian- distributed random variables with zero mean. In particular, since

the propagation of the error in a deep neural network can be quantized using the variance of the

output of each layer [42], we are interested in keeping the variance under control, i.e. away from

exploding or vanishing. It is thus necessary to �nd the weight values that leave the variance roughly

unchanged through each layer of the network.

Starting again from Equation (1.12), we are assuming that G
(ℓ)
8

, for ℓ = 0, . . . , ! + 1, are i.i.d. random
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variables with zero means, and F
(ℓ)
98
, for 9 = 1, . . . , =ℓ , 8 = 1, . . . , =ℓ−1 and ℓ = 1, . . . .! + 1, are i.i.d.

random variables with zero mean, i.e. such that E[F (ℓ)
98
] = 0. We are also making the hypothesis

that each G
(ℓ)
8

is independent of eachF
(ℓ)
98
. Using formula (1.63) in Equation (1.12), we obtain

+0A (G (ℓ)
9
) = f ′

(
=ℓ−1∑
8=1

E[F (ℓ)
98
G
(ℓ−1)
8

] − 1 (ℓ)
9

)
2

+0A

(
=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

)
= f ′(1 (ℓ)

9
)2
=ℓ−1∑
8=1

+0A

(
F

(ℓ)
98
G
(ℓ−1)
8

)
= f ′(1 (ℓ)

9
)2
=ℓ−1∑
8=1

+0A (F (ℓ)
98
)+0A (G (ℓ−1)

8
)

= =ℓ−1f
′(0)2+0A (F (ℓ)

98
)+0A (G (ℓ−1)

8
),

(1.68)

where we have employed in the second identity the property E[F (ℓ)
98
G
(ℓ−1)
8

] = E[F (ℓ)
98
]E[G (ℓ−1)

8
] = 0

and the additivity of variance for independent variables. In the third identity, we have exploited

Goodman’s formula
18

[101], de�ning the multiplicative property of variance, for independent

variables with zero means. In the last identity we have assumed that the bias is initialized to 0 and

we have used that weightsF
(ℓ)
98

and G
(ℓ)
9

are identically distributed.

Once we gain this equation, we can impose the condition that the variance is invariant under the

ℓ-th layer:

=ℓ−1f
′(0)2+0A (F (ℓ)

98
)+0A (G (ℓ−1)

8
) = +0A (G (ℓ−1)

8
), (1.69)

from which it can be obtained the following relation for the variance of weights:

+0A (F (ℓ)
98
) = 1

=ℓ−1f ′(0)2 . (1.70)

Now there can be several cases, based on the distribution chosen for the variables. For example, if

we consider having uniform o normal distributed random variables [42], we obtain:

1. Normal distribution: F (ℓ)
98

∼ N
(
0,

1

=ℓ−1f ′(0)2

)
;

2. Uniform distribution: F (ℓ)
98

∼ *=8 5 [−0, 0], i.e. we are considering the weights as uniform

distributed random variables on the interval [−0, 0] with zero mean. Now using the fact that

the variance for this type of variables is given by 02/3, we can equate the relations we have

obtained for the variance ofF
(ℓ)
98

and get the value of 0, that is

√
3

f ′(0)√=ℓ−1
. Hence at the end

we have: F
(ℓ)
98

∼ *=8 5
[
−

√
3

f ′(0)√=ℓ−1
,

√
3

f ′(0)√=ℓ−1

]
.

In this approach, we have only taken into account the number of input for the ℓ-th layer, =ℓ−1,
without involving also the outgoing number of neurons. Starting from this and assuming that the

activation functions are linear, it can be derived a new formula, called Xavier initialization [97],

18
Goodman’s formula [101] is providing an expression for the variance of the product of two independent variables -

and . :

+0A (-. ) = E[- ]2+0A (. ) + E[. ]2+0A (- ) ++0A (- )+0A (. ),
that in the case of variables with zero means simply becomes+0A (-. ) = +0A (- )+0A (. ) .
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that aims at preserving the backpropagation signal as well. In this case, we are thus assuming also

that the variances of the cost function gradient remain unchanged as the output is backpropagated

through the ℓ-th layer:

+0A
©­« mL
mF

(ℓ−1)
98

ª®¬ = +0A
©­« mL
mF

(ℓ)
98

ª®¬ . (1.71)

Using now Equation (1.23), derived for the partial derivative of the loss function with respect to the

weights, we obtain:

+0A (X (ℓ−1)
9

G
(ℓ−2)
8

) = +0A (X (ℓ)
9
G
(ℓ−1)
8

). (1.72)

Equation (1.33) provides an explicit expression for deltas, where if we use the hypothesis of linearity

of f , e.g. f (x) = x, we gain:

X
(ℓ−1)
8

= f ′(ℎ (ℓ−1)
8

)
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8

=

=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8
. (1.73)

It can be noticed
19
that each X

(ℓ)
:

is independent ofF
(ℓ)
:8

and G
(ℓ−1)
8

. Hence, taking the expected value

in the last relation leads to:

E[X (ℓ−1)
8

] = E[
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8

] =
=ℓ∑
:=1

E[X (ℓ)
:

]E[F (ℓ)
:8

] = 0,

where we are using the assumption that the weights are random variables with zero mean. Hence,

this implies that E[X (ℓ
8
] = 0 for each 8 = 1, . . . , =ℓ and for each ℓ = 1, . . . , ! + 1.

Going back to Equation (1.72), if we exploit the fact that x(ℓ)
8

are random variables with zero mean

and the Goodman’s formula in the case of independent variables with zero mean, we have:

+0A (X (ℓ−1)
9

)+0A (G (ℓ−2)
8

) = +0A (X (ℓ)
9
)+0A (G (ℓ−1)

8
), (1.74)

that can be further simpli�ed using the assumption that the variance is invariant under layer ℓ − 1,

i.e. +0A (G (ℓ−2)
8

) = +0A (G (ℓ−1)
8

):
+0A (X (ℓ−1)

9
) = +0A (X (ℓ)

9
). (1.75)

This last expression is hence proving that also the deltas variance remains unchanged.

Once, we have obtained that deltas are characterized by zero mean and this invariant property of

the variance, we can apply the variance in Equation (1.73) obtaining:

+0A (X (ℓ−1)
8

) =
=ℓ∑
:=1

+0A (X (ℓ)
:

)+0A (F (ℓ)
:8

) = =ℓ+0A (X (ℓ):
)+0A (F (ℓ)

:8
), (1.76)

where we have used the fact that the deltas and weights are i.i.d., the properties of variance, and

Goodman’s formula. Exploiting now Equation (1.75), this yields:

+0A (F (ℓ)
:8

) = 1

=ℓ
, (1.77)

namely the variance of the weights in layer ℓ is inversely proportional to the number of neurons

in that layer. This expression has to coexist with the one derived before (1.70), that in this case of

linear activation function becomes:

+0A (F (ℓ)
:8

) = 1

=ℓ−1
. (1.78)

19
It can be proved by induction using the backpropagation formula. The interested reader can check Chapter 6 of [42] for

the proof.
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Equation (1.77) and Equation (1.78) are satis�ed simultaneously if and only if =ℓ = =ℓ−1, i.e. the
number of neurons in any two consecutive layers is the same. Since this represents a strong condition

to impose, a compromise can be to take the arithmetic average of the two di�erent expressions:

+0A (F (ℓ)
:8

) = 2

=ℓ−1 + =ℓ
. (1.79)

We can emphasize again what happens for the weights in the two di�erent cases highlighted before:

1. Normal distribution: F (ℓ)
98

∼ N
(
0,

2

=ℓ−1 + =ℓ

)
;

2. Uniform distribution: F (ℓ)
98

∼ *=8 5
[
−

√
6

√
=ℓ−1 + =ℓ

,

√
6

√
=ℓ−1 + =ℓ

]
, that is also called normalized

initialization.

1.6.2 Kaiming He Initialization
Xavier initialization is very e�ective in improving the functionality of the backpropagation

process but has been derived for a neural networkwithout nonlinearity. This assumption is obviously

too restrictive, even if it has been shown that this initialization strategy performs well also in the

case of nonlinear activation functions symmetric around zero and with values in [−1, 1], such as

the hyperbolic tangent [99]. Hence, if we are considering other types of activation functions, e.g.

ReLU, the Kaiming He initialization [119] should be used.

In order to derive the Kaiming He initialization, we should make the following assumptions:

1. G
(ℓ)
8

, for ℓ = 0, . . . , ! + 1, are i.i.d. random variables;

2. F
(ℓ)
98
, for 9 = 1, . . . , =ℓ , 8 = 1, . . . , =ℓ−1 and ℓ = 1, . . . .! + 1, are i.i.d. random variables with zero

mean;

3. G
(ℓ)
8

andF
(ℓ)
98
, with 9 = 1, . . . , =ℓ , 8 = 1, . . . , =ℓ−1 and ℓ = 1, . . . .! + 1, are independent of each

other.

It is important to highlight that in this case G
(ℓ)
8

does not have zero mean as for Xavier, because it is

the result of a ReLU which does not have zero mean.

Let’s start by considering the argument of the activation function in Equation (1.12) de�ning the

total input arriving at neuron 9 in layer ℓ :

ℎ
(ℓ)
9

=

=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

− 1 (ℓ)
9
, 9 = 1, . . . , =ℓ . (1.80)

For simplicity and in accordance with [119], the bias is set to be equal to zero. Note that the expected

value for ℎ
(ℓ)
9

is zero in this case since the weights have zero mean and from hypothesis 3 we have

the independence of the variables:

E[ℎ (ℓ)
9
] = E

[
=ℓ−1∑
8=1

F
(ℓ)
98
G
(ℓ−1)
8

]
=

=ℓ−1∑
8=1

E[F (ℓ)
98
]E[G (ℓ−1)

8
] = 0.

If we take the variance on both sides in Equation (1.80), we obtain:

+0A (ℎ (ℓ)
9
) = +0A
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(ℓ)
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(ℓ−1)
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)
=
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+0A (F (ℓ)
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G
(ℓ−1)
8

) = =ℓ−1+0A (F (ℓ)
98
G
(ℓ−1)
8

), (1.81)
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where hypothesis 3 justi�es the fact that the variance of the sum is the sum of variances, while

hypotheses 1 and 2 the last equality, sinceF
(ℓ)
98

and G
(ℓ)
8

are identically distributed. Now, applying

Goodman’s formula and using the fact that weights have zero mean yields:

+0A (ℎ (ℓ)
9
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8
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8
]2 ++0A (F (ℓ)
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)+0A (G (ℓ−1)

8
)
)
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)
(
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8
]2 ++0A (G (ℓ−1)

8
)
)

= =ℓ−1+0A (F (ℓ)
98
)E[(G (ℓ−1)

8
)2],

(1.82)

where in the last step we have used the de�nition of variance. It is now needed to compute the

expected value of (G (ℓ−1)
8

)2:

E[(G (ℓ−1)
8

)2] =
∫ ∞

−∞
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2

+0A (ℎ (ℓ−1)
9

),

where in the second equality we have used the fact that G
(ℓ−1)
8

is obtained from ℎ
(ℓ−1)
9

by applying

the ReLU activation function.

Substituting this relation in Equation (1.82) gains:

+0A (ℎ (ℓ)
9
) = 1

2

=ℓ−1+0A (F (ℓ)
98
)+0A (ℎ (ℓ−1)

9
). (1.83)

Now rewriting this equation for layer ! + 1, i.e. for the output of the net, we obtain:

+0A (ℎ (!+1)
9

) = +0A (~̂ 9 ) = +0A (~1)
(
!+1∏
8=2

=ℓ−1
2

+0A (F (ℓ)
98
)
)
. (1.84)

We need now to impose the condition that the variance at the output and at the beginning is the

same, preventing thus exploding or vanishing gradients. In accordance with [119], a su�cient

condition is represented by:

=ℓ−1
2

+0A (F (ℓ)
98
) = 1, ∀ ℓ, (1.85)

that implies:

+0A (F (ℓ)
98
) = 2

=ℓ−1
. (1.86)

Following [119], a good way to initialize the weights is using a zero-mean normal distribution:

F
(ℓ)
98

∼ N
(
0,

2

=ℓ−1

)
. (1.87)
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As before, after obtaining a relation using only the forward pass, we need to derive one also

taking into account backpropagation [119]. Hence, starting from Equation (1.73) without using

the hypothesis of having linear activation functions as in the Xavier framework, and taking the

variance of both sides we obtain:

+0A (X (ℓ−1)
8

) = +0A (f ′(ℎ (ℓ−1)
8

)
=ℓ∑
:=1

X
(ℓ)
:
F

(ℓ)
:8

)

= +0A (f ′(ℎ (ℓ−1)
8

))
=ℓ∑
:=1

+0A (X (ℓ)
:

)+0A (F (ℓ)
:8

)

=
1

2

=ℓ+0A (X (ℓ):
)+0A (F (ℓ)

:8
),

(1.88)

where in the second equality we have used the three hypotheses done and we have assumed that

f ′(ℎ (ℓ−1)
8

) is independent of deltas and weights. In the last equality we have then employed
20

that +0A (f ′(ℎ (ℓ−1)
8

)) = 1/2. Imposing also in this case the property that the variance of deltas is

invariant, we have that:

+0A (F (ℓ)
:8

) = 2

=ℓ
. (1.89)

Now using a zero-mean normal distribution, we conclude:

F
(ℓ)
98

∼ N
(
0,

2

=ℓ

)
. (1.90)

We have thus obtained two equations, (1.86) and (1.89), for the variance of the weights that have to

be satis�ed simultaneously. Substituting Equation (1.89) in Equation (1.84) and using the property

that the variance is invariant, we obtain:

1 =

!+1∏
8=2

=ℓ−1
2

+0A (F (ℓ)
98
) =

!+1∏
8=2

=ℓ−1
2

2

=ℓ
=

!+1∏
8=2

=ℓ−1
=ℓ

, (1.91)

that is imposing a condition on the design of the network, not as strict as for Xavier initialization.

20
In order to obtain this relation, it is only needed to derive the expression for the derivative of the ReLU function and

hence compute �rst the expected value and then the variance, taking into account that the two possible assumed values

have the same probability [119].





CHAPTER
2 Convolutional Neural

Networks

2.1 Introduction

Computer vision is a broad interdisciplinary scienti�c �eld, that deals with extracting informa-

tion and a high-level understanding from digital images or videos. As for ANNs, the key inspiration

comes from the human brain and the will to imitate the biological processes related to vision [72].

For example, a key ability of the human brain coincides with invariant object recognition, which
refers to an instantaneous and accurate recognition of objects and in particular their similarity with

something known in the presence of variations such as size, rotation, illumination, and position.

Hence, even in presence of complex, distorted scenes, it allows us to identify objects in a fraction of

a second. This increasing interest in understanding how this works and how it can be reproduced

arti�cially leads to a growth of studies and experiments in this �eld.

In the 1950s and 1960s, David Hubel and Torsten Wiesel addressed the topic of visual perception

through neurophysiological research conducted on cats [140]. By studying how neurons reacted to

various stimuli, it emerged that each neuron �red when exposed to certain features, but not to all

of them, leading to the discovery of di�erent types of cells in the visual cortex — simple, complex,

and hypercomplex — responsible for learning simple things such as detecting edges and corner,

or, as they become more complex, more and more speci�c features. In the 1970s, David Marr, a

neuroscientist at MIT, published one of the fundamental books in this context [206], paving the way

for various biologically-inspired research on computer vision. He discovered indeed that the visual

system is hierarchical, hence �rst of all neurons detect simple features, called low-level features,
like edges, corners, then feed into high-level features, namely more complex features, e.g. shapes,

or more complex visual representations, taking into account possible relations between features.

One of Marr’s central contributions was also connected with his representational framework for
vision, which focused on the vision task of deriving shape information from images. Hence, he

proposed a model based on the generation of a sequence of increasingly symbolic representations

of a scene. The input image is translated into a ‘primal sketch’ of the retinal image, where low-level

features, such as corners, blobs, edges, and lines, are detected. Starting from this, progressively

a more complex image is constructed, called the ‘2.5D sketch’, analyzing the visible surface of

the objects in terms of its spatial properties such as orientation, discontinuities, and depth. The

�nal step coincides with the ‘3D model representation’, dealing with spatial and volume properties,

appearance, and other relations between items. This theory was later improved by Steven Palmer at

the end of 1990s [231], by proposing hismodel of visual perception, characterized by four stages with
increasing degrees of abstraction: image-based processing, surface-based processing, object-based

processing, and category-based processing. These steps correspond exactly to those proposed by

Marr, except for the introduction of the object-based stage, where occluded or unclear parts in a

three-dimensional representation are �lled in.

The ideas described in these studies have thus paved the way for the development of deep learning

algorithms able to reproduce this task [14, 276]. A breakthrough in the computer vision community

was indeed represented by the introduction of Convolutional Neural Networks (CNNs) [171] by

Yann LeCun in 1989. In [171], he proposed LeNet-5, a simple network composed of two convolu-

tional layers, a max pooling layer, and a fully connected layer, for optical character recognition in

35
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documents, i.e. identifying handwritten zip codes on letters using a label data benchmark, called

the Modi�ed National Institute of Standards and Technology (MNIST) database. Even if it may not

be suitable for complicated tasks, LeNet can be considered the backbone of the most recent CNN

architectures. In [175], it was also investigated the possibility of extending the knowledge on ANN

optimization by using SGD during the backpropagation phase to train a CNN.

The increased interest in employing such models to solve more complex tasks has forced CNN

architectures to go deep, leading to computationally costly neural networks [149]. Furthermore, the

lack of available fast computing resources resulted in a practical limitation for training CNNs, until,

in the early 2000s, GPUs were introduced to enhance the capabilities to speed up these processes.

In this period, the notion of deep learning, introduced in [4], started thus to become more and

more important and attract a lot of attention. This new term represented not only a novel �eld

of investigation but above all a breakthrough in the machine learning community, thanks to the

development of new algorithms and processing units [128]. Deep learning began thus to heat up

in the academic community, having its center in several universities, such as Stanford University,

New York University, and the University of Montreal, but also started to attract the attention of

companies like Microsoft and Google. 2012 represented then a revolutionary year, thanks to the

introduction of CNNs in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [68],

an annual image classi�cation competition where research teams evaluate their algorithms on the

given data set, in order to achieve higher accuracy on several visual recognition tasks. A team led by

Alex Krizhevsky, from the University of Toronto, developed indeed for this purpose a CNN, called

AlexNet [167], that achieved an unprecedented error rate of 15.3%, lower than the previously reached
threshold of 26%. In particular, this represented also the �rst time that a team employed neural

networks to tackle the image classi�cation task of the challenge, changing thus the role of these

algorithms in the computer vision scenario. The use of deep learning technology, such as GPUs,

was then a breakthrough in the image processing �eld, leading to a performance improvement of

CNNs, like that of AlexNet, and their application in numerous domains. In the following years of the

competition, all the participants designed similar CNNs to solve the problem. In 2014, VGGNet [289]
entered the competition, con�rming that increasing the depth of the model has a crucial impact

on improving performance. Even if VGG was not the winner of ILSVRC2014, it paved the way for

further explorations of the key idea behind it. ResNet [118], winner of ILSVRC2015, encapsulated
this idea in its architecture, by introducing also a new module, called Residual Block, to deal with the

problem of vanishing and exploding gradients. Other important improvements are connected with

Inception networks [301, 298], that proven the necessity of using wider modules, called inception

blocks, to push performance in terms of speed and accuracy.

CNNs has thus revolutionized arti�cial intelligence by tackling complex problems, such as visual

object recognition [167, 48], robotics [226, 240], speech recognition [104, 151, 224], natural language

processing [328, 70], and autonomous vehicles [139, 145]. In this Chapter and thesis, we will focus

only on two problems of interest to Electrolux Professional: image recognition and object detection.

Image recognition has the aim of classifying the items in pictures, whereas object detection addresses

also the intention to detect the position of these objects as well. The aforementioned CNNs represent

a model solving the image recognition task, but also the building block of object detectors, deep
learning architectures specialized for classi�cation and localization of objects in images.

This chapter will deal with CNNs by explaining how they can be used to solve the problems of

image recognition and object detection. In Section 2.2, a detailed description of the several layers

composing the CNN architectures is carried out. Section 2.2.8 will then introduce common tech-

niques employed to initialize the parameters for this kind of models.CNNs represents a possible

solution for the image recognition task, topic of Section 2.3. We will indeed present this problem

by introducing datasets and architectures widely employed in this context. In Section 2.4, we then

extend the previous description to object detection by presenting the key notions of this framework.
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Figure 2.1: Schematic representation of a Convolutional Neural Network.

Also in this case, we brie�y review commonly used benchmark datasets and architectures.

2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) [171] are deep learning algorithms specialized in

processing data with a known grid-like topology
21
, such as time series (1-D grid) or images (2-D grid

of pixels). For example, given in input an image, a CNN can extract information from it assigning

importance to various features of the objects and hence di�erentiate between them through the

parameters of the net, represented by the weights.

As depicted in Figure 2.1, the structure of a CNN can be mainly subdivided into two parts: the

feature learning part, responsible for the detection of objects’ features, and the classi�cation part, that
provides the category to which the objects in the picture belong to. The �rst part is characterized

by several convolutional blocks
22
, composed of a convolutional layer, a nonlinearity layer, and a

pooling layer (see Figure 2.2), whereas a fully connected Feedforward Neural Network, i.e. a FNN

made of fully-connected layers, is used for classi�cation. Intuitively, the idea is that in the �rst

part a CNN detects several features, such as corners, lines, or blocks of color in the initial layers

(low-level features), or combinations gradually more complex in the upper layers (high-level features),
and then fed them into a FNN to obtain the �nal classi�cation. In the following subsections, we are

going to provide more details on each of these structures [99, 42, 334], in order to understand how a

CNN works.

Before diving deeply into the description of the di�erent layers of a CNN, we need to introduce the

notation that will be used in the whole chapter, following the one set in Chapter 1. Since a CNN is a

particular type of ANN, it can be represented as a function CNN , that maps an input tensor x0

into the output predicted by the net ŷ:

ŷ = CNN(x(0) ), (2.1)

where x(0) ∈ R=in and ŷ ∈ R=out . In the context of computer vision, and in particular of image

recognition and detection, that is the one we are interested in investigating, the input tensors in

21
In the further discussion, we will concentrate on images as input for a CNN because this is the case we will then deal in

detail and we are interested in studying. However, all the details we are going to provide are still true in other cases, e.g.

with tensors with di�erent shapes.

22
There is not a convention in the number of blocks to use to construct a CNN. As discussed in Chapter 1 for the case of a

general ANN, this depends on the problem in the exam. However, there exists some upper and lower bounds on the depth of

an ANN that can help in designing its architecture, see Section 1.4.
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Figure 2.2: The components of a typical convolutional block: a convolutional layer

followed by a nonlinear layer and a pooling layer.

exams are images and thus have a rectangular shape with a third dimension representing the color

channels. For example, for black and white images there will be only 1 channel, while RGB images

have 3 channels. Hence, we have that our input tensor has shape (3 inW, 3 in
�
, 3 in
�
), where we are using

the notation such that 3W and 3� represent the width and height of the tensor in exam, whilst 3� its

number of channels. The output tensor is then the result of the application of the CNN function to

the input image. In particular, since the last part of a CNN is represented by a fully connected FNN,

the output is a vector of length =out, that, if we refer to the case of image recognition, corresponds

to the number of categories in which the dataset D is subdivided. Hence, ŷ is a vector whose

components are the probability of belonging to the corresponding class.

Also in this case, CNN can be described as the composition of functions 5ℓ , for 1 ≤ ℓ ≤ ! + 1, where
each of these represents a layer of the CNN, i.e. convolutional layer, nonlinear layer, pooling layer,

fully connected layer:

ŷ = CNN(x(0) ) = 5!+1 ◦ 5! ◦ · · · 51 (x(0) ), (2.2)

where ! is the total number of hidden layers of the CNN and, as done in the previous chapter, we

de�ne x(ℓ) as the output of layer ℓ . If x(ℓ) is the output of a layer belonging to the feature learning

part, it is a tensor with shape (3
(ℓ)
W ,3

(ℓ)
�

,3
(ℓ)
�

), where 3
(ℓ)
�

represents the channel depth, i.e. how many

channels there are. Intuitively, in the case of image recognition, each channel can be thought to

respond to some di�erent set of features. To be precise, this does not correspond to reality since

there is not a single channel for learning a particular feature but rather a direction in channel

space for detecting it [334]. This is also justi�ed by the fact that “feature detectors”, i.e. the �lters

of a convolutional layer, are learned during the optimization process and not chosen during the

initialization of the CNN, as will be described in Section 2.2.1.

As discussed in [44, 24, 272, 177, 317], some deep neural networks, and in particular some CNN

architectures such as ResNet [118, 156, 315], can also be represented as discretisations of dynamic

systems of the form:

¤x = f (, x + b), (2.3)

where the parameters of the network correspond to the control variables. As presented in [24] and

in [272], the training of the deep neural network can thus be formulated as an Optimal Control
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problem, where Pontryagin’s Maximum Principle can be employed to learn the optimal parame-

ters [184]. This is part of a novel approach in the deep learning context, characterized by a growing

interest in understanding mathematically deep learning methods.

2.2.1 Convolutional Layer
The primary goal of the convolution step is to extract features from the input by passing many

�lters over it, each of which picks up a di�erent signal or feature. CNNs derive their name from the

convolutional layer and in particular from the convolutional operation [99, 173, 42]. The operation

used in CNNs does not correspond precisely with the one de�ned in mathematics but can be derived

from it [99], as we are going to prove.

De�nition 2.2.1 (Convolution). Let 5 and 6 be two real-valued functions. The convolution of 5 and
6, denoted with 5 ∗ 6, is de�ned by the following integral:

(5 ∗ 6) (C) =
∫ ∞

−∞
5 (g)6(C − g)3g, (2.4)

where t is a variable, not necessarily representing time.

In the context of CNNs, we are working with discrete data, thus we can derive a discrete version

of Equation (2.4):

(5 ∗ 6) (C) =
∞∑

g=−∞
5 (g)6(C − g). (2.5)

Now, for a CNN the two arguments of convolution are represented by an input � , namely a multi-

dimensional array of data, such as an image, and a kernel or �lter  , a multidimensional array of

parameters tuned during the learning process. In general, these multidimensional arrays are tensors,

e.g. a two-dimensional image � and a two-dimensional kernel  . Therefore, usually convolution

is applied over more than one axis at a time. In the example of a two-dimensional image � with a

two-dimensional kernel  , the convolution of � and  is given by:

(� ∗  ) (8, 9) =
∑
U

∑
V

� (U, V) (8 − U, 9 − V), (2.6)

where we have a summation over each axis of our objects. It is important to note that also in this

case the commutative property, proper to classical mathematical convolution, holds and thus we

can write:

( ∗ � ) (8, 9) =
∑
U

∑
V

� (8 − U, 9 − V) (U, V). (2.7)

This is not the relation commonly used in convolutional neural networks and in their implementa-

tion [99, 42]. In fact, the convolution function described in Equation (2.7) is substituted with the

cross-correlation function:

(� ∗  ) (8, 9) =
∑
U

∑
V

� (8 + U, 9 + V) (U, V), (2.8)

that can be seen to be very close to Equation (2.7). Figure 2.3 provides a practical example of the

convolutional operation for a 2D image � with a 2D kernel  .

We now need to derive an operational formula to compute convolutional operation for 3D tensors

x, with shape (3W, 3� , 3� ), as usually happens when working with images. In this case, the �lter
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Figure 2.3: Schematic representation of the convolutional operation.

input image

or input feature map

output feature maps

Figure 2.4: Illustration of a single convolutional layer.

K is a 4D tensor, with size (3 W , 3 
�
, 3 in

�
, 3out
�

), where 3 W and 3 
�
are the width and height of

the kernel respectively; whilst 3 in
�
are the input channels, corresponding to those of x, and 3out

�

the number of �lters = we are using, representing thus the number of channels in the output.

Hence, let G (ℓ−1) ∈ R3
(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� be the input for the ℓ-th layer of a CNN, that corresponds to a

convolutional layer, and let  (ℓ) ∈ R3
 ,(ℓ )
W ×3 ,(ℓ )

�
×3 (ℓ−1)
�

×3 (ℓ )
� be the kernel for this convolutional layer.

Starting from Equation (2.8), if we convolve  (ℓ)
across G (ℓ−1)

(see Figure 2.4), we can derive the

following expression:

G
(ℓ)
8, 9,:

=

3
 ,(ℓ )
W∑
U=1

3
 ,(ℓ )
�∑
V=1

3
(ℓ−1)
�∑
<=1

G
(ℓ−1)
8+U−1, 9+V−1,< 

(ℓ)
U,V,<,:

, for : = 1, . . . , 3
(ℓ)
�
, (2.9)

noticing how the convolution operation is applied separately for each �lter  
(ℓ)
:,:,:,:

characterizing the

ℓ-th layer. The presence of −1 in the sub-indexes is due to the fact we are using 1 as the �rst index

for our arrays.

Since 3
 ,(ℓ)
W < 3

(ℓ−1)
W and 3

 ,(ℓ)
�

< 3
(ℓ−1)
�

, we have that the convolution kernel is overlapped on the

tensor G (ℓ−1)
. Therefore, if we apply convolution using Equation (2.9) this will be only applied locally

on G (ℓ−1)
on the portion of it in which the �lter window is placed. It is thus necessary to introduce a

parameter that controls the spatial movements (horizontally and vertically) in all possible positions

on G (ℓ−1)
. Usually, the kernel overlap starts at the upper-left corner of the input tensor and slides by

a certain number B of pixels at a time. This parameter B is called stride and is de�ning the number

of pixels by which we move to the right and then down. The previous formula (2.9) can thus be
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generalized by taking into account the stride [99]:

G
(ℓ)
8, 9,:

=

3
 ,(ℓ )
W∑
U=1

3
 ,(ℓ )
�∑
V=1

3
(ℓ−1)
�∑
<=1

G
(ℓ−1)
(8−1)×B+U,( 9−1)×B+V,< 

(ℓ)
U,V,<,:

+ 1 (ℓ) , for : = 1, . . . , 3
(ℓ)
�
, (2.10)

where b(ℓ) represents the bias vector. In this case, as it usually happens, we have used the same

stride B in both directions of motion, but in general, there could be a di�erent value for the height

and width components, (BW, B� ).
As pointed out before, we can then note how the convolution operation is applied separately for

each �lter  
(ℓ)
:,:,:,:

characterizing the ℓ-th layer. In this way, each �lter is creating a di�erent output,

that corresponds to a di�erent channel of x(ℓ) . The output of a convolutional layer is thus generating
a tensor with shape (3

(ℓ)
W , 3

(ℓ)
�

, 3
(ℓ)
�

), de�ned as [331, 334]:

3
(ℓ)
W =

3
(ℓ−1)
W − 3 ,(ℓ)W

BW
+ 1,

3
(ℓ)
�

=
3
(ℓ−1)
�

− 3 ,(ℓ)
�

B�
+ 1,

3
(ℓ)
�

= = ,

(2.11)

where each channel is also called feature map since it is supposed to contain some image features

characteristic to the kernel [42]. In these relations we have used, as mentioned above, di�erent

values of the stride for height and width, i.e BW and B� . Then, by analyzing the role played by BW
and B� in these expressions, we can deduce that they are parameters determining how much we are

reducing the dimensionality, i.e. a larger stride leads to smaller feature maps.

From the previous discussion, we derive that the described convolution operation computed using a

�lter has the bene�t of reducing the size of the input tensor, but is losing information about pixels

on the perimeter of the image
23
[334]. Hence, if we want to increase the size of the output and

save the information presented in the corners, we can use padding [331, 334]. This is a technique

that consists in adding extra rows and columns on the outer dimension of the images, basically

extending the area of an image in which a CNN processes. There is no rule de�ning the values to

append, but a common choice is represented by same or zero padding [99, 47], i.e. zeros are added

around the border of the input tensor (see Figure 2.5). However, adding padding to an image or in

general to a feature map allows for a more accurate analysis of these tensors.

Figure 2.5 provides a practical example of the use of padding inside the convolutional step, where

the dimensions of the output are bigger than the one of the input. We need now to derive some

expressions to determine the �nal shape of a tensor x(ℓ−1)
, once we apply the convolutional step

with padding. Let ?̃� and ?̃W be the number of columns and rows we are adding, in this case, the

output of convolution will have the following shape [331, 334]:

3
(ℓ)
W =

3
(ℓ−1)
W − 3 ,(ℓ)W + 2?̃W

BW
+ 1,

3
(ℓ)
�

=
3
(ℓ−1)
�

− 3 ,(ℓ)
�

+ 2?̃�

B�
+ 1,

3
(ℓ)
�

= = .

(2.12)

23
If we think about a pixel on the border of the image, it is immediate to understand how it is considered only when the

�lter has a side on the perimeter, but this does not happen so often.
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Figure 2.5: Example of application of the convolutional step using zero-padding with

?̃=1 and stride B=1.

Also in this case we have introduced two di�erent values for the padding for the height and width,

?̃� and ?̃W , but usually we have the same value of padding ?̃ in both directions of motion, i.e.

?̃ = ?̃� = ?̃W .

Convolution is characterized by the property of equivariance to translations [42, 99]. The following

proposition states that if the input is a�ected by a translation, then also the output of the convolution

is a�ected by the same translation.

Proposition 2.2.2 (Equivariance to translation [42]). Let 5conv be a convolution operation, x be the
input and )U,V the translation operation in the direction of the vector (U, V), de�ned by ()U,V ◦ x)8 9 =
G8−U,9−V . Convolution operation preserves translations, i.e.

5conv ()U,V ◦ x) = )U,V ◦ 5conv (x).

Hence, for example, considering time-series data, this property translates into producing a

timeline showing when di�erent features are present in the input. Similarly, with images, this

means that convolution produces a 2D map regarding the appearence of features in the picture.

From the previous discussion, we have seen that in a convolutional layer the product between

the input and the �lter is not describing the interaction between each input unit and each output

unit, but between only local portions. To be precise, in a traditional neural network the output is

computed using the formula (1.7), where every output interacts with every input through the weight

matrix, as can be seen in Figure 2.6 (a). A CNN is instead characterized by having sparse interactions
(also referred to as sparse connectivity or sparse weights) [99], i.e. when computing the output only a

portion of the input, the one identi�ed by the �lter, is involved in its calculation (see Figure 2.6 (b)).

In this way, we need to store fewer parameters, and hence the number of operations to compute the

output is also decreased. If we denote as =ℓ and =ℓ+1 the number of neurons in layers ℓ and ℓ + 1, and
we consider a kernel with 3 W = 3 

�
with 3 W < =ℓ , we are moving from $ (=ℓ × =ℓ+1) operations to

$ (3 W × =ℓ+1).
Another relevant property of CNNs is parameter sharing [99]. In a generic ANN, we have that

each element of the weight matrix, is used exactly once when computing the output of the

corresponding layer. In a CNN, weights are tied, since the weight value applied to one input is

linked to the value of a weight applied elsewhere. In fact, the same kernel is applied throughout the

image, in every position. In this way, convolution weights are shared between di�erent locations,

leading to the necessity to learn a set of parameters for multiple locations instead of learning a

separate set for every location. Also in this case, as consequence, we will have a reduction in the

number of parameters to store, $ (3 W × =ℓ+1).
From the previous discussion, it is easy to understand which is the role played by �lters in the

convolutional step and in general in the feature learning part: extract relevant features from an

input image, and in particular from the items depicted in it. To be precise, CNNs use the �rst
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(a) Generic ANN (b) Convolutional Neural Network

Figure 2.6: Comparison between interactions in a generic ANN and in a CNN, that is

characterized by sparse interactions.

convolutional layers to learn low-level features, i.e. minor details of the image such as lines or dots,

while the later layers will learn to recognize high-level features, i.e. detect common objects and

larger shapes in the picture. Figure 2.7 provides an example of a �lter for vertical edge detection.

Under each matrix (input, kernel, output) we have a representation of it in grayscale: values greater

than 0 give rise to a white zone, less than 0 to a black stripe, and when there are 0 columns we have

a gray zone. Hence, we want to detect the vertical line that separates the white and gray zone in

the input. Using that particular kernel matrix, we obtain in output a matrix with a white zone in

the middle, indicating the presence of the vertical line. In this case, it can be seen that the stripe

that detects the vertical edge is wide, but this is connected to the fact we have small matrices. If we

move to larger dimensions, this results in a more precise detection.

Figure 2.7: Example of a �lter to detect vertical edges.

It is important to point out that, in the implementation of a CNN, we are not placing in each layer

kernel matrices with some particular structure to detect a de�ned feature, but they are initialized

randomly or using a particular distribution and then �ne-tuned during backpropagation and the

training phase. A brief insight on the topic can be found in Section 2.2.8.

2.2.2 Nonlinearity Layer

As described in Section 1.3 for a general ANN, after the propagation function, here represented

by 5conv, a nonlinear function f is applied. In literature is also not uncommon to see the convolutional

layer combined with the nonlinearity layer, without having two separate layers [147].
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Given the output of the convolutional layer x(ℓ) and let f be the activation related to the nonlinear

layer ℓ + 1, we will obtain:

G (ℓ+1) = f (G (ℓ) ). (2.13)

In Section 1.2, a list of common choices can be found. However, it has been demonstrated that

ReLU [222], and in particular one of its variants Parametric Recti�ed Linear Unit (PReLU) [119]
(see Figure 2.8), with %'4!* = max{UG, G}, U ≤ 1, improve the performances of CNNs in the

context of image recognition. Obviously, also in this case, the choice of the activation function is

strictly correlated with the problem under consideration, so PReLu can be a good starting point, but

other choices should also be taken into account when developing a CNN.
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Figure 2.8: Plot of PReLu with U = 0.2.

2.2.3 Pooling Layer
Pooling function is a machine learning technique used to reduce the dimensionality of each

feature map by retaining the most important information and thus producing a summary of the

input [99, 42, 331, 178]. To understand the idea of pooling, we can start by considering a partition

of the domain of a function. Pooling determines the most representative value of the function on

that set, which is then substituted in place of function values on that partition. There exists several

ways to determine these most important values, such as maximum, average, and minimum, that we

are now going to brie�y describe. Following [42], we start by presenting the one-dimensional case

for simplicity, and then we extend everything to a multidimensional case.

Max-pooling

Let 6 : [U, V] → R be a continuous function de�ned on an interval [U, V], characterized by the

following uniform partition of # points:

U = @0 < @1 < · · · < @#−1 < @# = V.

The partition size de�ned as B̃ =
V−U
#

. If we denote with "8 = max

[@8−1,@8 ]
6(@), the maximum in each

sub-interval, we can de�ne the simple function

(̂# (@) =
#∑
8=1

"81[@8−1,@8 ) (@). (2.14)

The goal of max-pooling is thus approximating our function6(@) with the simple function (̂# (@) [341,
42].
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Min-pooling

Similar to max-pooling, we can de�ne a similar method by using the minimum value instead of

the maximum. Hence, we can consider<8 = min

[@8−1,@8 ]
6(@), and the simple function

B̂# (@) =
#∑
8=1

<81[@8−1,@8 ) (@). (2.15)

Hence, also in this case min-pooling represents the process of approximating our function 6(@) by
the simple function B̂# (@) [42].

Average-pooling

For average-pooling, we are considering the notion of average for a continuous function 6,

with 6 : [U, V] → R, de�ned on an interval with the same uniform partition introduced above.

The average of 6 on each sub-interval [@8−1, @8 ] is given by 6̄8 =
1

@8 − @8−1

∫ @8

@8−1

6(D)3D, thus we can

introduce a function �̂# , describing the average-pooling, as:

�̂# (@) =
#∑
8=1

6̄81[@8−1,@8 ) (@), (2.16)

with which we want to approximate 6(@) [42].

It is now needed a result that ensures that these pooling functions are good approximators for 6,

and is represented by the following theorem
24
[42].

Theorem 2.2.3 ([42]). Let 6 : [U, V] → R be a continuous function de�ned on the interval [U, V].
Then, the three sequences ((̂# )# , (B̂# )# , and (�̂# )# , whose terms are de�ned by Equation (2.14), Equa-
tion (2.15), and Equation (2.16) respectively, converge uniformly to 6 on the interval [U, V], as # → ∞.
More precise, we have that ∀n > 0, ∃ #̃ ≥ 1 such that

|(̂# (@) − 6(@) | < n, |B̂# (@) − 6(@) | < n, |�̂# (@) − 6(@) | < n, ∀@ ∈ [U, V], ∀# ≥ #̃ .

Pooling is then characterized also by the property of local translation invariance [42, 99], i.e.
approximately invariant to small translations of the input. This means that, if the input is translated

by a small amount, the values of the pooled outputs do not change, and thus we do care more

about whether some features are present instead of where they are. There exists a result
25
which

guarantees this property for pooling [42].

Proposition 2.2.4 (Translation invariance [42]). Let 6 : R→ R be a continuous function, 5pool be
a pooling function and )W the translation operator, de�ned as ()W ◦ 6) (@) = 6(@ − W). There exists a
partition of R such that:

5pool ()W ◦ 6) = 5pool (6),

for any small enough value of W .

24
The interested reader can �nd the proof of the theorem in Chapter 15 of [42].

25
Also in this case, we are not proving this result since is out of scope for this discussion. The complete proof of it can be

found in Chapter 15 of [42].
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Since convolution has the property of equivariance to translations (see Proposition 2.2.2), we

derive that pooling and convolution are two operations that are compatible and can be applied

together [42]. Hence, let 6 : R2 → R, we have:

5pool ◦ 5conv ()W,X ◦ 6) = 5pool ◦ 5conv (6),
5conv ◦ 5pool ()W,X ◦ 6) = 5conv ◦ 5pool (6).

(2.17)

We can now show how pooling can be extended to the multidimensional case [42]. Let now

6 : � → R be a continuous function de�ned on a compact � ⊂ R# , and consider a covering of �:

� =
⋃
8∈�

�̄8 ,

where �8 are open sets, �̄8 denotes the closure of �8 and � is an index set. Hence, the previous

pooling functions will now be rewritten as:

(̂# (@) =
∑
8∈�

"81�8 (@) with "8 = max

�̄8

6(@),

B̂# (@) =
∑
8∈�

<81�8 (@) with <8 = min

�̄8

6(@),

�̂# (@) =
∑
8∈�

6̄81�8 (@) with 6̄8 =
1

` (�8 )

∫
�̄8

6(@),

(2.18)

where ` (�8 ) represents the measure of the set �8 . Also in this case, there exists a result similar to

Theorem 2.2.3 ensuring that we are taking good approximators for our function 6 [42].

In our test case, we are considering tensors of size (3W, 3� , 3� ), hence, �xed a channel, we have to

consider a covering for each 3W × 3� tensor. More technically speaking, let a pooling layer, with

5
(ℓ)
pool

the related pooling function, be the ℓ-th layer in a CNN and let x(ℓ−1) ∈ R3
(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� be

the input for that layer, that represents the feature maps of layer ℓ − 1 (see Figure 2.9). Fixing a

channel : , for : = 1, . . . , 3
(ℓ−1)
�

, let {�8 : 8 ∈ � } be a cover for x(ℓ−1)
: : :

∈ R3
(ℓ−1)
W ×3 (ℓ−1)

� , i.e. the :-th

feature map of layer ℓ − 1. Note that we are considering the same cover for each channel of x(ℓ−1) ,
since each x(ℓ−1)

: : :
, : = 1 . . . , 3

(ℓ−1)
�

, has the same dimensions (3 (ℓ−1)
W , 3

(ℓ−1)
�

) and at the end each

feature map of layer ℓ should have the same size (3
(ℓ)
W , 3

(ℓ)
�

).

We now assume that each�8 is characterized by having the same rectangular shape of size 0W ×0� ,
and thus the same measure, ` (�8 ) = 0�0W, ∀8 ∈ � . It is important to point out that we are

not assuming that the elements of the covering are disjoint sets, therefore we need to de�ne a

“measure” of how distant two elements of the covering are in the two spatial directions, e.g. width

and height. We want thus to quantize by how many pixels to move to �nd the next rectangle.

This remembers the role of stride in convolution described in Section 2.2.1. For this reason, also in

pooling, this parameter is called stride26Intuitively the idea of pooling is presented by de�ning a

�xed window, similar to the �lter of the convolutional layer, that is slid through the tensor with a

step B = (BW, B� ) [47].. Since we have that 3 (ℓ−1)
�

≠ 3
(ℓ−1)
W , we need to introduce a stride in each

dimension BW and B� . There is not a default choice for these values, but it is easy to understand

that they satisfy this property:

BW ≤ 3 (ℓ−1)
W − 0W,

B� ≤ 3 (ℓ−1)
�

− 0� .
(2.19)
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feature maps

layer (ℓ − 1)
feature maps

layer ℓ

Figure 2.9: Illustration of a pooling layer.

Note that we are assuming that we have always the same stride in each dimension, i.e. the distance

between a subset �8 and the next one � 9 is always B� and BW in the directions of height and width

respectively
27
.

Setting a value for B, and B� , if we apply 5
(ℓ)
pool

to x(ℓ−1)
: : :

, we gain for each subset �8 :

x(ℓ)
: : : |�8

= 5
(ℓ)
pool |�8

(
x(ℓ−1)
: : : |�8

)
, ∀: = 1, . . . , 3

(ℓ−1)
�

. (2.20)

where 5pool |�8 is the pooling function applied to the subset �8 , x
(ℓ−1)
: : : |�8

is the :-th feature map of

layer ℓ − 1 restricted to the subset �8 , and x(ℓ)
: : : |�8

represents the element of the :-th feature map in

layer ℓ related to �8 . The �nal output of the pooling layer x(ℓ) can thus be computed as:

x(ℓ) = 5 (ℓ)
pool

(
x(ℓ−1)

)
, (2.21)

where x(ℓ) has size (3 (ℓ)
W , 3

(ℓ)
�
, 3

(ℓ)
�

) determined by:

3
(ℓ)
W =

3
(ℓ−1)
W − 0,
BW

+ 1,

3
(ℓ)
�

=
3
(ℓ−1)
�

− 0�
B�

+ 1,

3
(ℓ)
�

= 3
(ℓ−1)
�

,

(2.22)

Note that the function 5
(ℓ)
pool

is not applied globally to x(ℓ−1) but locally on each subset of the collection
covering each feature map, as described by Equation (2.20). Furthermore, it is also a function acting

independently on each channel of our tensor. Hence it is important to point out that pooling acts

independently on each feature map and, since is not characterized by the presence of weights, it is

not involved in backpropagation.

We should also consider a particular example of the one described, that is the case of an input tensor

26

27
We can set an order in the collection of subsets covering x(ℓ−1)

: : :
. First, we can de�ne the distance between two subsets

in a dimension —height or width—as the number of pixels that separate them. Then, given a subset�8 , the next subset in the

direction of the height is the one with the smaller distance from it, and the same for the width.
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Figure 2.10: Example of application of max-pooling on a squared domain.

that has 3� = 3W , as usually happens in the context of image recognition. Therefore, let x(ℓ−1) be a
tensor of size (3 (ℓ−1)

W , 3
(ℓ−1)
�

, 3
(ℓ−1)
�

). In this case, we cover each feature map x(ℓ−1)
: : :

using a partition

of it, i.e. with disjoint square open sets of shape (0& , 0& ):

x(ℓ−1)
: : :

=
⋃
8∈�

�̄8 with �81 ∩�82 = ∅, ∀81, 82 ∈ � , 81 ≠ 82. (2.23)

Since we are assuming that each �8 has the same measure, is a square, and is disjoint from the

others, we can conclude that the stride in each dimension is the same, i.e. B� = BW . We can then

compute the output of the pooling layer x(ℓ)
using Equation (2.20) with the partition described

before, as depicted in Figure 2.10, that is providing a practical example of max-pooling.

2.2.4 Fully Connected Layers
The last part of a CNN is responsible for the classi�cation of the image features that have been

captured during the feature learning part. Hence, the detected features are fed into a fully connected

FNN that drives the �nal decision, by grouping the information obtained, analyzing them, and at

the end providing a number identifying the class to which the input tensor belongs.

In practice, to be a suitable input for the fully connected FNN, the output of the feature learning

part, that is a tensor, needs to be �attened into a column vector, as depicted in Figure 2.1. Let

x(ℓ−1) ∈ R3
(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� be the input for the classi�cation part, we need to de�ne a function

5�atten, that converts x(ℓ−1) into a 1-dimensional array. A way to do it is to de�ne 5�atten as a linear

mapping between two spaces, R3
(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� and R3

(ℓ−1)
W ∗3 (ℓ−1)

�
∗3 (ℓ−1)
� , as:

5�atten : R3
(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� → R3

(ℓ−1)
W ∗3 (ℓ−1)

�
∗3 (ℓ−1)
� , (2.24)

that maps the (8, 9, :) component of x(ℓ−1)
in the<-th element of the output vector x(ℓ−1)

�at
, with

< = ( 9 − 1) ∗ 3 (ℓ−1)
W + 8 + (: − 1) ∗ (3 (ℓ−1)

W ∗ 3 (ℓ−1)
�

).
Once we have �atten the input vector obtaining x(ℓ−1)

�at
, this becomes the input for a fully connected

FNN, made of !̃ layers. The output of each layer is determined using Equation (1.12), where in this

case ReLU is usually used in the intermediate layers, whereas, to obtain the �nal output ŷ of the

CNN, a common choice for the activation function in the output layer is represented by the softmax
or normalized exponential function [99, 26]. Formally, given a vector u ∈ R= the softmax function is

de�ned as:

D̂8 = f (D8 ) =
4G? (D8 )
=∑
9=1

4G? (D 9 )
, for 8 = 1, . . . , =. (2.25)
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The application of this activation function is important because it normalizes all the vector compo-

nents, that at the end will be in the interval [0, 1]. In this way, each element of û is between 1 and 0,

but also the entire vector sums to 1, providing thus a valid probability distribution.

Hence, following the notation introduced in Section 1.3, we have:

ŷ = f (h(!+1) ) (2.26)

where ŷ and h(!+1)
belong to R=out . In this case, since we are solving a classi�cation task, =out

corresponds to the number of classes that composes our dataset D.

2.2.5 Equivalence Convolutional Layers and Fully Connected Layers

Intuitively, we can understand from the previous discussion that fully connected layers are a

special case of convolutional layers. For example, given a convolutional layer and an input tensor

of size 3 inW × 3 in
�
× 3 in

�
, the output is obtained by applying a �lter K, with shape 3 W×3 

�
×3 in

�
× 3out

�
,

to it, as described in Equation (2.10), and it will be a tensor of size 3outW × 3out
�

× 3out
�

. Hence, if we

consider the case in which 3 in
�

= 3out
�

= 1 and 3 inW = 3outW = 1, we are exactly in the case of a fully

connected layer. Therefore, to be more precise, we can establish an equivalence between these two

types of layers, namely a way of converting one into the other [202, 238]. Hence, to convert the ℓ-th

convolutional layer of a net into a fully connected layer, we need to transform its input G (ℓ−1)
into

a 1-dimensional array and its weight matrix, (ℓ)
, that corresponds to the kernel  (ℓ)

mentioned

before, into a 2-dimensional array. For the input tensor G (ℓ−1)
, this is simply done employing the

�atten function 5�atten, de�ned in Equation (2.24):

x(ℓ−1)
�at

= 5�atten (x(ℓ−1) ), with x(ℓ−1)
�at

∈ R3
(ℓ−1)
W ∗3 (ℓ−1)

�
∗3 (ℓ−1)
� , x(ℓ−1) ∈ R3

(ℓ−1)
W ×3 (ℓ−1)

�
×3 (ℓ−1)
� , (2.27)

that maps the (8, 9, :) element of x(ℓ−1) into the<-th element of x(ℓ−1)
�at

, where< = ( 9 − 1) ∗ 3 (ℓ−1)
W +

8 + (: − 1) ∗ (3 (ℓ−1)
W ∗ 3 (ℓ−1)

�
). For the weight matrix, we can de�ne a similar function 5,

�atten
:

5,
�atten

: R3
 ,(ℓ )
W ×3 ,(ℓ )

�
×3 (ℓ−1)
�

×3 (ℓ )
� → R3

 ,(ℓ )
W ∗3 (ℓ )

�
∗3

(ℓ−1)×3 (ℓ )
�

�

,
(ℓ)
�at

= 5,
�atten

(, (ℓ) ),
(2.28)

that maps the (8, 9, :, 2) element of, (ℓ)
into the (<,2) element of its �atten version,

(ℓ)
�at

, with<

de�ned as before.

For the other conversion, i.e. from a fully connected layer to a convolutional layer, we only need to

use the inverse of the function introduced. For example, 5tensor = 5
−1
�atten

is the function that maps a

1-dimensional array into a 3-dimensional tensor. In particular, it maps the<-th component of the

1-dimensional array into the (< − ( 9 − 1) ∗ 3 (ℓ−1)
W − (: − 1) ∗ (3 (ℓ−1)

W ∗ 3 (ℓ−1)
�

), 9, :) component of

the input tensor for the ℓ-th convolutional layer.

2.2.6 Backpropagation

As described in Section 1.5 for FNNs, after we have initialized the network we need to tune all

its parameters using Backward propagation to gain good performances. This can be applied also

for CNN, since this method remains valid till we have a network without recurrent connections

or loops, hence only with forward connections. As discussed in Section 1.5.2, an important role

is played by the loss function. In the context of multi-class or binary classi�cation problems, a
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common choice is represented by the Cross-Entropy Loss [99, 305], de�ned in Equation (1.18) for

two-classes problems. Hence, a general expression is given by [329]:

L(., .̂ ) = − 1

=train

=train∑
8=1

=out∑
9=1

~89 log(~̂89 ), (2.29)

where =out is the number of categories in Dtrain; y89 has value 0 or 1, indicating whether the class
label 9 is the correct classi�cation label or not for y8 and same for ŷ89 , where 1 represents that

the prediction for the 8-th sample corresponds to the 9-th category. Note that in this case we are

summing also on the classes ofDtrain for each training example. It is also important to highlight that

the vectors {ŷ8 }=train
8=1

used in the computation of the loss should have been normalized between 0 and

1, i.e. should have been passed to the softmax function. Hence, if in the last layer the normalized

exponential function is not present, to compute the loss function L, we need to introduce this

activation function [329], obtaining:

L(., .̂ ) = − 1

=train

=train∑
8=1

=out∑
9=1

~89 log

(
exp(~̂89 )∑=out

<=1
exp(~̂8<)

)
. (2.30)

2.2.7 Testing Phase
As introduced in Section 1.5.9, the testing phase is a fundamental step in the model development

process. In the classi�cation context, the error is not measured through the typical loss function.

Since we have to deal with =class possible outputs, we have to introduce a performance metric able

to take into account the correctness of the prediction for the CNN, namely the confusion matrix [112,

314]. It is constructed based on the expected and predicted outputs from our model, where on the

rows there are the target classes in the data set and on the columns the corresponding predicted

output classes. Based on the values contained in that matrix, we can de�ne Average Precision

(AP) [83, 265], a popular metric in measuring the accuracy of CNNs and object detectors. In order

to understand its de�nition we need to introduce the notions of precision and recall [228, 102, 37,
191]. Precision is the fraction of relevant instances among the retrieved instances, hence it measures

the ability of a system to present only relevant items. Recall, on the other hand, is the fraction

of relevant instances that have been retrieved over the total amount of relevant instances, i.e. it

measures the ability of a system to present all relevant items. In machine learning and statistics, we

usually introduce the notions of true positive, true negative, false positive, and false negative [314,

112] to explain these concepts. True positive (TP) is a model outcome that correctly indicates the

presence of a condition or characteristic, whereas false positive (FP) is a test result that wrongly
indicates that a particular condition or attribute is present, hence providing an incorrect prediction.

Similarly, we have a true negative (TN), when the output of the model correctly indicates the absence

of a condition or characteristic. On the other hand, a false negative (FN) is a model outcome that

incorrectly indicates the absence of a condition or an attribute. In this way, precision can be de�ned

as the percentage of predictions that are correct and recall as the accuracy of the model in �nding

all the positives:

% = %A428B8>= =
)%

)% + �% ,

' = '420;; =
)%

)% + �# .
(2.31)

Starting from this, we can express precision as a function of recall and plot his graph. A popular

measure that represents a summary of this precision-recall curve, is the AP. In practice, it is de�ned
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as the average value of % (') over the entire interval from the recall value 0 to 1, i.e. the area under

the precision-recall curve [292]:

�% =

∫
1

0

% (')3', with 0 ≤ �% ≤ 1, (2.32)

that in practice becomes the following �nite sum:

�% =

=∑
8=1

%8Δ'8 =
=∑
8=1

%8 ('8 − '8−1), (2.33)

where Δ'8 represents the change in recall from 8 − 1 and 8 and = is the number of predictions made.

By taking the mean of the APs computed over all the classes in the dataset we obtain the metric

commonly used to evaluate the performance of a CNN and an object detector, the Mean Average

Precision (mAP) [83, 282]:

<�% =
1

=class

=class∑
9=1

�% 9 , 0 ≤ <�% ≤ 1, (2.34)

where =class is the total number of categories. Usually, the mAP value is then multiplied by 100 to

obtain the percentage of accuracy for all the classes of the dataset.

Starting from recall, another performance metric can be de�ned: top-k accuracy [169, 193]. It

computes the number of times the correct label is predicted among the top k labels, ranked by

probability prediction scores. Therefore, the outputs of the softmax function, i.e. the last layer

of a CNN, are ordered based on their con�dence score, and only the top : values are taken into

consideration. Top-: accuracy is thus evaluating how often the predicted class falls in the top :

values. In particular, when : = 1, namely when we consider the top-1 accuracy, we are extracting

only the maximum value out from the �nal outputs of the CNN and hence measuring the proportion

of examples for which the predicted label matches the target one. Therefore, top-1 accuracy can

provide a measure of how much the model can generalize what has been learned from the training

dataset, whereas top-: accuracy gives an insight into the need for an additional �ne-tuning of the

CNN parameters.

2.2.8 CNN Initialization
In Section 1.6, we have discussed several parameter initialization strategies, that can be applied

also to CNNs. Hence, after we have constructed a CNN we can initialize from scratch all the

parameters using those methodologies. In this case, a common and highly e�ective approach is

to use pretrained weights [47], obtaining thus a pretrained network. This is meaning that we are

not using weights initialized following some rules and distributions, e.g. Kaiming He, random,

but we are using the weights obtained by training previously that network on a large dataset,

such as ImageNet
28
[167], typically solving a large-scale classi�cation task. This technique that

exploits those pretrained weights to initialize weights in a new classi�cation task is called Feature
Learning [232, 283, 99]. The idea behind this method is thus of employing what has been learned in

one setting. i.e. to solve a task, to improve generalization in another setting, namely for a di�erent

task that is sharing some relevant features with the previous one. For example, in a classi�cation

environment, we may want to classify cats and dogs and then use this knowledge acquired to

distinguish between ants and wasps. This is very e�ective since many visual categories share

28
Refer also to Section 2.3.1 for a brief description of Imagenet.
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low-level notions of edges and visual shapes, changes in lightning, the e�ect of geometric changes,

and so on. For this reason, typically, only convolutional layers in the feature learning part use

pretrained weights. The classi�er part, as well as the entire network, is then trained starting from

this initialization. The reason for this choice is that the representations learned by the convolutional

layers are more generic and thus more reusable, whereas the ones learned by the classi�er are

necessarily speci�c and connected to the set of classes composing the dataset used for training.

These layers indeed contain only information about the presence probability of a category in the

picture, and not about the localization of it [47].

Pretraining [78] is an approach very similar to the one presented for transfer learning. The main

di�erence lies in the fact that in the latter the network architectures must be transferred as well as

the weights. Pretraining, on the other hand, enables the initialization of weights using big datasets,

while still enabling �exibility in network architecture design. In this case, pretrained weights can

thus be generated using a di�erent architecture with respect to the one in which we are then loading

them.

2.3 Image Recognition

In the previous section, we have introduced and explained the notion of CNNs, giving importance

to the application in the context of image recognition, since is the one we are interested in. Image

recognition is thus the task of identifying objects of interest within an image and recognizing which

category they belong to. CNNs represent then the algorithms that solve this problem. In this section,

we are going to review some of the datasets that are used in literature to test and train CNNs, but

also some of the architectures that have been developed in this �eld.

2.3.1 Datasets
When choosing a dataset to train and test a CNN there are basically two choices that can be

followed: create a custom dataset or use one freely available online, commonly used for machine

learning research. In the �rst case, the experiments are strictly connected with a particular problem

we may have, in the second one, the choice of using a dataset of this type could be connected with

the will to compare the results of our network with the one already present in the literature.

For the benchmark databases, there are plenty of datasets that can be used for this purpose [329].

A �rst example is represented by MNIST database of handwritten digits [170, 175] from the

National Institute of Standards and Technology (NIST). It contains 60, 000 training images and

10, 000 testing images, with shape (28, 28, 1), created by re-mixing samples from NIST’s original

datasets [107]. In Figure 2.11 we can see some examples of samples from theMNIST. Other commonly

used databases are represented by CIFAR-10 and CIFAR-100 datasets [166], collected by Alex

Krizhevsky, Vinod Nair, and Geo�rey Hinton, from the Canadian Institute For Advanced Research.

They contain 60, 000 32 × 32 color images divided in 10 and 100 di�erent classes respectively,

with 50, 000 training pictures and 10, 000 testing pictures. Figure 2.12 (a) provides an example of

samples extracted from all the categories in CIFAR-10, whereas Figure 2.12 (b) represents another

dataset commonly employed in the �eld of computer vision: ImageNet [68, 265]. It deals with the

object recognition task, which, as pointed out in [265], encompasses not only the problem of image

classi�cation but also of object detection, which will be the topic of Section 2.4. The ImageNet

dataset represents the backbone of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
and is organized accordingly to the WordNet hierarchy [214], a lexical database that establishes

semantic relations between words in more than 200 languages. It is a very large visual database

since it contains more than 14 million hand-annotated images divided into 20, 000 categories and

for at least one million of them, object detection annotations are also provided.
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Figure 2.11: Samples from the MNIST Dataset. Image from Yann LeCun, Corinna

Cortes, Christopher J.C. Burges, http://yann.lecun.com/exdb/mnist/.

(a) CIFAR-10 Dataset (b) ImageNet Dataset

Figure 2.12: CIFAR-10 and Imagenet Datasets. On the left, (a) presents a complete list of

all the classes that compose CIFAR-10 and an example of 10 random pictures for each

category. (Source: https://www.cs.toronto.edu/ kriz/cifar.html.) On the right, (b) depicts

some random samples from the validation set of the ImageNet Dataset. (Source: original

paper [265].)

In both cases, whether we are using custom data or a benchmark dataset, data should be formatted in

a proper way [47, 331] to be fed into a CNN. Therefore, after data collection, we need to preprocess

images by converting them into a grid of pixels (usually with the RGB format) and then into

�oating-point tensors. It is also common to normalize data following a certain mean ˆ̀ and standard

deviation f̂ , using for example the standard score normalization or z-normalization [331]. Hence,

given an input image x(0) , each value is replaced with the I-score:

G̃
(0)
8

=
G
(0)
8

− ˆ̀

f̂
,

leading to a new tensor x̃(0) with zero mean and standard deviation 1.

It is widely accepted that bigger datasets result in better Deep Learning models [295, 109, 285]. When

using a custom dataset, we may however have few samples to learn from, rendering it ine�ective to

train a model that can generalize to new data [47]. In many scenarios, such as medicine, it is tough
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and expensive to obtain data and then label it. Therefore, it becomes increasingly important to

augment training data arti�cially via several random transformations that yield believable-looking

images. Data augmentation [203, 47, 285, 99] represents thus this approach of generating more

training data from existing training samples. There exist several techniques that can be employed

for this purpose [285], e.g. geometric transformations, color space transformations, kernel �lters,

random erasing, GAN-based augmentation.

The class of augmentations based on geometric transformations is characterized by their ease of

implementation. They include techniques such as �ipping, rotation, cropping, and translations,

that can avoid positional bias in the data. Color space and kernel �lter transformations, such as

color augmentations, isolation of one color channel, change of the brightness of the image, use of

grayscale images, blur and noise addition, can then help CNNs to learn more robust features close

to real-life examples. All these methods start thus from the color histogram related to a picture and

manipulate it by applying �lters changing the color space characteristics of the image.

Random erasing [340] is an interesting Data Augmentation technique developed to face the problem

of occlusion, i.e. when some parts of the object are unclear. Hence, a picture is manipulated

to guarantee that a network pays attention to the entire image, rather than just a subset of it.

Technically speaking, it is performed by randomly selecting a patch of an image and masking it

with either value equal to 0 or 255, mean pixel values, or random values.

New data can also be created using another neural network. This is the approach carried out by

Generative Modeling and in particular by Generative Adversarial Networks (GANs) [100, 34, 99].

The GAN model architecture involves two sub-models, that can be multilayer perceptron networks

or also CNNs: a generator model for generating new plausible examples for the problem domain

and a discriminator model for classifying whether generated examples are real, from the domain, or

fake, generated by the generator model. The discriminator model is particularly useful during the

training process to understand how close are generated picture to the real one. Hence, after the

training process, it is discarded, since only the generator is then used to create new samples. In this

way, GANs are thus able to unlock additional information from a dataset by constructing arti�cial

instances that retain similar characteristics to the original set.

2.3.2 CNN Architectures for Image Recognition

Over the last 30 years, several CNN architectures have been presented [5, 6, 156, 315] to tackle the

problem of image recognition. It is widely recognized that the �rst CNN that has been proposed was

LeNet, invented by LeCun, Boser, Denker, Henderson, Howard, Hubbard, and Jackel, in 1989 [170]

and further made popular with the work [175]. The success of LeNet opened the way to the birth

of great interest in CNNs and their potentiality. In particular, the ImageNet Large Scale Visual

Recognition Challenge (ILSVRC) [265] attracted a large number of researchers aiming to solve the

classi�cation task connected with the benchmark dataset Imagenet, leading to a development of a

great number of CNNs. In this section, we will thus brie�y discuss some of these models [156, 315],

starting from the pioneer one: LeNet.

LeNet LeNet-5 [170, 171, 175, 174] is known for its ability to classify and recognize digits, handling

a variety of di�erent problems connected with digits, such as variances in position and scale, rotation

and squeezing. The introduction of that network is strictly connected with that of the MNIST

database [171], which was the standard benchmark in the digit recognition �eld. Although the

development of LeNet-5 means the emergence of CNNs, this model was not so popular in the 1990s

because of the lack of hardware equipment, especially GPUs [334].

As depicted in Figure 2.13, it consists of two pairs of Convolutional and Pooling Layers, followed by

two fully connected layers and a Gaussian connection layer for classi�cation. A Gaussian connection
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is simply a fully connected layer, characterized by using a Euclidean Radial basis function (RBF)

as an activation function to provide the �nal output of the network. The structure of LeNet was

able to overcome the main limitations of traditional multilayered fully connected neural networks,

that considered each image pixel as a separate input, in which applying some transformation [87].

LeNet, instead, was the �rst net able to learn features from raw pixels automatically by considering

them correlated to the other neighboring pixels. The introduction of convolution with learnable

parameters represents also an e�ective way to extract object features at multiple locations with few

parameters.

Figure 2.13: Architecture of LeNet-5, original picture taken from [171].

AlexNet AlexNet [167, 156] was designed by Alex Krizhevsky in collaboration with Ilya Sutskever

and Geo�rey Hinton in 2012. While LeNet starts the era of CNNs for digit recognition, AlexNet

showed groundbreaking results for image classi�cation and recognition tasks connected with a

huge dataset as ImageNet [68, 265]. These impressive performances on this database have created a

growing interest in using ImageNet for testing new architectures, leading then also to a competition,

ILSVRC, for developing the best CNNs for the task of image recognition trained and tested on

ImageNet

Figure 2.14 illustrates the basic design of AlexNet. It is characterized by eight layers, where the �rst

�ve are convolutional layers, with some of them followed by max-pooling layers, and the last three

are fully connected layers. As an activation function, ReLU is employed, due to its non-saturating

property that improves the convergence rate by alleviating the problem of vanishing gradients [222,

132]. The increase in depth and the use of several parameter optimization strategies then improve

the generalization for di�erent resolutions of images and its learning ability.

VGGNet Simplicity is a world that characterizes the CNN introduced by Simonyan and Zisserman

in 2014, called VGG [289], from the name of their research group Visual Geometry Group. Even if it

was not the winner of the ImageNet competition of that year, that was GoogleNet, it has introduced

important features to the architecture of a CNN, that opened the path for the creation of ResNet,

winner of the ILSVRC 2015. VGG explores deeper structure (11, 13, 16, or 19 weight layers
29
) with

simpler layers than the CNNs developed up to that point. Zeiler and Fergus in 2013 suggested that

small size �lters can improve the performance of CNNs, proposing a CNN called ZfNet [333]. Hence,

based on these �ndings, VGG replaced the 11 × 11 and 5 × 5 �lters with a 3 × 3 convolutional layer

followed by a 2 × 2 pooling layer [315, 156]. The use of smaller size �lters reduces the number of

29
The total number of layers having tunable parameters is 11, 13, 16, or 19 of which the �rst are convolutional layers and

the last 3 are fully connected layers. Max-pooling layers or in general pooling layers do not have weights to tune and thus

are not used in the backpropagation phase, as discussed in Section 2.2.3.
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Figure 2.14: Architecture of AlexNet, original picture taken from [167].

weights, thus providing an additional bene�t of low computational complexity. Despite this, VGG

is characterized by having a huge number of parameters, e.g. 138 million in the case of VGG-19,

representing its main limitation by making it computationally expensive and di�cult to deploy on

low resource systems.

As described in Figure 2.15, several con�gurations for VGGNet were presented in [289], that

di�er from each other in depth, i.e. from the number of weights layers. The main structure of

VGGNets is hence characterized by having the feature learning part composed of a certain number

of convolutional layers coupled with ReLU function and followed by a max-pooling layer and at the

end 3 fully-connected layers with softmax as the output function.

ResNet Residual Net (ResNet) [118, 156, 315] explores the idea introduced by VGG: use a deeper

structure with simple layers. Increasing only the number of layers of a CNN, gaining thus a deep

network, is not su�cient, because it leads to worse results for the training and testing phases. In

fact, using deeper plain networks increases the occurrence of the problem of vanishing/exploding

gradients. The main breakthrough ResNet introduces to solve this kind of problem lies indeed in

Residual Blocks (see Figure 2.16), which is composed of a certain number of convolutional layers and

a skip/shortcut connection from the input to the output of the block. The idea behind this method is

that the input x of a certain layer can be passed to the component some layers later either following

the traditional path which involves convolutional layers and ReLU transform succession or going

through an express way that directly passes x there. The �nal outcome xout is thus determined

by [120]:

xout = F (x) + x, (2.35)

where F represents the composition of the several layers of the Residual Block. It is easy to notice

that, if we are facing the problem of vanishing gradients in the convolutional layers, we now always

still have the identity x to transfer back to earlier layers.

Figure 2.16 (b) proposes a variant of the residual block, Bottleneck Residual Block, that utilises 1 × 1

convolutions to create a bottleneck. Hence, a 1 × 1 convolutional layer is added to the start and

end of the block. The use of a bottleneck is thus increasing the number of layers but on the other

hand, it reduces the number of parameters and matrix multiplications, while not degrading the

performance of the network [120].
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Figure 2.15: Di�erent VGG con�gurations as presented in the original paper [289]. The

depth of the nets increases as we move from left to right, i.e. from (A) to (E), since more

layers (the bold ones) are added. The ReLU function is not mentioned for brevity but is

added after each convolutional layer.

A comparison between several ResNet architectures, as proposed in the original paper [118], is

described in Figure 2.17. As can be seen, the basic structure is characterized by the feature learning

part, composed of a convolutional layer, a max-pooling layer, and then four residual or bottleneck

blocks, followed by the classi�cation part with an average pooling and a fully-connected layer. It is

also useful to point out that the di�erence between the �rst two networks in Figure 2.17 and the

others is the presence of the bottleneck blocks, which leads to deeper networks.

GoogleNet GoogleNet [299], known also as Inception-V1, was the winner of the ILSVRC com-

petition in 2014. Figure 2.18 provides a schematic representation of its architecture, as presented

in [299]. It can be noticed that conventional convolutional layers are substituted by inception blocks.
Inception module, depicted in Figure 2.19, performs max-pooling and convolutions on the input

arriving from the previous layer, with 3 di�erent sizes of kernels or �lters, speci�cally 1 × 1, 3 × 3,

and 5 × 5. Hence, it encapsulates �lters of di�erent sizes in order to capture spatial information at

di�erent scales, i.e. at �ne and coarse grain levels. The basic idea under the inception block can be

summarized as split, transform, and merge, three operations that help in learning diverse types of

variations present in the same category of images having di�erent resolutions.

Then, to regulate the computations connected with bigger kernels, a bottleneck layer of 1 × 1

convolutional �lter is also added before employing large-size kernels or after the pooling layer.

Even if this lowers the number of parameters, it also drastically reduces the feature space in the

next layer, leading sometimes to the loss of useful information [156]. The connection’s density

was also reduced by using a global average pooling layer, that takes a feature map of 7 × 7 and

averages it to 1× 1, decreasing the number of associated trainable parameters to 0. In this way, these
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Figure 2.16: The basic residual block (left) and the proposed bottleneck design (right).

Source: original paper [118].

Figure 2.17: The overall architecture for all ResNets, as presented in the original

paper [118].

parameter tunings are causing a signi�cant decrease in the number of weights from 138 million (as

for VGG-19) to 4 million. Then, at the end of the architecture, there is the classi�cation part, made

of two fully-connected layers followed by the softmax classi�cation function.

To regularise and prevent over�tting, the authors have also added an additional component, known

as an Auxiliary Classi�er. They essentially applied softmax to the outputs of two of the inception

modules and computed an auxiliary loss over the same labels. As can be deduced, auxiliary classi�ers

are only utilized during training and then removed during inference. Hence, for training purposes,

the total loss function is a weighted sum of the auxiliary loss and the real loss.

Inception Network In the improvement and development of CNNs, the inception network repre-

sents an important milestone. Compared to traditional CNNs, which just stacked convolution layers

deeper and deeper, its complex and heavily engineered structure was able to push performance,

both in terms of speed and accuracy. Several versions were created from the �rst one, GoogleNet:

Inception-V2 and -V3 [301], Inception-V4 and Inception-ResNet [298], where each version is an

iterative improvement over the previous one. The presence of large �lters, as 5 × 5 in the classical

inception module, causes the input dimension to decrease by a large margin, leading to a possible

loss in accuracy. For this reason, in Inception-V2 [301], the 5 × 5 convolution is replaced with 3 × 3

kernels, as described in Figure 2.20 (a). Another change introduced is factorization: the conversion
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Figure 2.18: GoogleNet architecture [299].

Figure 2.19: Basic architecture of the inception block [156].

of 3 × 3 �lters into an asymmetric convolution 1 × 3 followed by a 3 × 1 convolution, that has been

proven to reduce computational complexity of 33% [301] (see Figure 2.20 (b)). Then, in order to

avoid too deeper modules with an excessive reduction in dimensions and thus loss of information,

the �lter banks were expanded, making the block wider instead of deeper (see Figure 2.20 (c)). The

above three principles were thus used to build three di�erent types of inception modules: A, B, and

C, described in Figure 2.20. Hence, the overall schema for Inception-V2 is summarized in Figure 2.21,

where the �rst layers of the net are referred to in [301] as the stem of the architecture, composed of

three convolutional layers, a max-pooling layer, and other three convolutional layers.

Inception-V3 [301] represents an evolution of the previous version: it incorporates all of the upgrades

of Inception-V2 but with some modi�cations. RMSprop [309, 42] was introduced as an optimizer,

whereas, in the auxiliary classi�ers, batch normalization or dropout is used to let the auxiliary loss

have a bigger contribution.

Inception-V4 was introduced in combination with Inception-ResNet in 2016 [298]. It distinguishes

itself from Inception-V3 for a more uniform structure, characterized by many di�erent inception
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a) Inception module A b) Inception module B

c) Inception module C d) Reduction Block

Figure 2.20: Modi�cations of the inception module in Inception-V2 and Inception-V3 (a, b and c)

and structure of the reduction block (d), as presented in [301, 298].

modules
30
, indicated in Figure 2.22 (a) with A, B and C. Each of these inception blocks combines

the same features presented in the previous version (Figure 2.20) using, in each of it, di�erent size

�lters and sequences of layers. At the beginning, before these blocks, there is also an initial set

of layers, called the stem layer, with a similar structure to the one in Inception-V2. Inception-V4

introduced then specialized Reduction Blocks for the purpose of e�cient size reduction of the feature

maps by changing their width and height. In this way, the grid size is reduced e�ciently whilst

the activation dimension of the network �lters is expanded. As depicted in Figure 2.20 (d), these

modules are composed of two parallel blocks of convolution and pooling later concatenated.

In [298], it is explored also the possibility of using residual networks on the Inception model by

proposing two sub-versions of Inception ResNet: Inception-ResNet V1 and Inception-ResNet V2.

Hence, these CNNs are characterized by the presence of an Inception-ResNet module, compu-

30
Since the purpose of this Section is to o�er an overview of commonly used CNN architectures, we are not going to

provide all the details about the structure of these inception modules, the stem, and the reduction layers, both for Inception-V4

and for Inception-ResNet. The interesting reader can refer to the original paper [298].
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Figure 2.21: Overall schema for Inception-V2, as described in [298].

tationally less expensive than the original Inception blocks used in Inception V4 [298]. In each

Inception-ResNet block, the pooling operation is replaced in favor of the residual connections (the

identity mapping). Then, to ensure that the residual addition operation is feasible and thus that

the input and output after convolution have the same dimensions, a 1 × 1 convolution is inserted

to match the depth after the original convolution block operation. Pooling operations are not

deleted at all from the CNN: they can still be found in the reduction blocks, that are similar to those

introduced for Inception-V4. These two CNNs present a similar structure apart from the stem block:

in Inception-ResNet V2 is the same as Inception-V4, while the one in Inception-ResNet V1 is close

to the one in Inception-V3.

MobileNet MobileNet [138, 271] is TensorFlows �rst mobile computer vision model open-sourced

by Google, designed speci�cally to be used in mobile applications. It is characterized by the use of

depthwise separable convolutions, which signi�cantly reduces the number of parameters resulting in

lightweight deep neural networks. A depthwise separable convolution is made from two operations:

a depthwise convolution, and a pointwise convolution. This type of convolution originated from the

idea of spatial separable convolution, namely a �lters depth and spatial dimension can be separated.

Hence, given a 2-D �lter matrix, it can be rewritten as the scalar product between two vectors:

 = u1 · u2 = u1u)2 , with  ∈ R3 W×3 
� , u1 ∈ R3

 
W×1, u2 ∈ R3

 
�
×1. (2.36)

It is easy to understand that this operation is reducing the number of parameters needed: we go

from 3 W ∗ 3 
�
to 3 W + 3 

�
. However, this operation can be employed only if the kernel matrix can

be separated into two smaller kernels, applied sequentially, but this is not always true. For this

reason, depthwise separable convolutions were introduced to deal also with �lters that cannot be

factorized and to take into account also their depth, i.e. the number of channels. Similar to the

spatial separable convolution, a depthwise separable convolution splits a kernel into two separate

kernels that do two convolutions: the depthwise convolution and the pointwise convolution. In

the �rst part, depthwise convolution, we apply to the input image x, with shape (3 inW, 3 in
�
, 3 in
�
), a

convolution operation without changing its depth. Hence, we are applying to the input 3 in
�
�lters of

size 3 W × 3 
�
× 1, where 3 in

�
represents the number of channels in the input and in this case also in

the output. After this, there is the pointwise convolution, which aims at increasing the number of

channels in the previous feature maps. It is so named because it uses a 1 × 1 kernel, or a kernel that

iterates through every single point. Therefore, here we are using 3out
�

kernel matrices, with shape

1 × 1 × 3 in
�
, to get the �nal output.

We can understand the bene�t of this factorization by calculating the number of multiplications

needed for the original and this new convolution. In the standard case, given a �lter of dimension
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Figure 2.22: Overall schema for Inception-V4 (a) and for Inception-ResNet (b), as presented

in [298].

3 W ×3 
�
×3 in

�
×3out

�
, it moves 3outW ∗3out

�
times through the input. Hence, the computational cost of

this operation is:

3 W ∗ 3 � ∗ 3 in� ∗ 3out� ∗ 3outW ∗ 3out� ,

where 3outW and 3out
�

are the width and height of the output feature maps respectively. Whereas, in

the same setting, with above operations the computational cost is:

3 W ∗ 3 � ∗ 3 in� ∗ 1 ∗ 3outW ∗ 3out� + 1 ∗ 1 ∗ 3 in� ∗ 3out� ∗ 3outW ∗ 3out� ,

where the �rst addendum takes care of the multiplication in the depthwise convolution, whilst the

second of the pointwise convolution. The main di�erence between these two convolutions lies thus

in the fact that the classical one is transforming the input 3out
�

times, whereas depthwise separable

is transforming it once in the depthwise step and elongating it to 3out
�

channels in the pointwise

part, leading to save computational power. The computation reduction is indeed:

3 W ∗ 3 
�
∗ 3 in

�
∗ 1 ∗ 3outW ∗ 3out

�
+ 1 ∗ 1 ∗ 3 in

�
∗ 3out

�
∗ 3outW ∗ 3out

�

3 W ∗ 3 
�
∗ 3 in

�
∗ 3out

�
∗ 3outW ∗ 3out

�

=
1

3out
�

+ 1

3 W ∗ 3 
�

.

Figure 2.23 summarizes the overall architecture ofMobileNet, whereConv dw indicates the depthwise

convolution and Conv the classical one. It is also important to point out that Batch Normalization

and ReLU are applied after each convolution.

Shu�leNet Shu�eNet [335, 201] was proposed and designed by Face++ team for mobile devices

with limited computing power. In this architecture, the commonly used pointwise convolutions,
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Figure 2.23: Architecture of MobileNet. Source: original paper [138].

namely convolution with 1 × 1 kernel matrices, are substituted by pointwise group convolutions,

mitigated using a channel shu�e operation to reduce computation costs. Group convolution is a

generalization of the aforementioned depthwise convolution, where we are not imposing having the

same number of input and output channels. In fact, in this case, the input feature maps are divided

into two or more groups in the channel dimension, and then convolution is performed separately on

each group, as depicted in Figure 2.24. In a group-wise convolution, the input and output channels

are thus not the same, because the number of output channels for each group does not have to equal

the number of input channels in the group. In this way, since the weights are not shared between

the groups and each convolution �lter works on fewer input channels than before, the number of

parameters needed is reduced. This kind of operation presents a side e�ect. Each feature map in the

output derives from only a fraction of the inputs, without having interactions with other groups,

limiting thus the networks ability to learn interesting things. In order to solve this problem, channel
shu�ing is introduced. Hence, as described in Figure 2.24, after performing grouped convolution,

the output feature maps are rearranged along the channels dimension through the channel shu�e

operation.

Starting from this, the basic building block of Shu�eNet is constructed. It is characterized by the

presence of 1 × 1 bottleneck grouped convolution layer followed by channel shu�e. Then, there is

a 3 × 3 depthwise convolution layer with batchnorm, where ReLU is dropped. The �nal layer of the

block is composed of another 1 × 1 grouped convolution operation, which is used to expand the

number of channels again in order to match the channels of the input. This is fundamental because

the Shu�eNet block is characterized also by the presence of a residual connection.

The full architecture then starts with a regular 3 × 3 convolution with stride 2 followed by max

pooling. Then there are three stages, each with 4 or 8 Shu�eNet blocks. In the end, there is global
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Figure 2.24: Representation of channel shu�e with group convolution: original paper [335].

average pooling and a fully-connected layer that does the classi�cation. There exists also another

version of this net, Shu�eNet V2 [201], where an analysis on grouped convolution is performed. To

have a lite model, the group convolutions are substituted with a new channel split operation, which

sends half the channels through the residual branch, i.e. leaving them unchanged, and the other half

through the Shu�eNet block branch. In the end, the outputs of these two groups are not summed as

before but concatenated. The overall architecture of Shu�eNet V2 remains the same as the previous

version, changing only the structure of the building blocks, leading to less computational e�ort.

SqueezeNet SqueezeNet [141] was one of the �rst designed lite models, able to achieve great

performances: it has ImageNet accuracy similar to AlexNet, but with 50 times fewer parameters.

Also in this case, the basic idea of this net is to substitute convolution layers with large kernels,

common in CNNs, with small �lters, such as 1 × 1 and 3 × 3. In order to obtain parameter reduction

in the network, a �re module is introduced as the building block of the CNN. Figure 2.25 summarizes

Figure 2.25: Organization of convolution �lters in the Fire module, as presented in the original

paper [141].
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the fundamental operations of the �re module. Firstly, there is a squeeze layer, that consists of
a 1 × 1 convolutional layer reducing the number of channels. The role of this layer is thus that

of compressing data by reducing the number of parameters. This is then followed by an expand
block composed of two parallel convolution layers: one with a 1 × 1 kernel, the other with a 3 × 3

kernel. The outputs of these two groups of layers are concatenated, leading thus to an increase in

the number of channels again.

The overall architecture of SqueezeNet is then characterized by having convolutional and max-

pooling layers at the beginning, followed by eight �re modules in succession, sometimes with

max-pooling layers between them. The interesting feature of this net is that classi�cation is not

performed through fully-connected layers, but employing a convolution layer followed by global

average pooling. A variant of SqueezeNet is represented by SqueezeNext [91]. The architectural
improvements introduced are connected with the �re module. Now there is the introduction of

the residual connection and there are two squeeze layers for the aim of channel reduction. After

these bottlenecks, there is no longer a 3 × 3 convolution, that has been split up into two smaller

convolutions, 3× 1 and 1× 3, to decrease again the number of parameters needed. This new module

is thus decreasing, as pointed out, the number of channels, and thus of parameters, increasing, on

the other hand, the depth of the network to have a general improvement in the model. In the end,

there is again, as in the previous version, an expansion layer, composed of a 1 × 1 convolutional

layer increasing the number of channels, to be the same as the output of the residual connection. In

this case, also the classi�cation part is changed, employing a fully-connected layer together with a

bottleneck layer and a global average pooling to reduce spatial dimensions.

2.4 Object Detection

Object detection [59, 316, 337, 149, 338, 191, 334] consists of the methodologies to automatically

detect and localize speci�c objects in images or videos. It thus aims at solving the task of locating

the presence of objects with a bounding box and recognizing the classes of the located objects in an

image. Hence, this kind of algorithm produces, as output, a list of object categories present in the

image along with an axis-aligned bounding box indicating the position of every instance for each

object category. As it can be understood, this is a more challenging problem than image classi�cation,

since in this case, when searching for the localization of an object, numerous candidates must also

be processed in order to �nd a good candidate with good precision. When dealing with image

recognition tasks, we also assume that there is only one major object in the image and hence the

focus is on assigning the correct category to it, but generally, there can be multiple objects in a

picture of interest. Object detection aims then at solving also this problem, providing the speci�c

positions for each item in the image.

Connected to object detection, there is the problem of image segmentation31 [334, 10, 60, 185, 256,
153, 117], that aims at recognizing and localizing semantic regions at pixel level. Hence, it focuses

on detecting the pixel-level regions of each object instance in an image, called masks, providing an
understanding on how to divide a picture into regions belonging to di�erent semantic classes.

We introduce now the basic notions connected to this topic, useful to understand how the classi�ca-

tion and localization of the objects are predicted and hence the subsequent discussion about the

di�erent types of architectures developed to solve this problem (see Section 2.4.7).

31
We are not going into details on this topic, since in our project we have focused only on image recognition and object

detection. However, due to its connection to some databases and architectures described, it was important to mention it to

get a more complete overview.
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2.4.1 Bounding Boxes
To localize objects we need to de�ne bounding boxes, i.e. boxes that wrap around an object

representing thus its bounds [334]. A usual way to represent them is by providing a vector with

the coordinates of the abscissa @1 and the ordinate @2 that constitute its boundaries, i.e. the coordi-

nates of the upper-left corner of the rectangle and the such coordinates of the lower-right corner:

(@min

1
, @min

2
, @max

1
, @max

2
). Another common way used to represent boxs position and dimensions is to

use the coordinates of the center 2 of the bounding box, its width F and height ℎ, i.e. the vector

(2@1 , 2@2 ,F, ℎ). These two vectors are strictly related to each other, in fact we can de�ne a function to

convert between these two representations. For example, let (@min

1
, @min

2
, @max

1
, @max

2
) be the boundary

coordinates, we can determine the center-size coordinates in this way [334]:

2@1 =
@min

1
+ @max

1

2

,

2@2 =
@min

2
+ @max

2

2

,

F = @max

1
− @min

1
,

ℎ = @max

2
− @min

2
.

(2.37)

Then, starting from these relations, it is easy to de�ne the inverse function, that, given the center-size

coordinates, provides the boundary coordinates.

2.4.2 Anchor Boxes
Usually, to predict bounding boxes for the objects of interest, object detection algorithms sample

a large number of regions in the input image, determine if they contain the objects of interest, and

then adjust the boundaries of the regions to make more accurate predictions. To create these regions,

many schemes can be adopted: one of these is represented by the anchor boxes, �rst introduced
in Faster R-CNN [249], and also known as priors [194]. This method corresponds to generating

multiple bounding boxes with varying scales and aspect ratios centered on each pixel and using

them to obtain the predicted bounding boxes.

Objects in pictures can occur at any position with any size and shape, thus, generally, we may

have in�nite possibilities for where and how an object can occur. Obviously, we cannot investigate

all these options, and furthermore some can be excluded since they are simply improbable or

uninteresting. We need thus to discretize the mathematical space of potential predictions into an

acceptable number of possibilities, which are the anchor boxes. Hence, priors are these precalculated,

�xed reference boxes, placed at every possible location in a feature map to account for variety in

position and representing probable and approximate box predictions.

To generate multiple anchor boxes with di�erent shapes, we need to introduce the notions of scale
and aspect ratio. Let x be an input image with widthF and height ℎ and letF� and ℎ� be the width

and height of an anchor box. The aspect ratio U∈ (0, 1] is basically the ratio between width and

height of the prior, whereas the scale Z> 0 refers to the length or width in pixels of a box as a

proportion of the total length or width in pixels of its containing image. They are thus de�ned as

follows [334]:

Z 2 = F� ∗ ℎ�,

U =
F�

ℎ�
,

(2.38)

from which we can obtain that the width and height of the anchor box are given byF� = Z
√
U and

ℎ� = Z /
√
U . Therefore, if we want to generate multiple priors characterized by having di�erent
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shapes, we need to set a series of scales Z1, . . . , Z= and of aspect ratios U1, . . . , U< . In this way, we

are generatingF ∗ ℎ ∗ = ∗< reference boxes with each pixel as the center. This is unpractical, in

fact usually we de�ne a scale for all the feature maps in a layer and then provide a list of aspect

ratios. Figure 2.26 provides an example of these default boxes for a central pixel and for a general

one in which priors overshoot the edges of the feature map. In that case, priors are then clipped

in order to be totally contained inside the image. In addition, since the �rst layers of a CNN are

characterized by having larger feature maps, their priors have smaller scales, ideal for detecting

smaller objects. Then, going deeper in the network, Z will increase to let the model detect also

bigger elements.

Figure 2.26: Example of priors around a central pixel (on the left) and for a general one in which

priors overshoot the edges of the feature map (on the right). In both, there are 5 priors with

aspect ratios 1, 2, 3, 1/2, 1/3 and areas of a square of side 0.55, and a 6th prior with aspect ratio 1

and of side 0.63.

As pointed out before, anchor boxes are introduced as an approximate starting point to �nd out

how much they need to be adjusted to get a more exact prediction for a bounding box. Hence, in the

end, each predicted box is a slight deviation from a prior. In order to account this, let (2̂@1 , 2̂@2 , F̂, ˆℎ)
be the center-size coordinates of a predicted bounding box, and (2�@1 , 2

�
@2
,F�, ℎ�) those of the anchor

box with which the prediction was made. The o�sets from a prior are thus de�ned as:

62@
1

=
2̂@1 − 2�@1
F�

,

62@
2

=
2̂@2 − 2�@2
ℎ�

,

6F = log

(
F̂

F�

)
,

6ℎ = log

(
ˆℎ

ℎ�

)
,

(2.39)

where it can be noted that each of them is normalized by the corresponding dimension of the prior.

These four o�sets (62@
1

, 62@
2

, 6F, 6ℎ) can thus be used also to encode the predicted bounding box’s

position and location.

2.4.3 Intersection over Union
Once the possible predicted bounding boxes and the category for each object in a picture are

determined, we need to de�ne a speci�c performance metric to take into account the accuracy of the

prediction with respect to the expected label and the ground-truth bounding box of the object, i.e. the
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hand-labeled bounding box that encloses the targeted object. Hence, the overlapping area between

the predicted box and the ground-truth box needs to be evaluated, for example using the Intersection
over Union metric. The Intersection over Union (IoU) or Jaccard Index or Jaccard Overlap [334, 265,

83, 282] is an evaluation metric measuring the degree or extent to which two boxes overlap. It can

thus be used to account for the detector accuracy by evaluating the overlapping area between the

predicted bounding box e the related ground-truth. Given two sets A and B, their IoU is the size of

their intersection divided by the size of their union:

IoU(A,B) = A ∩ B
A ∪ B . (2.40)

Its value is between 0 and 1: 0 means that two bounding boxes do not overlap at all, while 1 indicates

that the two bounding boxes are equal. Hence, the higher values of IoU indicate the better predicted

locations of the bounding boxes for the targeted objects. Usually, a value of 0.5 determines a good

prediction and is �xed as IoU threshold to choose the box candidates to keep.

2.4.4 Labeling Anchor Boxes during Training
To train an object detection model, we need class and o�set labels for each anchor box, where

the former is the category of the object in the prior and the latter is the o�set of the ground-truth

bounding box relative to it. Hence, to label any generated anchor box, the ground-truth bounding

boxes with the related classes of the objects in the pictures composing the training dataset should be

exploited. In the following, we present an algorithmic procedure for assigning the closest ground-

truth bounding boxes to anchor boxes [334].

Let x be an input image, A1, . . . ,A=0 be the anchor boxes, and B1, . . . ,B=1 be the ground-truth

boxes, with =0 ≥ =1 . We can de�ne a matrix M ∈ R=0×=1 , where each component<8 9 represents

the IoU between A8 and B9 . In order to assign a ground-truth and thus a label to each anchor box,

we need to follow these steps [334]:

1. Find the maximum value in M and denote with 81 and 91 the corresponding row and column

indices. In this way, we are assigning the ground-truth box B91 to the prior A81 . After the

�rst assignment, all the elements in the 81-th row and the 91-th column inM are discarded.

2. Find now the maximum value among the remaining elements ofM, identi�ed by indices 82
and 92 for the row and column, respectively. The anchor box A82 is thus coupled with the

ground-truth B92 and, as in the previous step, we discard all the elements in the corresponding

row and column ofM.

3. We proceed in this way until all the =1 ground-truth bounding boxes have been assigned to

an anchor box, i.e. till all the elements in the =1 columns have been discarded.

4. For the remaining =0 − =1 anchor boxes, we can assign a ground-truth box B9 to each anchor

A8 by searching for the largest IoU between them throughout the 8-th column ofM. B9 will be

then linked to A8 , only if the connected Jaccard index is greater than a prede�ned threshold.

5. Assign to each anchor box the label of the related ground-truth box and then determine

the o�sets between them using Equations (2.39). The priors that have not a link with a

ground-truth bounding box are labeled with 0, that is the integer connected with the class

“background”, and are thus characterized also by 0s o�sets.

In the last step, we have assigned the category background to anchor boxes without a linked

ground-truth box. It is useful to point out that usually when preparing the dataset, this category is
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added to the set of class labels to take into account these cases. Priors whose classes are background

are often referred to as negative anchor boxes, di�erentiating from the rest which are called positive
anchor boxes [334].

2.4.5 Non-Maximum Suppression
During the prediction phase, multiple highly overlapping anchor boxes, predict classes, and

o�sets are usually generated for the same object in a picture, providing thus redundant information.

To solve the issue of duplicate proposals, it is usually employed a simple algorithmic approach called

Non-Maximum Suppression (NMS) [258, 334, 28]. More technically speaking, for each predicted

bounding box
ˆB, we evaluate the predicted likelihood for each class, where the largest value ?

denotes the predicted class for it. This value is usually referred to as the con�dence or score of the
predicted bounding box. All the predicted non-background bounding boxes are then sorted by

con�dence in descending order to generate a list L. Now the sorted list is manipulated through

these steps [334]:

1. Select the proposals with the highest con�dence score, remove them from L and use them to

form a basisU.

2. Compare the bounding boxes in U with the remaining in L using the Jaccard index as an

element of similarity. Hence, we calculate the IoU between each element in U and each

element in L and then remove from L the proposals with IoU greater than a prede�ned

threshold X . In this way, we are keeping the predicted bounding boxes with the highest

con�dence — the one in U — but dropping others that are too similar to it but with non-

maximum scores, namely the proposals discarded from L.

3. Select the proposals with the second highest con�dence from the remaining bounding boxes

in L. Remove them from this list and add them to the basis U. Calculate again the IoU of the

elements in U with all the proposals in L and suppress the boxes which have high IoU than

threshold X .

4. Repeat the above process until all the proposals in L have been used, i.e. have been discarded

or used as a basis. In this way, the IoU of any pair of predicted bounding boxes in U is below

the prede�ned threshold X , and hence they are not too similar to each other.

The bounding boxes inU represent thus the remaining proposal for the objects in a picture and

are thus the ones that will be displayed in the output. At this point and after the application of the

NMS process, there should be a single bounding box for each object in the image, but this is strictly

connected with the choice of the IoU threshold. If it is too high there can be too many proposals for

the same object, whereas, on the other hand, if it is too low we may end up missing proposals for

objects. A value that is usually chosen is 0.6 [334].

2.4.6 Datasets
Datasets play a key role in the object detection task, especially in determining the �nal accuracy

and hence the capability of the model in solving a problem [191, 338, 282]. Using a huge number of

images can help in capturing a vast richness and diversity of objects, but can lead to computationally

expensive tests. On the other hand, a small amount of data is easy to manage but can be connected

to the low performance of the model. As described for the problem of image recognition in Sec-

tion 2.3.1, there are basically two possible choices for the dataset: construct a custom set of data or

use a benchmark one. The common features between them are the elements strictly necessary to
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construct this type of database. In addition to images, we need �les, called annotations encoding
information about the objects present in them with the corresponding label and ground-truth box

for each item. In benchmark datasets, these annotations are provided, whereas in the custom case

the images are hand-annotated.

a) PASCAL VOC [83, 269]

b) MS COCO [189]

Figure 2.27: Examples of images from (a) PASCAL VOC [83, 82, 269], and (b) MS COCO [189].

From the point of view of benchmark sets of data, there are four famous choices for object detec-

tion [191, 338, 282]: PASCAL VOC [83, 82], ImageNet [68] (see Section 2.3.1), MS COCO [189] and

Open Images [168, 164]. PASCAL VOC (PASCAL Visual Object Classes) dataset [83, 82] consists of

11,530 images for training and validations with 27,450 annotations for regions of interest. Starting

from only four categories in 2005, the dataset has increased to 20 categories that are common in

everyday life (see Figure 2.27 (a)): person, bird, cat, cow, dog, horse, sheep, airplane, bicycle, boat,

bus, car, motorbike, train, bottle, chair, dining table, potted plant, sofa, tv/monitor.

MS COCO (Microsoft COCO) dataset [189] was a response to the criticism connected with the

pictures in ImageNet, where the objects to be detected are large and well centered, creating thus

atypical scenarios for real-world cases. In this database, instead, there are complex everyday scenes

with common objects in their natural context, closer to real-life — objects can be partially occluded,

at a wide range of scales—, where fully-segmented instances are provided for each object for a more

accurate detector evaluation. Hence, MS COCO can be used not only to solve the problem of object

detection through bounding boxes but in particular that of object segmentation. It is composed of

300,000 fully segmented images, subdivided into 80 categories, some examples of which are shown

in Figure 2.27 (b). Another famous database is then represented in Figure 2.28 byOpen Images [168,
164], currently the largest publicly available object detection dataset. It di�ers from ImageNet and

MS COCO not merely in terms of the signi�cantly increased number of classes, images, bounding

box annotations, and instance segmentation mask annotations, but also in the annotation process.

In the former, instances of all classes in the dataset are exhaustively annotated, whereas for Open

Images a classi�er was applied to each image and only those labels with su�ciently high scores were

sent for human veri�cation and then annotated in case of human-con�rmed positive labels [19].
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Figure 2.28: Example of annotated images from Open Images dataset [168, 164].

2.4.7 Object Detectors: Architectures for Object Detection

A huge number of architectures have been developed to deal with the problem of object de-

tection [149, 338, 191, 294, 282]. They can generally be categorized into two classes: Single-stage
object detectors [194, 246, 277, 247] and Two-stage object detectors [95, 61, 96, 94, 249, 117]. The main

di�erence lies in the fact that the latter �rstly generate some candidate object proposals and then

classify them into speci�c classes, whereas one-stage methods simultaneously extract and classify

all the object proposals. This results in having higher detection accuracy but slower detection speed

for the two-stage methods, and a much faster detection speed and comparable detection accuracy

for the single-stage detectors. We are now brie�y introducing these two di�erent types of object

detectors by providing some examples of existing architectures.

Two-stage Methods for Object Detection In the two-stage methods [149, 338, 191], object

detection is treated as a multistage process: �rstly, given an input image, some proposals of possible

objects are extracted, then they are classi�ed into speci�c object categories. Among the various two-

stage object detectors developed, the series of R-CNN, including R-CNN [96, 95], Fast R-CNN [94],

Faster R-CNN [249], and Mask R-CNN [117], is very representative of this category.

To distinguish di�erent objects in an image, we need a method to detect the region of interest, where

the targeted items can be found. A naive approach to solve this problem, called exhaustive search,
consists in selecting di�erent parts of the image, and using a CNN to classify the presence of the

object within that region. Obviously, this leads to a computationally infeasible technique since we

need to pick a huge number of regions to cover all the possible positions and scales objects may have.

The Region-based Convolutional Network (R-CNN) [96, 95] represents a method to bypass this

problem. It introduces a new approach to detect region proposals: the selective search method [311].

To generate the proposal boxes for the targeted objects, it starts by initializing small regions in the

picture and then merges them using a greedy algorithm exploiting a hierarchical grouping, where

the detected regions are merged according to a variety of color spaces and similarity metrics. Hence,

trough this procedure just 2000 regions are extracted from the image, representing thus the region
proposals or Region of Interest (RoI) [96]. As depicted in Figure 2.29, these 2000 candidate proposals

are warped into a square and then fed into a CNN to extract a �xed-length (4096-dimensional)

feature vector from each of these regions. These features are then classi�ed using Singular Vector

Machines (SVMs) and, in case the presence of an object is detected, a linear regressor is used to

tighten and adjust the bounding box of the objects, giving in output the four o�set values described

in Equation (2.39) de�ning the predicted box. In this way, a R-CNN tries to mimic the �nal stages of

classi�cation in CNNs, where fully-connected layers are used to output a score and category for
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a) R-CNN b) Close-up on the detection procedure

Figure 2.29: Schema of the R-CNN architecture (a) and of the class and location detection

procedure for the region of interests (b). Source: original papers [96, 95].

the image under consideration, that in this case corresponds to the several region proposals. Even

if this method is very intuitive, it presents a lot of problems. First of all, the computation of CNN

features of di�erent proposals are not shared: for each of the 2000 object proposals in an image, a

CNN forward pass has to be performed, leading to a time-consuming training procedure. Then, the

candidate regions are generated employing the selective search algorithm, which is a �xed method

not involved in backpropagation. For this reason, this represents a weak point, because, since it is

not a�ected by the learning phase, it can lead to bad candidate region proposals.

The drawbacks of R-CNN were solved by the same authors by building a faster object detection

algorithm, called Fast R-CNN [94]. The approach is similar to R-CNN with the di�erence that the

2000 region proposals are not fed into the CNN every time, but the CNN operation is done only

once per image, providing a faster algorithm. Hence, as described in Figure 2.30, the entire image is

Figure 2.30: Overall schema of Fast R-CNN taken from the original paper [94].

used as: (8) input for the CNN, that extracts features from it before having the region proposals;

(88) starting point to identify the region proposals through the selective search method. Once the

convolutional feature maps are obtained, they are scaled to get a valid pre-de�ned size region of

interests through a Region of Interest pooling layer. Hence, for every detected RoI, it takes a section

of the input feature map that corresponds to it and divides it into a prede�ned number of equal-sized

sections. The output of the RoI layer is then obtained by �nding the maximum value in each

section. At this point, the convolutional feature maps have thus been warped into �xed-size spatial

regions, that are fed into two fully connected layers. To be precise, the classi�cation part is made of

two sibling branches with fully connected operations responsible for object classi�cation and box

regression. Therefore, the output of the box regression will be the o�set values for the bounding

box, whereas a softmax layer is employed for the class prediction. Since now Fast R-CNN has two

sibling outputs for object classi�cation and box regression, the loss L should re�ect this property,



73 CHAPTER 2. CONVOLUTIONAL NEURAL NETWORKS

becoming the joint of a classi�cation loss Lcls and a regression loss Lloc. Hence, a multi-task loss is

de�ned for each labeled RoI as follows [94, 149]:

L |RoI,8 (ŷcls, ycls, ŷloc, yloc) = Lcls |RoI,8 (ŷcls, ycls) + _[ycls ≥ 1]Lloc |RoI,8 (ŷloc, yloc), for 8 = 1, . . . , =RoI,

(2.41)

where =RoI is the total number of region proposals; ŷcls represents the predicted output of the object
detector, i.e. ŷcls = (?̂0, . . . , ?̂=class ) is the predicted discrete probability distribution (per RoI) over all

the=class+1, since we added also category 0 as background; whereas ŷloc are the four predicted o�sets
ŷloc = (~̂loc,@1 , ~̂loc,@2 , ~̂loc,F, ~̂loc,ℎ). Then, y = (ycls, yloc) is the total output of the object detector,
where ycls and yloc are the expected classi�cation and localization outputs respectively. As stated

in [94], Lcls is the log loss (1.18) the log loss for the true class ycls:

Lcls (ŷcls, ycls) = − log(?̂ycls ) . (2.42)

The bounding-box regression loss Lloc is determined by:

Lloc (ŷloc, yloc) =
∑

9 ∈{@1,@2,F,ℎ}
B<>>Cℎ!1 (~̂loc, 9 − ~loc, 9 ), (2.43)

where B<>>Cℎ!1 is a robust !
1
loss less sensitive to outliers, de�ned in [94] as:

B<>>Cℎ!1 =

{
0.5G2, if |G | < 1,

|G | − 0.5, otherwise.
(2.44)

The classi�cation and localization losses are then balanced through the hyper-parameter _ and

using the Iverson bracket indicator function
32 [ycls ≥ 1] [144, 160] to evaluate when ycls is equal

0. Namely, when we have the background class, there is no bounding box, and thus the RoI is not

contributing to the regression loss.

Even if Fast R-CNN solved the problem of the long training phase connected with the multiple CNN

forward steps and several SVM’s, there was still an open issue with the presence of the selective

search algorithm, that it proved to be a time-consuming procedure for generating region proposals.

This problem was overcome by the last evolution of this network: Faster R-CNN [249], where

a Region Proposal Network (RPN) is introduced to generate region proposals. As described

in Figure 2.31 (a), to construct these candidates, a small network is slid over a convolutional feature

map, e.g. the output of a CNN. Hence, RPN is implemented in a fully convolutional way: a 3 × 3

convolutional layer, followed by two sibling 1 × 1 convolutional layers for box regression and box

classi�cation. To be more precise, for each sliding window location, multiple region proposals are

simultaneously predicted based on : anchors of di�erent aspect ratios and scales. For example, in the

original implementation of Faster R-CNN in [249], three di�erent aspect ratios of {1 : 2, 1 : 1, 2 : 1}
and three di�erent scales of {0.5, 1, 2} are used, providing thus : = 9 di�erent anchor boxes at each

sliding window.

After this step, the two parallel 1 × 1 convolutional layers are applied, and thus, for each of these

anchor boxes, two di�erent types of predictions are provided: the binary classi�cation and the

bounding box regression adjustment. For the classi�cation layer, there are 2: outputs for each

sliding window, where 2 is related to the fact of having a binary classi�cation, i.e. the score of being

32
We recall that the Iverson brackets are a generalization of the Kronecker delta. Given a statement S, it is thus de�ned as:

[S] =
{
1 if S is true,

0 otherwise.
(2.45)
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a) Region Proposal Network b) Faster R-CNN

Figure 2.31: Structure of the Region Proposal Network (a) and of Faster R-CNN (b), as presented

in [249].

background (not an object) and the score of being foreground (an actual object). On the other hand,

the box regression layer has 4: outputs for each sliding window, representing the 4 o�sets value

that needs to be applied to the center of the proposal to better �t the object it is predicting. For

training this network, �rst, binary class labels need to be assigned to identify whether an anchor

contains an object or background. In [249], two conditions are used to assign a positive label to an

anchor: having the highest IoU with a ground-truth box or having an IoU overlap higher than 0.7

with any ground-truth box. The negative label is then assigned to all the anchors with an IoU lower

than 0.3 for all ground truth boxes. On the other hand, all the anchors having neither positive nor

negative label does not contribute to training. Now, a multitask loss is then introduced [249] to take

into account the classi�cation and box localization predictions for each RoI:

L({ŷcls}, {ŷloc}) =
1

#cls

=RoI∑
8=1

Lcls (ŷcls,8 , ycls) + _
1

#loc

=RoI∑
8=1

[ycls ≥ 1]Lloc (ŷloc, yloc), (2.46)

where the classi�cation loss Lcls and regression loss Lloc are the same introduced for Fast R-CNN.

In this case, ~̂cls,8 represents the predicted probability of anchor 8 being an object, whilst ycls is the
ground truth label (binary) of whether anchor 8 is an object, i.e. is 1 when we have a positive prior.

Hence, in particular, Lcls corresponds with the log loss over two classes, object versus non-object:

Lcls (ŷcls,8 , ycls) = −ycls log(ŷcls,8 ) − (1 − ycls) log(1 − ŷcls,8 ). (2.47)

Then, the index 8 refers then to the index of an anchor box, #cls and#loc are the terms to, respectively,

normalize classi�cation loss and location loss, representing the batch size (e.g. 256 [249]) and the

number of anchor locations (e.g. about 2400 [249]).

Therefore, as depicted in Figure 2.30 (b), Faster R-CNN integrates proposal generation, proposal

classi�cation, and proposal regression into a uni�ed network, and can thus be subdivided into

two modules: RPN to extract candidate object proposals, avoiding the selective search method and

leading to accelerated training and testing processes and improved performances; and Fast R-CNN

detector to classify these proposals into the speci�c categories and predict more accurate proposal

locations. RPN and Fast R-CNN are then not trained independently, since they share the same base

network. Following [249], a possible way to train them is using alternating training: namely, RPN

is �rstly trained generating some proposals, that are then used to train Fast R-CNN. Otherwise,

another approach is represented by approximate joint training, where RPN and Fast R-CNN are seen
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as a uni�ed network. In this way, the total loss is given by the joint of the RPN loss and Fast R-CNN

loss, and, at each iteration of the training process, the proposals generated by RPN are treated as

�xed proposals when training Fast R-CNN detector, i.e. the derivative of proposals coordinates are

ignored.

The detectors proposed deal only with the problem of object detection by predicting locations for

the objects in a picture and the related class label. Mask R-CNN33
[117] has been proposed to

solve the problem of instance segmentation: detect precisely the pixels that correspond to an object

and label them. Mask R-CNN incorporates thus instance segmentation and object detection into

Figure 2.32: The Mask R-CNN framework. Image from the original paper [117].

a uni�ed framework based on Faster R-CNN architecture. Speci�cally, as depicted in Figure 2.32,

it replaces the RoI pooling layer with the Region of Interest alignment layer, which makes use of

bilinear interpolation to preserve the spatial information on the feature maps, hence more suitable

for pixel-level prediction. In particular, these feature maps are used not only for class and bounding

box prediction for each RoI but also to detect the pixel-level position of the object, i.e. its mask,

using an additional fully convolutional network. In this case, the loss will also take into account

this new task, by adding a mask loss to the loss described for Faster R-CNN. The multitask loss of

Mask R-CNN on each sampled RoI align is thus the joint of classi�cation loss, regression loss, and

mask loss:

L = Lloc + Lcls + Lmask, (2.48)

where Lmask is the average binary cross-entropy loss de�ned in Equation (1.18), only including :-th

mask if the RoI Align is associated with the ground truth class : :

Lmask = − 1

<2

∑
1≤8, 9≤<

[
−~8 9 log(~̂:8 9 ) − (1 − ~8 9 ) log(1 − ~̂:8 9 ).

]
, (2.49)

where we are considering having masks with dimension< ×<, one for each class =class.

One-stage Methods for Object Detection Even if Faster R-CNN brought large bene�ts as an

accelerated training process with improved detection accuracy with respect to previous detector’s

model attempts, the presence of two di�erent components for classi�cation and detection (RPN

and Fast R-CNN) represents a bottleneck in real-time applications due to the time needed to handle

these two di�erent parts. One-stage networks, based on global regression and classi�cation, aim to

overcome this di�culty by simultaneously predicting object category and object location [149, 338,

191]. In this way, by mapping straightly from image pixels to bounding box coordinates and class

probabilities, one-stage frameworks can reduce time expense, having much faster detection speed,

33
We are not going into details of image segmentation and related architectures because it is outside the scope of this

thesis. The interested readers can refer to [117, 334, 185, 60, 10, 256, 153].
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but with comparable detection accuracy. Among the one-stage methods, we focus on YOLO [246,

247] and SSD [194].

YOLO (You Only Look Once) [246, 247, 248] is a uni�ed object detector, that treats the problem of

object detection as a regression problem from image pixels to spatially separated bounding boxes

and associated class probabilities, as described in Figure 2.33 (a). Unlike region-based approaches

a) Schematic representation of YOLO [246].

b) YOLO architecture [246, 163]

Figure 2.33: Schematic representation of the process of localization and detection in YOLO (a)

and of its architecture (b) [246, 247, 163].

discussed for the two-stage methods, YOLO uses features from an entire image globally and not

from a local region. More technically speaking, the input image is divided into an ( × ( grid, being

( ≥ 1 a constant integer value, where each grid cell is responsible for predicting the object centered

in it, thus providing as output � bounding boxes with objectness scores and =class conditional

class probabilities. Therefore, the prediction for each bounding box corresponds with a vector

(2̂@1 , 2̂@1 , F̂, ˆℎ, >̂cs), where the �rst four components are the center-size coordinates of the bounding

box and >̂cs is the corresponding con�dence objectness score, de�ned as [246, 338]:

>̂cs = Pr($1 942C) ∗ IoUtruth

pred
. (2.50)

which indicates how likely there exist objects, Pr($1 942C) ≥ 0, and, if an object exists in that cell, it

shows the con�dence of its prediction IoU
truth

pred
, i.e. the IoU between the predicted box and the ground

truth. These con�dence scores are thus re�ecting how con�dent the model is in its predictions

about the presence of an object and its accuracy on those predictions. In addition to this, at the

same time, =class conditional class probabilities ?̂: = Pr(�;0BB: | $1 942C) are also predicted for each

grid cell. It should be noticed that these probabilities are conditioned on the grid cell containing an

object and thus only the contribution from the grid cell containing an object is calculated. During
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testing time, class-speci�c con�dence scores for each box are achieved by multiplying the individual

box con�dence predictions with the conditional class probabilities in this way [246, 338]:

>̂cs ∗ ?̂: = Pr($1 942C) ∗ IoUtruth

pred
∗ Pr(�;0BB: | $1 942C) = Pr(�;0BB: ) ∗ IoUtruth

pred
, (2.51)

that encodes both the probability of class-speci�c objects in the box and the accuracy of the box

prediction, namely the �tness between the predicted box and the object.

When training the object detector, we need to take into account both localization errors and

classi�cation accuracy predictions. Hence, as done for the two-stage methods, a multi-part loss

function balancing the two parts needs to be introduced [246, 338]:

L(.̂cls, .̂loc) = _coord
(2∑
8=0

�∑
9=0

1
obj

8 9

[
(28@1 − 2̂

8
@1
)2 + (28@2 − 2̂

8
@2
)2

]
+

+ _coord
(2∑
8=0

�∑
9=0

1
obj

8 9

[
(28@1 − 2̂

8
@1
)2 + (28@2 − 2̂

8
@2
)2

]
+

+
(2∑
8=0

�∑
9=0

1
obj

8 9
(?8 − ?̂8 )2 + _noobj

(2∑
8=0

�∑
9=0

1
noobj

8 9
(?8 − ?̂8 )2+

+
(2∑
8=>

1
noobj

8

=classes∑
:=1

(~8
:
− ~̂8

:
)2,

(2.52)

where the predicted localization outputs are .̂loc = [ŷ1
loc
, . . . , ŷ(

2

loc
] with ŷ8

loc
= (2̂8@1 , 2̂

8
@2
.F̂ 8 , ˆℎ8 ), for .

Similarly, y8
loc

= (28@1 , 2
8
@2
.F 8 , ℎ8 ), for 8 = 1, . . . , (2, represents the expected localization outputs for

each grid cell. Then, y9
cls

= (~ 9
1
, . . . , ~

9
=class ) and ŷ

9

cls
= (~̂ 9

1
, . . . , ~̂

9
=class ), for 9 = 1, . . . , (2, are respectively

the expected and predicted classi�cation outputs, i.e. the expected and predicted probabilities that

an object in a grid cell belongs to a certain category. Then, 1
noobj

8
denotes if an object appears in

cell 8 , whilst 1
noobj

8 9
highlights that the 9-th bounding box predictor in cell 8 is responsible for that

prediction.

Note that the �rst terms in the loss take into account the bounding box coordinates predictions,

the next two the con�dence scores, whereas the last one the classi�cation predictions. The two

parameters, _coord and _noobj accomplish the need to weigh the multiple tasks, localization and

classi�cation. In the original paper [246], these values are set to 5 and 0.5 respectively, i.e. the loss

from bounding box coordinate predictions is increased, whilst the loss from con�dence predictions

for boxes that don’t contain objects is decreased. We need to point out also that the loss function

penalizes classi�cation errors only when an object is present in the grid cell under consideration,

and, in the same way, the box predictor penalizes localization errors when the highest IoU of any

predictor in that grid cell is achieved.

Figure 2.33 (b) shows the overall architecture of YOLO, which basically consists of 24 convolutional

layers and 2 fully-connected layers, where some convolutional layers construct ensembles of

inception modules with 1× 1 reduction layers followed by 3× 3 convolutional layers. YOLOv2 [247]

represents an improved version of YOLO which adopts several impressive strategies, such as Batch

Normalization, anchor boxes learned via dimension cluster, and multi-scale training, to improve its

performance. In [247], YOLO9000 is also introduced. It can detect over 9000 object categories in

real-time using a joint optimization method to train simultaneously on an ImageNet classi�cation

dataset and a COCO detection dataset with WordTree in order to combine data from multiple

sources. In this way, YOLO9000 can be used to perform weakly supervised detection, i.e. detecting

object classes that do not have bounding box annotations.
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As can be understood from the previous discussion, YOLO has many bene�ts. Since the region

proposal generation stage is completely dropped, this detector is using a smaller set of candidate

regions, only 98 per image, with respect to the 2000 proposals of the selective search method.

On the other hand, YOLO makes more localization errors than Faster R-CNN, due to the coarse

division of bounding box location, scale, and aspect ratio that leads the detector to fail in localizing

some objects, especially small ones. To overcome the di�culties, SSD (Single Shot Detector) was

introduced in [194]. Given a speci�c feature map, instead of using �xed grids as in YOLO, SSD,

Figure 2.34: SSD architecture. Source: original paper [194].

inspired by MultiBox [79], RPN [249] and multi-scale representation [18], takes advantage of a

set of default anchor boxes with di�erent aspect ratios and scales in order to discretize the output

space of bounding boxes. As described in Figure 2.34, the architecture of SSD can be divided

mainly in three parts: (8) a base net, i.e. a CNN as VGG-16 [289], the one used in the original

paper [194], providing the low-level feature maps; (88) some auxiliary convolutional layers, namely

extra feature layers added to extract higher-level feature maps; (888) two predictors, responsible
for localizing and identifying objects in these feature maps. Hence, given in input a RGB image

34

x, it is initially processed by a CNN to extract low-level features of the objects. As discussed

in Section 2.2, the last layers of a CNN are specialized in the classi�cation and labeling of objects

in a picture. Thus, since now additional steps are needed to extract the region of interests to be

classi�ed, the fully-connected layers at the end of the CNN are converted into convolutional layers
35

by exploiting the equivalence existing between these two types of layers (see Section 2.2.5). In

particular, these converted convolutional layers are numerous and large in size, and thus need to

be modi�ed in order to reduce their number and the size of each �lter. A useful way to do this is

by subsampling parameters, e.g. picking every<-th parameter along a particular dimension, as

happens in decimation. The modi�ed CNN obtained is then followed by the auxiliary layers, which

are simple convolutional blocks providing additional feature maps each progressively smaller than

the last.

At this point, to de�ne the region proposals, we need to introduce priors. As stated in [194], they are

applied to several low- and high-level feature maps: referring to the notation used in Figure 2.34, the

output of an intermediate layer of the base net, 2>=E4_3, the output of the modi�ed base net, 2>=E7,

the output of each auxiliary convolutional block, 2>=E8_2, 2>=E9_2, 2>=E10_2, 2>=E11_2. Following

the original paper [194], we use di�erent anchor boxes, with the convention that larger feature maps,

i.e. 2>=E4_3, 2>=E7, have priors with smaller scales and are therefore ideal for detecting smaller

objects. Table 2.1 summarizes all the priors’ scales and aspect ratios used for the several feature

34
The size of the input image is 300×300×3 for SSD-300 and 512×512×3 for SSD-512, as stated in the original paper [194].

35
Following [194], we are converting all the fully-connected layers in the classi�cation part, ��6, ��7, into convolutional

layers, 2>=E6, 2>=E7, except for the last layer, ��8, which is completely tossed away, since it is the one providing the �nal

classi�cation vector. The labels of the layers refer to the notation used in the original paper [194] and present in Figure 2.34.
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maps. It can also be pointed out that we are using 8732 priors in total, where this number is obtained

by summing up the number of reference boxes de�ned in each pixel of each feature map. Now,

given these priors, for each of them, hence at each location in each feature map, we want to predict

the o�sets for a predicted bounding box and =class scores for it, namely the probability an object in a

region proposal belongs to a precise class of the dataset (including also the background category). In

Table 2.1: Priors used in the original implementation. As can be seen there are a total of 8732

priors de�ned for the SSD300.

Feature map
from

Feature map
dimensions Prior scale Aspect ratios

Number of priors
per positions

Total Number
of priors

2>=E4_3 38 × 38 0.1

1:1, 2:1, 1:2 +

an extra prior
4 5776

2>=E7 19 × 19 0.2

1:1, 2:1, 1:2, 3:1, 1:3

+ an extra prior
6 2166

2>=E8_2 10 × 10 0.375

1:1, 2:1, 1:2, 3:1, 1:3

+ an extra prior
6 600

2>=E9_2 5 × 5 0.55

1:1, 2:1, 1:2, 3:1, 1:3

+ an extra prior
6 150

2>=E10_2 3 × 3 0.725

1:1, 2:1, 1:2

+ an extra prior
4 36

2>=E11_2 1 × 1 0.9

1:1, 2:1, 1:2

+ an extra prior
4 4

Grand Total - - - - 8732 priors

order to solve this task, two predictors are inserted at the end of SSD: one for localization predictions

and one for class predictions. In both cases, this predictor corresponds to a convolutional layer with

a 3 × 3 kernel. For the localization case we have 4 × = (ℓ)
priors

channels, where 4 is the number of the

o�sets and =
(ℓ)
priors

the number of priors for each location in that feature map ℓ , whereas for the class

classi�er the �lter has =class × = (ℓ)
priors

channels, since we are predicting a set of =class scores for each

prior at each location in the ℓ-th feature map. Hence, since we have in total 8732 priors, the �nal

outputs will be reshaped in the form 8732 × 4 for the localization layer and 8732 × =class for the
classi�cation layer.

To train the model for solving these two di�erent tasks (bounding box localizations and class scores),

we need to introduce a loss function L, calledMultibox loss [194], that extended the one presented
in [79, 300] to handle multiple object categories. It thus takes into account both types of predictions

through a weighted sum of the two di�erent losses connected:

L =
1

#pos

(Lcls + ULloc) , (2.53)

where U is a learnable parameter, set to 1 in the original paper [194], whereas #pos is the number

of positive matches, about which we will talk about in more detail now. To understand how the

localization loss Lloc and the classi�cation loss Lcls are de�ned, we need to set up a way to identify

when we have positive and negative matches between priors and ground truth boxes. Hence, �rst

of all, the IoU between each anchor box and the ground truth bounding boxes are computed. Then,
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all the priors with IoU greater than 0.5 are positive matches, i.e. they contain an object, whereas,

if IoU < 0.5, we have negative matches, with background as a related label. Now, the localization

loss is computed only on the positive matches, since there are no ground truth coordinates for

the negative ones. Hence, in order to understand how accurately we regress positively matched

predicted boxes to the corresponding ground truth coordinates, we use as Lloc the averaged smooth

!1 function, introduced in Equation (2.44):

Lloc ({ŷloc}, {yloc}) =
1

#pos

∑
8∈P

∑
<∈C

[�>* ≥ 0.5]B<>>Cℎ!1 (~̂8loc,< − 68
loc,<), (2.54)

where =pos is the number of positive region proposals, i.e. the cardinality of the set P containing

all the indexes of these positive priors, whereas C = {2@1 , 2@2 ,F, ℎ} are the coordinates of the

o�sets. It can be pointed out that we are not using the coordinates of the ground truth box, but the

coordinates of the o�set with respect to the prior 8 under consideration, i.e. a vector 6loc de�ned as

in Equation (2.39). Then, [�>* ≥ 0.5] represents the Iverson bracket indicator for matching the 8-th

default box to the ground truth box, de�ned in Equation (2.45).

To de�ne the classi�cation loss, we need before to introduce the notion of Hard Negative Mining [194,
36]. As discussed above, we have associated a ground truth box and the corresponding ground truth

label to each prior, if the match between them is positive. Now, after the matching step, a great

number of default boxes will be negative and thus characterized by having a 0 label, namely they do

not contain an object. This happens especially when the number of possible priors is large. Hence,

this introduces a signi�cant imbalance between the positive and negative training examples and

thus leads to a model that is less likely to detect objects because, more often than not, it is taught

to detect the background class. In order to overcome this problem, we need to limit the number

of negative matches that will be evaluated in the loss function by using only the hard negatives,
namely those predictions where the model found it hardest to recognize that there are no objects.

In particular, these correspond to the negative examples with the highest con�dence loss for each

default box. The con�dence loss is thus simply the sum of the Cross-Entropy losses among the

positive and hard negative matches, i.e. the softmax loss over multiple classes con�dences de�ned

in Equation (2.30):

Lcls ({ŷcls}, {ycls}) = −
∑
8∈P

=class∑
:=1

[�>* ≥ 0.5]~8
cls,:

log

(
exp(~̂8

cls,:
)∑=class

<=1
exp(~̂8

cls,<
)

)
−

∑
9 ∈HN

log

(
exp(~̂ 9

cls,0
)∑=class

<=1
exp(~̂8

cls,<
)

)
,

(2.55)

whereHN represents the set of indexes that corresponds to the hard negative samples.

Once the SSD has been trained, it can be applied to new images to solve the problem of object

detection. As stated before, we have 8732 boxes, thus it is needed to de�ne a criterion to eliminate

some of these proposals, especially the one that corresponds to the same object. Therefore, we need

to discard boxes that are overlapping, which can lead to the detection of more objects than present,

since some of them are counted more than once. In order to do this, NMS, described in Section 2.4.5,

is applied, producing in this way a single box for each object in the image as �nal detection.

Despite its speed and accuracy, SSD presents some drawbacks connected with the detection of

smaller objects. The presence of shallow layers may not generate enough high-level features to do

prediction for small objects. For this reason, there is a need of introducing data augmentation and

thus to have a large number of data for training purposes.



CHAPTER
3 A Reduced Order Approach

for Arti�cial Neural
Networks

3.1 Introduction

The previous chapter has introduced the �eld of computer vision by presenting two applications:

image recognition and object detection. The core of the aforementioned discussion was in particular

Convolutional Neural Networks (CNNs), a family of models designed to solve these tasks. Even if

CNNs are widely used for several applications in the academic and industrial �elds, most research

on CNNs does not consider the possible limitations that can be encountered running these models

on embedded systems or more in general on low-cost hardware. In particular, when it comes

to having a practical application in embedded devices, deep neural networks should have fast

and e�cient architectures, providing real-time predictions. Typical benchmark CNNs presented

in Section 2.3.2, such as ResNet and VGGNet, are characterized by millions of parameters, leading

to several implications when running models in practice, especially for the possible long training

time [99, 299] and for the required storage space. For this reason, it emerges the need to develop

lightweight versions of the aforementioned CNNs or manually designed CNNs for this purpose.

When dealing with the development of highly optimized architectures or convolutional layers, we

have to take into account the necessity of having resulting models as accurate as the benchmark

ones, but requiring less computational e�ort and less storage space.

In recent years, several methods have been employed to create lightweight Arti�cial Neural Networks

(ANNs), in particular CNNs and object detectors. A possible approach consists in performing model

compression on an already trained model to decrease the memory footprint, using for example input

resizing and network pruning [110, 196, 192, 92, 29], low-rank matrix, and tensor factorization [266,

336, 227], parameter quantization [56, 69]. Therefore, starting from the image recognition and

object detection architectures presented in Section 2.3.2 and in Section 2.4.7, we can construct the

compressed versions of them by employing the aforementioned techniques. On the other hand, a

branch of research in this area has focused on manually designing convolutional layers, and thus

CNN architectures, for memory-constrained systems. As described in Section 2.3.2, some example

are represented by MobileNet [138], Shu�eNet [335], and SqueezeNet [141]. These hardware-

e�cient CNNs can then be employed as the backbone for object detector’s implementation, leading

in this way to light-weight deep neural networks with reasonable performances [270, 138, 219, 296,

186, 324, 148].

In our works [210, 211, 212], we have proposed another type of approach than those listed here. The

core of our idea lies in well-established techniques, widely employed in the context of Reduced Order

Modeling (ROM) [21, 22, 23, 261, 267, 260, 306, 262, 325, 235]: Proper Orthogonal Decomposition

(POD) [126, 22, 306, 262] and Active Subspaces (AS) [51, 53]. Our reduced network is thus constructed

from the original model structure by retaining only a certain number of layers, responsible to detect

the important features of the objects. The remaining part is then substituted with a reduction

layer, compressing the high-dimensional feature maps into low-dimensional ones, followed by an

input-output mapping, providing the �nal prediction of the network. The resulting model is thus

characterized by a decreased number of parameters, chosen through a smart selection procedure,

81
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allowing us to reduce the required resources and the computing time to infer the model.

In this chapter we will thus describe our general approach for the reduction of ANNs [210, 211,

212]. Section 3.3 will deal exactly with the explanation of the reduction technique proposed for a

general ANN, employing the numerical tools, such as AS, POD, and Polynomial Chaos Expansion

(PCE), introduced in Section 3.2.1. In Section 3.4 we will then apply this dimensionality reduction

method to a CNN, and in particular to VGG-16 to solve the image recognition task for CIFAR-10

and for a custom dataset, connected with the collaboration with Electrolux Professional. Section 3.5

extends then the proposed reduction procedure to more complex architectures, like the one that

deals with the problem of object detection. We will then describe also in this case a practical

application of this method to SSD-type architectures, employing PASCAL VOC as the dataset.

3.2 Numerical Tools

We introduce in this section all the techniques employed for the reduction of the network, to

make it easier to understand the framework in Section 3.3.

3.2.1 Dimensionality Reduction Techniques
The subsection is devoted to an algorithmic overview of the reduction methods tested within

this contribution, the Active Subspaces (AS) property and the Proper Orthogonal Decomposition

(POD). Widely employed in the ROM [21, 22, 23, 126, 261, 267, 260, 306] community, such techniques

are used to reduce the dimensionality of the output for the intermediate layer, e.g. high-dimensional

convolutive features, but we postpone to the next sections the details. We just specify that, even if

in this thesis, such as in [210], we have focused on AS and POD, the proposed framework is generic,

allowing in principle to replace these two with other reduction techniques.

Active Subspaces

Active Subspaces [51, 53] method is a reduction tool used to identify important directions in

the parameter space by exploiting the gradients of a function of interest. Such information allows

applying a rotational transformation to the domain in order to obtain, in the end, an approximation

of the original function in a lower dimension. As discussed in [308, 306, 66, 105, 52, 262, 67, 307], its

application has been proven successful in several parametrized engineering models.

We now brie�y review the process of �nding active subspaces of a scalar function 6, depending

on the inputs µ. Let µ = [`1 . . . `=]) ∈ R= represent a =-dimensional variable characterized by a

probability density function d (µ), and let 6 : R= → R be the function of interest. We are assuming

here that 6 is scalar and continuous, but there exists also a vector-valued extension [254, 330].

Starting from this, we can construct an uncentered covariance matrix C of the gradient of 6 by

considering the average of the outer product of the gradient with itself:

C = E[∇6(µ)∇6(µ)) ] =
∫

(∇µ6) (∇µ6)) ddµ, (3.1)

where the symbol E[·] denotes the expected value, and ∇µ6 ≡ ∇6(µ). We suppose that the gradients

are computed during the simulation, otherwise, if not provided, they can be approximated with

di�erent techniques such as local linear models, global models, �nite di�erence, or Gaussian process

[3, 321], for example.

It can be noted that C is real and symmetric, hence it admits the following eigenvalue decomposi-

tion [136]:

C = V�V) , � = diag(_1, . . . , _=), _1 ≥ · · · ≥ _= ≥ 0, (3.2)
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where V is the = ×= orthogonal matrix whose columns {v1, . . . , v=} are the normalized eigenvectors

of C, whereas � is a diagonal matrix containing the corresponding non-negative eigenvalues _8 , for

8 = 1, . . . , =, arranged in descending order.

Let now =AS be an integer
36
, such that =AS < =, we can decompose the two matrices V and � as:

� =

[
�1

�2

]
, V = [V1 V2], V1 ∈ R=×=AS , V2 ∈ R=×(=−=AS) . (3.3)

The space spanned by V1 columns is called the active subspace of dimension =AS < =, whereas

the inactive subspace is described as the range of the remaining eigenvectors in V2. Once we have

de�ned these spaces, the input µ ∈ R= can be reduced to a low-dimensional vector µ̃1 ∈ R=AS using
V1 as projection map. To be more precise, any µ ∈ R= can be expressed as the sum of two addends,

involving the active and inactive subspaces, using the decomposition in Equation (3.3) and the

properties of V:
µ = VV)µ = V1V)1µ + V2V)2µ = V1µ̃1 + V2µ̃2, (3.4)

where the two new variables µ̃1 and µ̃2 are the active and inactive variable respectively:

µ̃1 = V)
1
µ ∈ R=AS , µ̃2 = V)

2
µ ∈ R=−=AS . (3.5)

For the actual computations of the AS we have used the open-source Python package called

ATHENA [255], and in particular the Frequent Directions method [90, 57], as it will be described

in Section 3.3.2.

Proper Orthogonal Decomposition

In this section, we are going to describe the Proper Orthogonal Decomposition (POD) approach

of ROM [126], commonly employed for decreasing the number of degrees of freedom of a parametric

system in various applications [38, 39, 200, 64, 66, 65, 306, 262, 123, 76, 236, 286, 127].

Let S = [u1 . . . u=( ] be a matrix composed of =( full order system outputs u8 ∈ R= , called snapshots
matrix. The aim of POD is to describe these collected solutions as a linear combination of a few

main structures, the POD modes, and thus project them onto a low dimensional space spanned by

these modes. To calculate the POD modes, we need to compute the Singular Value Decomposition

(SVD) of the snapshots matrix S:
S = ΨΣΘ) , (3.6)

where the left-singular vectors, i.e. the columns of the unitary matrix Ψ, are the POD modes, and

the diagonal matrix Σ contains the corresponding singular values in decreasing order.

Let now =POD be an integer, such that =POD < =. We can de�ne a projection matrix from a space of

dimension = to one of dimension =POD by selecting the �rst modes, i.e. the �rst =POD column of Ψ.
In this way, by discarding the last =−=POD columns, we are retaining only the most energetic modes,

de�ning a reduced space into which we project the high-�delity solutions. Technically speaking, let

Ψ=POD be the aforementioned projection matrix. By considering the multiplication between Ψ=POD
and the snapshots matrix §, we can obtain a reduced version of S:

SPOD = Ψ)=PODS. (3.7)

where the columns of SPOD represent the reduced snapshot ũ8 ∈ R=POD , with ũ8 = Ψ)=PODu
8
.

36
As described in [57], a possible way to choose the reduction parameter =AS is represented by the number of active

neurons in layer ; , =;,�( . Given �, =;,�( , for any layer index 1 ≤ ; ≤ ! + 1, is de�ned in the following way:

=;,�( = 0A6<8=

{
8 :

_1 + · · · + _8
_1 + · · · + _=;

≥ 1 − n
}

where n > 0 is a de�ned threshold.
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3.2.2 Input–output Mapping
Once the outputs of the intermediate layer are dimensionally reduced, we need to correlate the

latter to the �nal output of the original network, e.g. the belonging classes in an image identi�cation

problem. As described in [210, 57], an input–output mapping is thus built starting from the output

of the reduction layer z, employing for approximating this map two methods: the Polynomial Chaos

Expansion (PCE) [326, 320] and fully-connected Feedforward Neural Networks (FNNs) [85].

Polynomial Chaos Expansion

The Polynomial Chaos Expansion theory was initially proposed by Wiener in [320], showing

that a real-valued random variable - : R' → R can be decomposed in the following way:

- (ξ) =
∞∑
9=0

2 9φ9 (ξ), (3.8)

hence as an in�nite sum of multivariate orthogonal polynomials φ9 weighted by unknown de-

terministic coe�cients 2 9 [146]. The vector ξ = (b1, . . . , b') represents then a multi-dimensional

random vector, where each element is associated with uncertain input parameters.

Starting from Equation (3.8), we can derive a �nite approximation of this in�nite sum by truncating

it at the (% + 1)-th term, with % being a �nite integer:

- (ξ) ≈
%∑
9=0

2 9φ9 (ξ), (3.9)

where the number of unknown coe�cients in this summation is given by % + 1 =
(?+')!
?!'!

[89], and ?

indicates the degree of the polynomial we are considering in the '-dimensional space.

Assuming that the parameters b1, . . . , b' are independent, we can decompose φ9 (ξ) into products

of one-dimensional functions [88]:

φ9 (ξ) = φ9 (b1, . . . , b') =
'∏
:=1

q
3:
:
(b: ), 9 = 0, . . . , %, 3: = 0, . . . , ?, B .C .

'∑
:=1

3: ≤ ?. (3.10)

Now, in order to determine the PCE, we need to �nd out the polynomial chaos expansion coe�cients

2 9 for 9 = 0, . . . , % , and the one-dimensional orthogonal polynomial q
3:
:
, : = 1, . . . , ', of degree 3: .

Based on the work of Askey and Wilson [15], we can provide the orthogonal polynomials for

di�erent distributions. One of the possible choices is represented by the Gaussian distribution with

the related Hermite polynomials. On the other hand, the estimation of the coe�cients of PCE can

be carried out in di�erent ways [293]: following a projection method based on the orthogonality of

the polynomials or following a regression method, that is the one we are going to describe.

To determine the coe�cients 2 9 , we need thus to solve the following minimization problem:

c = argmin

c∗∈R%

1

=PCE

=PCE∑
8=1

(
-̂ −

%∑
9=0

2∗9φ9 (ξ8 )
)
, (3.11)

where =PCE indicates the total number of realizations of the input vector we are considering, whereas

-̂ represents the real output of the model. In order to solve Equation (3.11), we need to consider the

matrix � de�ned as:

� =

©­­­­«
φ0 (ξ1) φ1 (ξ1) · · · φ% (ξ1)
φ0 (ξ2) φ1 (ξ2) · · · φ% (ξ2)

...
...

. . .
...

φ0 (ξ=PCE ) φ1 (ξ=PCE ) · · · φ% (ξ=PCE )

ª®®®®¬
. (3.12)
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Thus, the solution of Equation (3.11) is computed by a least-square optimization [35]:

c = (�)�)−1�) -̂ , (3.13)

where, if the matrix �
)
� is ill-conditioned, as it may happen, the singular value decomposition

method should be employed.

Fully-Connected Feedforward Neural Network

A fully-connected FNN is an ANN characterized by having forward fully connections, i.e. each

neuron in a layer is connected with all the neurons in the next layer. Since a detailed description

of this type of ANNs has been carried out in Section 1.5, we recall here only the most important

expressions connected with this model.

Let x̃ ∈ R=in be the input vector and" the total number of hidden layers of the FNN. The output

vector yFNN ∈ R=out is hence obtained using Equation (1.14):

~FNN9 = f

(
="∑
8=1

F
("+1)
98

G̃
(")
8

)
= f

(
="∑
8=1

F
("+1)
98

(
f

(
="−1∑
@=1

F
(")
8@

G̃
("−1)
@

)))
= · · · =

= f

(
="∑
8=1

F
("+1)
98

(
f

(
="−1∑
@=1

F
(")
8@

(
f

(
. . .

(
f

(
=8=∑
:=1

F
(1)
B:
G̃:

)))))))
, 9 = 1, . . . , =out,

(3.14)

where =< ,< = 1, . . . , " , represents the number of neurons in layer<, whereas =in and =out are the

neurons in the input and output layers respectively,,< = (F (<)
:8

):8 , : = 1, . . . , =<, 8 = 1, . . . , =<−1
indicates the weight matrix related to layer<. To �nd the optimal values of the weights leading

to optimal performances, the backpropagation algorithm should then be employed, as discussed

in Section 1.5.2.

3.3 Reduced Arti�cial Neural Networks

Starting from the idea explored in [57], we propose a general framework to construct a reduced

version of a ANN, based on the techniques described in Section 3.2. We provide thus in this

section the rigorous description of the proposed reduction method for a generic ANN [210, 57,

212], on which we only make the assumption on its depth, i.e. on the number of layers. Let

ANN : R=in → R=out be the original ANN composed by ! hidden layers
37
and then consider the

train dataset Dtrain = {x(0), 9 , y9 }=train
9=1

made of =train input samples and corresponding expected

outputs. We denote with {ŷ9 }=train
9=1

the predicted outputs of theANN for each element of Dtrain. As

discussed in Section 1.4, an ANN can be described as composition of functions 59 : R
= 9−1 → R= 9 for

9 = 1, . . . , ! + 1, representing the di�erent layers of the network, e.g. convolutional, fully connected,

batch-normalization, ReLU, pooling layers:

ANN = 5!+1 ◦ 5! ◦ · · · ◦ 51 . (3.15)

Our method starts from the original structure of the ANN and provides a reduced version of it

following the procedure described in Algorithm 4 composed of the following three steps [210, 212]:

1. Network Splitting (Section 3.3.1): This �rst step deal with the detection of the information we

want to retain and discard from the original model. The ANN is thus split into two parts, a

pre-model and a post-model, determined by the cut-o� layer ; .

37
In this Chapter, we are employing the same notation introduced in Section 1.4. Hence, also in this case, if we have an

ANN with ! hidden layers, the net is composed of ! + 1 layers.
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2. Reduction Layer (Section 3.3.2): The second step deals with the dimensionality reduction of

the pre-model output, which usually lies in a high-dimensional space. Two ROM methods,

AS and POD, are employed for this purpose.

3. Input-Output Mapping (Section 3.3.3): Once the pre-model output has been reduced, we need

a mapping to link the output of the reduction layer with the �nal output of the network. In

this case, PCE and fully-connected FNNs have been used to construct this input–output map.

We are now going to describe in detail each of these modules by employing the numerical tools

introduced in Section 3.2.

Algorithm 4 Pseudo-code for the construction of the reduced Arti�cial Neural Network

Inputs:

• a dataset with =train input samples Dtrain = {x(0), 9 , y9 }=train
9=1

;

• an arti�cial neural network ANN ;

• {ŷ9 }=train
9=1

real output of the ANN ;

• reduced dimension A ;

• index of the cut-o� layer ; .

1: ANN ;
pre
,ANN ;

post
= splitting_net(ANN , ;);

2: x(;) = ANN ;
pre

(x(0) );
3: z = reduce(x(;) , A );
4: ỹ = input_output_map(z, ŷ);
5: Training of the constructed reduced net.

Output: Reduced Net ANN red
.

3.3.1 Splitting Network
Let the index ; denote the cut-o� layer, namely the layer at which we are cutting the net. The

original network ANN : R=in → R=out is thus split in two di�erent parts such that the �rst ; layers

constitutes the pre-model while the last ! + 1 − ; layers form the so-called post-model. Considering
the description of the network as a composition of functions (3.15), we can formally de�ne the pre-

and the post-model as:

ANN ;
pre

= 5; ◦ 5;−1 ◦ · · · ◦ 51, ANN ;
post

= 5!+1 ◦ 5! ◦ · · · ◦ 5;+1. (3.16)

Therefore, the original model can be rewritten as a composition of the post-model with the pre-

model:

ANN(x(0) ) = ANN ;
post

(ANN ;
pre

(x(0) )), (3.17)

for any 1 ≤ ; ≤ ! and for any x(0) ∈ Dtrain. The reduction of the network e�ectively happens by

copying the pre-model from the original net and approximating the post-model with the algorithm

we are going to describe. It is important to specify that the cut-o� layer ; is the only parameter

of this initial step, and it plays an important role in the �nal outcome. This index indeed de�nes

how many layers of the original network are kept in the reduced architecture, by simply checking

how much information of the original network we are discarding. As done in [57], it is chosen

empirically based on considerations about the network and the dataset at hand, balancing the �nal

accuracy and the compression ratio.
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3.3.2 Reduction Layer

Fixed a cut-o� layer ; , consider the pre-model ANN ;
pre

de�ned in Equation (3.17), and compute

its output at input x(0) ∈ Dtrain:

x(;) = ANN ;
pre

(x(0) ). (3.18)

As introduced previously, the output of the pre-model x(;) usually lies in a high-dimensional space,

thus we aim to project it onto a low-dimensional space of dimension A , with A < =; , using the two

reduction techniques introduced in Section 3.2.1:

• Active Subspaces: as described in [57, 210, 212] and in Section 3.2.1, we consider as function

of interest 6; de�ned as the composition of the post-model with a chosen loss function for

the problem at hand:

6; (x(;) ) = loss(ANN ;
post

(x(;) )), (3.19)

in order to extract the most important directions and determine the projection matrix Wproj

used to reduce the pre-model output. Given the pre-model outputs {x8,(;) }=train
8=1

computed

for each sample of Dtrain, the empirical covariance matrix Ĉ is computed by considering a

discrete version of Equation (3.1):

Ĉ =
1

=train

=train∑
8=1

∇6; (x8,(;) )∇6; (x8,(;) )) . (3.20)

Since computing the eigenvalue decomposition of Ĉ is computational expensive, to save

computational cost, we have employed the memory saving Frequent Direction method38 [90,
57], implemented inside ATHENA [255]. Algorithm 5 describes how the frequent direction

Algorithm 5A pseudo-code for the computation of the Active Subspace using the frequent direction

algorithm

Inputs:

– dataset with =train input samples Dtrain = {x9,(0) }=train
9=1

;

– the pre-model ANN ;
pre

(·);
– a subroutine for computing ∇6; (x);
– the dimension of the truncated singular value decomposition A .

1: Select �rst A samples from Dtrain: Dred

train
= {x8,(0) }A8=1;

2: Compute the pre-model output for each sample in Dred

train
: x8,(;) = ANN ;

pre
(x8,(0) );

3: De�ne Gred = [∇6; (x1,(;) ), . . . ,∇6; (xA,(;) )];
4: for C = A + 1, . . . , =train do
5: Compute the SVD: Gred = V̂red

ˆ
�redÛ)

red
;

6: Update: Gred = V̂red

√
ˆ
�

2

red
− ˆ_2A ;

7: Take a new sample: xC,(;) = ANN ;
pre

(xC,(0) );
8: Substitute last column of Ĝred with the gradient of the new sample: Ĝred (:, A ) = ∇6; (xC,(;) ).
9: end for

Output: The projection matrix V̂red ∈ R=;×A .

38
For more details on the Frequent Direction Methods the interest reader can refer to Appendix A.
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method is applied for computing the active subspace. Hence, we de�ne the matrix Ĝ as:

Ĝ = [∇6; (x1,(;) ), . . . ,∇6; (x=train,(;) )], (3.21)

and compute its SVD:

Ĝ = V̂ ˆ
�Û) ∈ R=;×=train with

ˆ
� = diag( ˆ_1, . . . , ˆ_=; ). (3.22)

We can point out that the left singular vectors in V̂ approximate the eigenvectors of Ĉ,
whereas the eigenvalues of Ĉ are approximated by the singular values of Ĝ, contained in

ˆ
�, i.e � ≈ ˆ

�

2

. Then, since we are interesting in computing the A dominant singular value

components, instead of computing the complete SVD of Ĝ we store only a reduced version

of it Ĝred ∈ R=;×A . This reduced matrix is initialized using the �rst A columns of Ĝ, i.e. the
gradients of the �rst A pre-model outputs, and then updated in the following way:

Ĝred = V̂red

√
ˆ
�

2

red
− ˆ_2A , (3.23)

where now the last column of Ĝred is zero and is then replaced with the gradient vector of a

new sample. At the end of the procedure, when we have considered all the samples in Dtrain,

we obtain the projection matrix Wproj, corresponding to V̂red, the output of the frequent

direction method summarized in Algorithm 5.

• Proper Orthogonal Decomposition: as discussed in [210, 212] and in section 3.2.1, the

projectionmatrixWproj is computed by exploiting the SVD of the snapshot matrix S, composed

by the pre-model outputs for each sample inDtrain. Hence, given the reduction parameter A ,

we can de�ne the projection matrix by considering the �rst A POD modes.

Therefore, considering the output of the pre-model x(;)
, and denoting with Wproj the projection

method, obtained using the AS or the POD, we can derive a reduced version z of x(;) as:

z = W)
proj

x(;) , with z ∈ RA , (3.24)

with A being the reduction parameter, i.e. the dimension of the low-dimensional space onto which

we are projecting our full solution. From the previous relation, it can also be deduced that the

reduction layer consists of a simple matrix multiplication between the output of the pre-model x(;)

and the projection matrixWproj, giving in output a reduced tensor z.

3.3.3 Input-Output Mapping
After the pre-model output has been dimensionally reduced and the reduced solution z has been

obtained, the last step of the method deals with the construction of the mapping to correlate z with
the �nal output of the original network, namely the predicted output ŷ. Two di�erent techniques,

introduced in Section 3.2.2, have been employed to �nd that map:

• the Polynomial Chaos Expansion introduced in section 3.2.2. As described in equation (3.8),

the �nal output of the network ŷ = ANN(x(0) ) ∈ R=out , i.e. the true response of the model,

can be approximated in the following way:

ỹ ≈
?∑

|α |=0
cαφα (z), |α| = U1 + · · · + UA , (3.25)
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where φα (z) are the multivariate polynomial functions chosen based on the probability

density function d associated with z. Therefore, the estimation of coe�cients cU is carried

out by solving the minimization problem (3.11):

min

2U

1

=train

=train∑
9=1







ŷ9 −
?∑

|α |=0
cαφα (z9 )








2

. (3.26)

• a Fully-connected FNN described in section 3.2.2 and more detailed in Section 1.5. In

this case, the output of the reduction layer z coincides with the network input, and by

using Equation (3.14) we obtain that the �nal output ỹ of the reduced net
39
is determined by:

~̃ 9 =

=1∑
8=1

F
(2)
98
I
(1)
8

=

=1∑
8=1

F
(2)
98
f

(
A∑

<=1

F
(1)
8<
I<

)
, 9 = 1, . . . , =out, (3.27)

where =out corresponds to the number of neurons in the output layer, e.g. to the categories

that compose the dataset under consideration for an image recognition problem. As activation

function f , a possible choice [210, 212] is represented by the Softplus function:

Softplus(x) = 1

V
log(1 + exp(Vx)) . (3.28)

Note that in a CNN the classi�cation part is characterized by the presence of a fully-connected

FNN, as described in Section 2.2 and in Figure 2.1. Hence, this justi�es the introduction of

this kind of structure at the end of our reduction network for classi�cation.

3.3.4 Training Phase
Once the reduced version of the network under consideration is constructed, we need to

train it. Following [57], for the training phase of the reduced ANN the technique of knowledge
distillation [130], is used. A knowledge distillation framework contains a large pre-trained teacher
model, our full network, and a small student model, in our case ANN red

. Therefore, the main goal

is to train e�ciently the student network under the guidance of the teacher network in order to

gain a comparable or even superior performance.

Let ŷ be a vector of logits, i.e. the output of the last layer in a deep neural network. The probability

?8 that the input belongs to the 8-th class is given by the softmax function

?8 =
4G? (~̂8 )∑=class
9=0

4G? (~̂ 9 )
. (3.29)

As described in [130], a temperature factor ) needs to be introduced to control the importance of

each target

?8 =
4G? (~̂8/) )∑=class
9=0

4G? (~̂ 9/) )
, (3.30)

where if ) → ∞ all classes have the same probability, whereas if ) → 0 the targets ?8 become

one-hot labels.

First of all, we need to de�ne the distillation loss, that matches the logits between the teacher

model and the student model. As done in [57], the response-based knowledge is used to transfer

39
Note that in this case the number of hidden layers is set to 1 since, as discussed in Section 3.4.2, we notice that one

hidden layer is enough to gain a good level of accuracy (see for example Table 3.3).
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the knowledge from the teacher to the student by mimicking the �nal prediction of the full net.

Therefore, in this case the distillation loss [103, 130] is given by:

!� (? (ŷC ,) ), ? (ŷB ,) )) = LKL (? (ŷC ,) ), ? (ŷB ,) )), (3.31)

where ŷC and ŷB indicate the logits of the teacher and student networks
40
, respectively, whereas

LKL represents the Kullback-Leibler (KL) divergence loss [157]:

LKL ((? (ŷB ,) ), ? (ŷC ,) )) = ) 2

∑
9

? 9 (~̂C, 9 ,) ) log
? 9 (~̂C, 9 ,) )
? 9 (~̂B,9 ,) )

. (3.32)

The student loss is de�ned as the cross-entropy loss between the ground truth label and the logits of

the student network [103]:

!( (ŷ, ? (ŷB ,) )) = LCE (y, ? (ŷB ,) )), (3.33)

where y is a ground truth vector, characterized by having only the component corresponding to the

ground truth label on the training sample set to 1 and the others are 0. Then, LCE represents the

cross entropy loss

LCE (y, ? (ŷB ,) )) =
∑
8

−~8 log(?8 (~̂B,8 ,) )) . (3.34)

As can be observed, both losses, eq. (3.31) and eq. (3.33), use the same logits of the student model

but with di�erent temperatures: ) = g > 1 in the distillation loss, and ) = 1 in the student loss.

Finally, the �nal loss is a weighted sum between the distillation loss and the student loss:

!(x(0) ,, ) = _!� (? (ŷC ,) = g), ? (ŷB ,) = g)) + (1 − _)!( (y, ? (ŷB ,) = 1)), (3.35)

where _ is the regularization parameter, x(0)
is an input vector of the training set, and, are the

parameters of the student model.

3.4 A Reduced Approach for Convolutional Neural Networks

This section is dedicated to the application of the dimensionality reduction method proposed to

CNNs. First, we provide in Section 3.4.1 an overview of some of the existing techniques to enhance

the e�ciency of CNNs regarding memory footprint and computation time [259], including the one

proposed in Section 3.3. Then, in Section 3.4.2 we describe the practical application of our method

to a CNN, VGG-16, to solve the problem of image recognition for the CIFAR-10 dataset and a custom

one, namely a dataset constructed for the collaboration with Electrolux Professional.

3.4.1 Reduction Strategies for Convolutional Neural Networks

The application of Deep Neural Networks in several engineering �elds and in particular in

embedded systems with particular space constraints has led in recent years to the need for methods

to compress and speed up the inference in CNNs. Among the several existing techniques developed

for this purpose [259], we are now going to brie�y describe some of them, such as network pruning,
low-rank factorization, parameter quantization, manual architecture design, and neural architecture
search.

40
Note that in our case ŷB corresponds to the output of the reduced network ỹ.
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Network Pruning The main goal of network pruning approaches is to prune redundant channels

in the weight matrices of a trained net by setting a substantial number of these parameters to

zero [110, 196, 259]. As a consequence, we achieve the property of parameter sparsity to enhance

resource-e�ciency for a CNN, leading to an accelerated and compressed model. There exist di�erent

sparsity constraints to select which channels have to be pruned, such as weight magnitude crite-

rion [86, 111, 183], based on the absolute value (or magnitude) of weights, and gradient magnitude

pruning [176, 27], determined from the product between gradients over a minibatch of training data

and the corresponding weight of each parameter. Then, we can distinguish between two di�erent

approaches depending on the structure to be pruned: unstructured pruning and structured pruning.
In the unstructured case, individual weights, regardless of their location in a weight tensor, are set to

zero[110, 111, 176, 114]. Among the approaches belonging to this category, we mention the optimal
brain damage algorithm [176] and the optimal brain surgeon algorithm [114], where, starting from a

pre-trained network, weights that cause the least increase in loss function are pruned. Even if we

are increasing the sparsity of the tensors, there are some drawbacks connected with this method: it

yields practical e�ciency improvements only for very high sparsity and, since most frameworks

and hardware cannot accelerate sparse matrices computation, this does not have an impact on the

�nal cost of the network. To overcome this problem is thus needed an approach that alters directly

the very architecture of the network, and this is represented by structured pruning [318, 183, 205,

199]. In this case, chosen weight structures are set to zero, namely weights of entire convolution

�lters or of a kernel row/column are removed instead of just pruning connections. This leads to

networks that are lighter to store, due to fewer parameters, and that require fewer computations

and less memory during runtime. On the other hand, great attention has to be placed when pruning

an entire kernel or removing a row/column, because this a�ects the ensuing layer and the output

dimensions. Then, although all these pruning methods achieve a high level of parameter sparsity in

the model, they are usually iterative procedures that require a �ne-tuning of the parameters, leading

thus to computationally expensive methods for deep neural networks and for some applications.

Low-rank Factorization To estimate the informative parameters of deep CNNs special matrix

structures can be introduced, in order to provide a low-rank factorization for them [266, 227]. A

possible approach could be to replace a convolutional layer with several smaller convolutional

layers applied sequentially [229]. This leads to a �nal model characterized by a much lower total

computational cost since the number of parameters involved in the �lter tensors is reduced. A

particular example of this was described in Section 2.3.2 for InceptionNet [299, 301, 298], where

some 3 × 3 convolutional layers are converted into an asymmetric convolution 1 × 3 followed by a

3 × 1 kernel. On the other hand, there exist techniques that focus on the last fully connected layers,

which also require a large amount of memory [227]. In this case, the parameters are stacked in the

weight matrix, to which the tensorization is applied. As can be understood, these approaches have

the bene�t of reducing the number of parameters and matrix multiplication, thus the computational

complexity. However, a decent amount of retraining is needed to achieve convergence when

compared to the original model, and there are no strong guarantees that using this low-rank

factorization leads to accurate models.

Parameter Quantization This technique concerns reducing the number of bits used for the

representation of the weights and the activation functions by substituting the �oating points with

integers inside the network [56, 259, 55, 245]. In this way, the created network requires less memory

to be stored and for computing predictions. Furthermore, on certain hardware, representations

using fewer bits facilitate faster computations. For instance, to quantize inputs for each convolution

layer, the activation function is replaced by a quantization function (e.g. logical XNOR), converting

each parameter to values in {−1, 1}. In this way, a sophisticated CNN becomes a simple logic circuit.
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Despite these bene�ts, using such approaches can lead also to a signi�cant loss in accuracy, as

there is no guarantee that approximating parameters while sacri�cing precision for a compressed

representation will not compromise the �nal results. Furthermore, training such discrete-valued

CNNs can be very challenging as they cannot be directly optimized using gradient-based methods,

but some modi�cations need to be introduced in order to reduce precision computations during

backpropagation and hence to facilitate low-resource training [56, 259].

Manual Architecture Design Instead of modifying existing architectures to make them more

e�cient, another approach could be to develop manually the design of new architectures that

are inherently resource-e�cient. Typically these architectures employed particular layers and

functions, designed speci�cally with the purpose of dimensionality reduction. An example is

represented by global average pooling [188], which helps in the transition between feature learning

and classi�cation parts, i.e. from the output tensor of a convolutional layer to the input vector

for a fully-connected layer. It basically reduces the spatial dimensions of each channel into a

single feature by averaging over all values within a channel. As already mentioned in Section 2.3.2

for InceptionNet [299, 301, 298], many architectures employ also 1 × 1 convolution to reduce

weights in the CNN architecture [299, 118]. Other particular types of convolution have already been

introduced in Section 2.3.2 since they were manually designed to build new CNN architectures:

the depthwise separable convolution, characterizing MobileNet [138, 271]; channel shu�e with

grouped convolution, a key ingredient in the building block of Shu�eNet [335, 201]; �re modules

with squeeze and expand layers, the core of SqueezeNet [141]. Despite the great reduction achieved,

the main drawback connected with this kind of methodology is the need to study and manually

design a layer that satis�es the requirement of reducing the parameters of a CNN, while keeping

good performances.

Neural Architecture Search A recently emerging approach in this �eld is represented by Neural

Architecture Search (NAS) [259, 342, 40, 302], that tries to discover automatically a good CNN

structure. To achieve this goal, we de�ne a discrete space of possible architectures in which we

subsequently search for an architecture, optimizing in the meantime an objective function, such

as the validation error. A possible procedure for this purpose is represented by using a heavily

over-parameterized model where each layer contains several parallel paths, where each of these

represents a di�erent architectural block [40]. Some probability parameters are then introduced

after each layer to drive the selection of the modules during the training phase. In this way, after

backpropagation, the selected CNN architecture is represented by the most probable path through

all the layers. Alternatively, a resource-e�cient model, called E�cientNet, can be constructed by

steps [302]: starting from a small model and then enlarging it following a principled compound

scaling approach which simultaneously increases the number of layers, the number of channels,

and the spatial resolution.

Although this approach leads to the discovery of resource-e�cient architectures, the evaluation of

the validation error represents a time-consuming step since it requires a full training run of the

whole net. Then, the space of architectures is characterized typically by exponential size in the

number of layers, leading thus to the need for a careful design to facilitate an e�cient search within

that space.

Reduced Convolutional Neural Network As described, most of the existing methods are only

deleting and changing model parameters directly without changing the network architectures, or

are designing manually layers and network structures for the purpose of dimensionality reduction.

Our proposed approach, described in Section 3.3 and in [210] for a general ANN, di�ers from the one

listed here, because, starting from an (already trained) ANN, and in particular from a CNN, we have
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Figure 3.1: Graphical representation of the reduction method proposed for a CNN.

constructed its reduced version by modifying the whole architecture of the original net. The reduced

network is thus constructed by retaining a certain number of layers of the original CNN and replacing

the remaining ones with an input-output mapping. In this way, we are splitting the net into two

parts connected by the reduced method, which helps in reducing the typically large dimensions of

the intermediate layers by keeping only the most important information. We are performing a smart

selection of the main parameters of the network, allowing us to reduce the required resources and

the computing time to infer the model, as will be discussed in Section 3.4.2. Figure 3.1 presents then a

graphical representation of the reduction method proposed in [210] and summarized in Algorithm 4.

3.4.2 Practical Application on VGG-16
In this section, we are going to revise the results obtained by applying the di�erent reduced

methods proposed to a CNN [210]. In particular, we will present a comparison between the results

obtained with a reduced and full version of a CNN in terms of �nal accuracy, memory allocation,

and speed of the procedure.

As stated before, the problem to be solved is the running of this net within an embedded systemwith

Figure 3.2: Graphical representation of VGG-16 architecture.

particular memory constraints to perform the image recognition task. Among the several existing

CNN architectures presented in Section 2.3.2, we have chosen as testing model VGG-16 [289].
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Table 3.1: Results obtained with CIFAR-10 dataset.

Network Accuracy Storage (Mb) Time

VGG-16 77.98% 56.15 46 h

Epoch 0 Epoch 10 Pre-M AS/POD PCE/FNN Init Train

AS+PCE (5) 13.52% 82.01% 2.12 3.12 0.05 43 min 4.5 h

AS+FNN (5) 33.06% 80.43% 2.12 3.12 0.0047 5 h 4.5 h

POD+FNN (5) 62.16% 80.24% 2.12 3.12 0.0047 79 min 5 h

AS+PCE (6) 14.42% 84.69% 4.37 3.12 0.05 49 min 5.5 h

AS+FNN (6) 33.76% 82.13% 4.37 3.12 0.0047 5 h 4.5 h

POD+FNN (6) 63.84% 83.93% 4.37 3.12 0.0047 83 min 5 h

AS+PCE (7) 4.25% 85.60% 6.62 0.78 0.05 35 min 5.5 h

AS+FNN (7) 75.66% 86.03% 6.62 0.78 0.0047 1.5 h 5 h

POD+FNN (7) 80.17% 87.45% 6.62 0.78 0.0047 12 min 5 h

Table 3.2: Results obtained with the custom dataset.

Network Accuracy Storage (Mb) Time

VGG-16 95.65% 56.14 22 min

Epoch 0 Epoch 10 Pre-M AS/POD PCE/FNN Init Train

AS+PCE (5) 29.03% 95.21% 2.12 3.12 0.02 2 min 10 min

AS+FNN (5) 94.63% 94.92% 2.12 3.12 0.0021 12.5 min 12 min

POD+FNN (5) 96.52% 96.66% 2.12 3.12 0.0021 28 sec 11.5 min

AS+PCE (6) 29.75% 95.79% 4.37 3.12 0.02 2.5 min 10 min

AS+FNN (6) 94.92% 95.36% 4.37 3.12 0.0021 12.5 min 12.5 min

POD+FNN (6) 96.23% 96.37% 4.37 3.12 0.0021 33 sec 13 min

AS+PCE (7) 28.59% 94.05% 6.62 0.78 0.02 1.5 min 11 min

AS+FNN (7) 94.34% 94.63% 6.62 0.78 0.0021 4.5 min 13 min

POD+FNN (7) 96.37% 96.52% 6.62 0.78 0.0021 33 sec 14 min

Its structure, depicted in Figure 3.2, is composed of 13 convolutional blocks alternating with 5

max-pooling layers, representing the feature learning part, and 3 fully connected layers, responsible

for the �nal classi�cation.

The implementation of the technique proposed is carried out using PyTorch [237] as the development

environment, while for the actual computation of the active subspaces we use the open-source

Python package ATHENA [255]. The original network and its reduced versions have been trained

and tested on two di�erent datasets: a benchmark one represented by CIFAR-10 dataset [166]

(see Section 2.3.1), and a custom one. This last set of data was connected with the practical

application in a professional appliance we had to do for Electrolux Professional. It is thus composed

of 3448 32 × 32 color images organized in 4 classes: 3 non-overlapping classes and a mixed one,

characterized by pictures with objects of di�erent categories present at the same time.

First of all, the original network VGG-16 has been trained on each of the di�erent datasets presented

for 60 epochs
41
. Table 3.1 and Table 3.2 show the levels of accuracy of VGG-16 at the end of the

training phase, 77.98% for the CIFAR-10 and 95.65% for the custom dataset, which represent the

values we want to achieve or exceed with the reduced networks. We report also the results obtained

with di�erent reduced versions of VGG-16 constructed following the steps of algorithm 4 and using

41
We have chosen 60 (and then 10 for the reduced net) to be the number of epochs for the training phase as a trade-o�

between the �nal accuracy and the time needed. For this reason, we kept the same value in the two di�erent cases we are

considering to have a fair comparison.
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three cut-o� layers
42 ; : 5, 6, and 7, as done in [57]. We remark that in the case of dimensionality

reduction with the AS technique, we employed the Frequent Direction method [90] implemented

inside ATHENA to compute the AS. The dimension of the reduced space A onto which we are

projecting the high-dimensional features —the output of the pre-model— is set to 50 both for AS

and for POD in analogy with the structural analysis considerations presented in [57].

Table 3.3 is then reporting di�erent results obtained by training the reduced net for 10 epochs

Table 3.3: Results obtained for the reduced net POD+FNN (7) trained on CIFAR-10 with di�erent

structures for the FNN.

Hidden layers
1 2 3 4

H
id
de

n
ne

ur
on

s

10
Epoch 0 81.39% 67.92% 75.52% 81.57%

Epoch 10 87.89% 87.59% 87.46% 87.26%

Storage FNN (Mb) 0.0024 0.0028 0.0032 0.0036

20
Epoch 0 80.17% 80.05% 79.97% 78.28%

Epoch 10 87.45% 87.13% 87.42% 86.68%

Storage FNN (Mb) 0.0047 0.0063 0.0079 0.0095

30
Epoch 0 77.57% 80.36% 80.43% 76.26%

Epoch 10 86.92% 86.25% 86.30% 85.25%

Storage FNN (Mb) 0.0070 0.0106 0.0141 0.0177

40
Epoch 0 71.24% 70.38% 69.31% 68.15%

Epoch 10 85.04% 84.60% 84.18% 83.64%

Storage FNN (Mb) 0.0093 0.0156 0.0219 0.0281

using di�erent FNN architectures, i.e. a di�erent number of hidden layers and also hidden neurons,

which are kept constant in each hidden layer of the net. In particular, each of the FNNs used has

been trained for 500 epochs during the initialization process, thus before the re-training step of the

whole net reported in the tables. The comparison in Table 3.3 is then made in terms of memory

allocation for the FNN and accuracy of the corresponding reduced net at epoch 0, i.e. after its

initialization, and at epoch 10, i.e. after the re-training of the whole reduced net. It can be noticed

that increasing the depth and width of the network is not leading to a remarkable gain in accuracy.

For this reason, based on considerations about the �nal accuracy and the allocation in memory of

the FNN, the structures chosen for testing the reduction method using a FNN as input-output map

are the following:

• CIFAR-10: 50 input neurons, 10 output neurons, and one hidden layer with 20 hidden

neurons.

• Custom Dataset: 50 input neurons, 4 output neurons, and one hidden layer with 10 hidden

neurons.

Starting from this, we have constructed di�erent reduced networks, i.e. AS+PCE, AS+FNN, POD+FNN,

using three di�erent cut-o� layers: 5,6, and 7. These reduced models have then been re-trained for

10 epochs using the aforementioned datasets. Table 3.1 and Table 3.2 show a comparison between

the full and reduced VGG-16 in terms of accuracy (before and after the �nal training), memory

storage, and time needed for the initialization and the training processes. From these data, we can

42
As explained in [57] and in the correspondent implementation the indices 5, 6 and 7 correspond to the indices of the

convolutional layers in a list where only convolutional and linear layers are taken into consideration as possible cut-o�

layers. Therefore, taking into account the whole net with all the di�erent layers, these correspond to 11, 13, and 16.
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also point out that the results provided are consistent between the two di�erent sets of data.

Regarding the problem of memory constraints in an embedded system, it can be noticed that the

storage required for the proposed nets is decreased compared to that of the original VGG-16 in both

cases (see Table 3.1 and Table 3.2). In fact, the checkpoint �le
43
stored for the full net occupies 56.14

Mb, whereas that of its reduced versions less than 10 Mb. Hence, if we compute the compression

ratio related to each of these nets:

compression_ratio = 1 − compress_size

uncompress_size

(3.36)

we obtain that the saving in memory is around 90% in all the cases. It can also be highlighted that

the use of a FNN instead of the PCE is saving space in memory of two orders of magnitude: 10
−4

against 10
−2
.

From the point of view of �nal accuracy, it can be observed that the proposed reduced CNN achieved

a similar level (in most cases also greater) as the original VGG-16 but with the bene�ts of requiring

much smaller storage. Furthermore, it can be observed that increasing the cut-o� layer index ;

leads to nets with higher accuracy since we are retaining more information (i.e. features) from the

original VGG-16, but on the other hand, there is a smaller compression ratio. For this reason, as

pointed out before, the choice of index ; should be done carefully as a trade-o� between the �nal

accuracy and the level of reduction, but also taking into account the �eld of application.

Table 3.1 shows also that the reduced net POD+FNN leads also to another gain in terms of time, as

it does not require additional training with the whole dataset after the initialization, i.e. at epoch 0.

From the table, it can indeed be noticed that, before the re-training of the whole reduced network,

its accuracy is already acceptable and for index 7 is also quite high. The immediate consequence of

this is the saving of the time needed to gain a performing network, which is in the order of 5 hours.

These considerations are true and consistent also using a di�erent set of data, as the custom dataset

under consideration. In fact, Table 3.2 reports how for the three choices of ; the POD+FNN net has

an accuracy greater than the original VGG-16 even after the initialization process.

3.5 Reduction Strategies for Object Detectors

This section will deal with reduction strategies for object detectors. As introduced for CNNs,

there exists a great interest in using these models in the industrial world to solve complex tasks,

as that of object detection introduced in Section 2.4. Hence, the necessity of running these deep

neural networks in embedded systems highlights some drawbacks connected with most of these

architectures. Since object detectors are characterized by having millions of parameters, this results

in huge computational e�ort from the point of view of the training time [99, 299] and a great amount

of space for storing and running them.

In the last years, many techniques have been developed to obtain light-weight versions of this kind

of models. Some approaches employ the methods described for CNNs in Section 3.4.1. Hence, they

directly adopt the original object detection architecture employing, for example, input resizing

and network pruning [110, 92, 29]. Other methods consist in modifying the structure of the object

detectors, retaining their original image classi�er, but based on well-established hardware-e�cient

CNNs as a backbone. To lower network complexity, there is thus the introduction of highly optimized

base nets and convolutional feature layers, such as the one previously described in Section 2.3.2:

MobileNet [138], Shu�eNet [335], SqueezeNet [141]. The employment of these optimized CNNs in

43
Note that in both cases (CIFAR-10 and custom dataset) the checkpoint �le requires 56 Mb of memory, but if you need to

store additional information (on the architecture of the net, training epochs, loss,. . . ) the required allocation is around 220

Mb.
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Figure 3.3: Graphical representation of the reduction method proposed for an object detector.

commonly used object detector’s architectures, e.g. YOLO, SSD, Faster R-CNN, has the bene�t of

providing light-weight deep neural networks with reasonable performances [270, 138, 219, 296, 186,

324, 148, 323].

Unlike what was done in the aforementioned methods, to face the compute-intensive and memory-

intensive issues, we have extended and adapted the dimensionality reduction method presented

in Section 3.3 and in [210, 57] to SSD type architectures. Starting from the original structure, we

compress the network by retaining only a certain number of layers of the base net and substituting

the remaining part with this reduction layer. The dimensionality reduction operation is carried out

using POD, which is thus responsible for decreasing the number of hyperparameters of the model.

In this way, the resulting network requires less space to be stored and in �ne-tuning time. In the

next sections, we are now going to provide a detailed description of the proposed procedure for this

case and its practical application on SSD300, using PASCAL VOC as the dataset.

3.5.1 Reduction of SSD-Type Object Detectors

In this section we provide the detailed description of the proposed reduced technique for SSD-

type object detectors [211], that is summarized in Figure 3.3 and in Algorithm 6. This framework

is extending the one proposed in Section 3.3 and in [210] in order to include also more complex

networks, such as the ones that solve the problem of object detection [294, 339, 191].

Let Obj_Det be an object detector composed by # hidden layers. Following [211], the only as-

sumption we are making on Obj_Det is that we have a network composed by: i,) a base net, a

CNN extracting the low-level features, as the one introduced in Section 2.3.2; ii,) some additional

convolutional layers responsible for capturing the high-level features; iii,) a predictor, that will
output the predicted class and localization, e.g. the coordinates of the bounding box, for each object

in the image. Therefore, we have that:

Obj_Det = [basenet , auxlayers, predictor ] . (3.37)
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Algorithm 6 Pseudo-code for the construction of the reduced object detector [211].

Inputs:

• train dataset Dtrain = {x(0), 9 , y9
loc
, y9

cls
}#train

9=1
,

• Obj_Det = [basenet , auxlayers, predictor ],

• reduced dimension A ,

• index of the cut-o� layer ; ,

• a test dataset Dtest = {x8 , y8
loc
, y8

cls
}#test

8=1
.

Output: Reduced Object Detector Obj_Det red

1: basenet ;
pre
, basenet ;

post
= splitting_net(basenet , ;)

2: x(;) = basenet ;
pre

(x(0) )
3: z = reduce(x(;) , A )
4: ŷloc, ŷcls = predictor (x(;) , z)
5: Training of the constructed reduced net using Dtest.

Note that, as described in Section 2.4.7, an example of architecture satisfying this assumption is

SSD. It is also important to point out that we do not need to have a pre-trained object detector on

the dataset of interest, but we only need to have the status of this deep neural network after its

initialization.

As discussed in Section 1.4, an object detector can then be seen as a map between its inputs and

outputs, Obj_Det : R=in → R=out , where in this case =out = =class × 4, since we have two di�erent

outputs: a tensor ŷcls representing the predicted probability for each =class of the dataset and a tensor
ŷloc containing the four o�sets values. Let thenDtrain = {x(0), 9 , y9

loc
, y9

cls
}#train

9=1
be the training dataset,

made of =train input samples and corresponding expected classi�cation and localization outputs.

Following the procedure described in Section 3.3, our reduction method operates directly on the

original structure of an object detector, starting from its status after initialization without loading

weights from a previous train with the dataset of interest, to provide a reduced version. Algorithm 6

presents an algorithmic representation of our method, that is composed of the following three

steps [211]:

1. Network Splitting (Section 3.5.2): As described in Section 3.3.1, in this �rst step we are de�ning

the pre-model and a post-model, by �xing a cut-o� layer ; . In this way, we are also deciding

how much information of the original network, and in particular of the base net, we want to

retain.

2. Reduction Layer (Section 3.3.2): The base net is usually followed by an additional structure

responsible for the detection of the high-level features of objects, giving thus a whole under-

standing of the picture. The second step performs thus the dimensionality reduction of the

pre-model output, substituting the auxiliary layers with a reduction layer, employing POD,

described in Section 3.2.1, as ROM method.

3. Predictor (Section 3.5.4): After we have projected the high-dimensional pre-model output into

a low-dimensional space, the obtained features need to be employed for the classi�cation and

localization tasks. In this case, a predictor with the same architecture as that of the original

network is used.
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After the reduced version of the object detector has been initialized, we need to train it. Despite

what is done for a general ANN and in particular for a CNN, we have not used the loss introduced

in Section 3.3.4 based on the knowledge distillation technique. Using such a framework for object

detection tasks has been proven to be non-trivial and sub-optimal [182]. Based on the observations

in [182], the original and reduced models present di�erent levels of precision, since they are

characterized by di�erent prediction responses and di�erent ways to rank their predicted bounding

boxes. Hence, imitating all the feature maps of the teacher network is not a good idea to improve

the accuracy of the reduced object detector. For this reason, we have used as loss function the one

designed for the object detector under consideration. Further improvements can then be introduced

in new versions of our proposed reduced method. Chapter 4 will brie�y explain how we can develop

a method for distilling knowledge from a full object detector, based on the techniques introduced

in [182, 45].

In the following sections, we are now going to provide some details on the three steps needed to

apply our reduction method of [210, 212] to an object detector, by employing the methods described

in Section 3.3 and in Section 3.2.

3.5.2 Network Splitting
Let ; be the �xed cut-o� layer and basenet the CNN base net, composed of ! hidden layers.

As done in [210, 57, 212], the base net, i.e. the �rst part of Obj_Det , is splitted in two di�erent

blocks based on ; : the pre-model and the post-model. In particular, basenet can be described as as

compositions of L functions 59 : R
= 9−1 → R= 9 , for 9 = 1, . . . , ! + 1, representing the di�erent layers

of the network (see Section 1.4):

basenet = 5!+1 ◦ 5! ◦ · · · ◦ 51. (3.38)

Equation (3.38) can now be rewritten employing the pre- and post-model:

basenet (x(0) ) ≡ basenet ;
post

(basenet ;
pre

(x(0) )), (3.39)

where x(0) ∈ R=in is an input image and the pre- and post-models are de�ned by:

basenet ;
pre

= 5; ◦ 5;−1 ◦ · · · ◦ 51,
basenet ;

post
= 5! ◦ 5!−1 ◦ · · · ◦ 5;+1.

(3.40)

Also here, as discussed in Section 3.3, the cut-o� layer ; should be chosen carefully, due to its

important role in the �nal outcome, controlling how many layers of the original net, i.e. information,

we are discarding. In this case, following [210, 211], the choice of ; was driven by considerations

about the network and the dataset at hand, balancing the �nal accuracy and the compression ratio.

3.5.3 Reduction Layer

Once we have de�ned the pre-model for the base net basenet (;)
pre

, we can compute its output

{x(;),8 }#train

8=1
for each sample in Dtrain:

x(;) = basenet (;)
pre

(x(0) ). (3.41)

In particular, since x(;)
usually lies in a high-dimensional space, we aim at projecting it onto a

low-dimensional one by retaining only the most important directions and thus information. We

are thus introducing a linear layer performing dimensionality reduction on the pre-model output
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x(;)
in place of the auxiliary layers, as described in Figure 3.3 and in algorithm 6. Based on the

method presented in [211] and described in Section 3.3, to decrease the huge number of parameters

characterizing the feature maps output of the pre-model, we are exploiting the POD approach

introduced in Section 3.2.1.

Therefore, once we have computed the pre-model outputs for each element ofDtrain, we unroll them

as columns of a matrix S = [x(;),1, . . . , x(;),#train ], on which we apply the POD. Following Section 3.2.1,
we can decompose S using the SVD in order to determine the POD modes. Given then the reduction

parameter A , i.e. the dimension of the space onto which we want to project the output of the

pre-model, we can determine the project matrix Wproj and, hence, the reduced version of x(;) :

z8 = W)
proj

x(;),8 , for 8 = 1, . . . , #train. (3.42)

After this reduction layer, we have then in hand the reduced representation of the pre-model output

for any image in our dataset.

3.5.4 Predictor
The last block in the reduced framework is represented by the predictor, that deals with connect-

ing the reduced features {z8 }#train

8=1
to the expected outputs {y8

loc
, y8

cls
}#train

8=1
. This mapping is realized

by using the original classi�er, composed of two siblings classi�ers, one for localization prediction

and one for class prediction. Due to the structural changes made in the previous parts of the

object detector, we need to modify the inputs for the predictor. We highlight indeed that, typically,

architectures for object detection use the output of several layers — e.g. base net convolutional

layers, auxiliary layers — to predict the �nal output. In the reduced network, instead, the only inputs

are represented by the output of the pre-model x(;) and its reduced version z obtained through the

reduction layer.

Since the number of inputs has been modi�ed, this will a�ect the total number of priors of the

object detector. As discussed in Section 2.4.2, several priors with di�erent shapes are used for each

selected input, to �nd the correct place and sizes (width and height) of the predicted bounding boxes.

In particular larger feature maps — e.g. base net convolutional layers output — have priors with

smaller resolutions and are therefore ideal for detecting minor details of the image, whereas smaller

feature maps — e.g. auxiliary layers output — will be responsible for detecting high-level features,

like objects’ shapes. Now, in the proposed reduced framework, since we have decreased the number

of inputs for the predictor, there will be also fewer priors, that have to be chosen properly. Hence,

we have performed an empirical analysis in order to �nd the right scale parameter, which controls

the priors’ resolution, to gain comparable results with the original network.

3.5.5 Numerical Results
As discussed in [211], we have conducted experiments using SSD300 [195] with VGG-16 [289]

as base net. To evaluate the ability of the full and reduced nets to detect objects in pictures, we

have then trained and tested the original and compressed models on di�erent datasets: the PASCAL

VOC [81], and a custom one, linked with the collaboration with Electrolux Professional. The latter
is composed of 247 images — 197 used for training purposes and 50 for testing— subdivided into

three classes. Hence, to simulate the custom case subject to a non-disclosure agreement, we have

also created another database with similar features to the custom one. Therefore, starting from

VOC2007, a subset of PASCAL VOC, we have extracted a smaller dataset made up of 300 images

subdivided into two categories: cats and dogs.

First of all, we have trained and tested the original net SSD300 with the cat-dog dataset, the Electrolux
Professional dataset, and the whole PASCAL VOC. The results obtained are displayed in the �rst
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Table 3.4: Results obtained with the cat-dog dataset.

Network mAP Accuracy Storage (Mb) Training Time
Cat Dog

SSD300 80.8% 76.3% 85.4% 91.09 61 min

SSD300_red 59% 50.3% 67.7% 77.45 36 min

Table 3.5: Results obtained with Electrolux Professional dataset.

Network mAP Accuracy Storage (Mb) Training Time
Class 1 Class 2 Class 3

SSD300 85.4% 74.5 % 91.1% 90.7% 92.6 2.5 h

SSD300_red 85.8% 82.4% 92.4% 82.7% 77.59 1.5 h

columns of Table 3.4, Table 3.5, and Table 3.6. In particular, for the cat-dog database, Figure 3.4

provides some examples of expected outputs from our reduced SSD300, namely outputs of the

original model.

We have then applied the reduction method described in Section 3.5.1 to the original architecture of

SSD300, where we have not used the status of the network after training, but after initialization, i.e.

with all the weights randomly initialized except those of the VGG-16, pre-trained on ImageNet [68].

Hence, the net has been cut at layer 16, i.e. cut-o� index 7, of VGG-16, and then the output of

the pre-model, having 369664 parameters, has been projected onto a reduced space of dimension

A = 50, in analogy with [210, 57]. As highlighted in section 3.5.1, the inputs to the predictor part are

di�erent from the full model. In the case of SSD300, these correspond to
44
: the output of the third

layer in the fourth convolutional block 2>=E4_3, the �nal output of the net 2>=E7, the outputs of

each block of the auxiliary layers 2>=E8_2, 2>=E9_2, 2>=E10_2, 2>=E11_2. In our reduced network

the only inputs used for predictions are the output of the pre-model, i.e. the output of layer 2>=E3_3,

and its reduced version, the output of the reduction layer. In this way, the number of priors we are

taking into account is less than before: 5782 instead of 8732 for the full net. We have then adapted

the scaling factor to our case, choosing two di�erent scales: 0.1 and 0.9, i.e. one that takes into

account smaller objects (10% of the picture) and one for bigger objects (90% of the picture). Despite

these changes connected with inputs and default boxes, the predictor block remains the same as the

original SSD300. Once the reduced SSD300 has been initialized, it has then been trained with the

aforementioned datasets. We can also mention that to train SSD300 we have employed Stochastic

Gradient Descent (SGD) as suggested in the original paper [194], whereas for our reduced model

we have seen empirically that Adam was a better choice.

Starting with the cat-dog case, it can be seen in Table 3.4 that, after a 500 epochs of training, the net

has an overall Mean Average Precision (mAP) of 70.2%. In particular, it reaches an accuracy of 86.6%

for dogs and 53.8% for cats. Table 3.4 summarizes also the results obtained with our reduced method,

by training the reduced SSD300 for 500 epochs. It can be observed that the mAP has decreased by

11% compared to the original net: the accuracy for the categories dogs and cats are now 67.7% and

50.3% respectively. Figure 3.4 shows some output images proving how the results obtained with the

full and the reduced net are comparable.

Similarly, SSD300 and the proposed reduced version have been trained and tested on the Electrolux
Professional dataset. Table 3.5 presents an overall of the results obtained in this custom case. Starting

from a full SSD300, we have constructed a new network performing as the original one, with similar

44
The labels of the layers refer to the one presented in Section 2.4.7, and in particular in Figure 2.34.
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(a) SSD300 (b) Reduced SSD300

(c) SSD300 (d) Reduced SSD300

Figure 3.4: Comparison of the results obtained using the original SSD300 and its reduced version

on two test images.

Table 3.6: Results obtained with PASCAL VOC.

Network mAP Storage (Mb) Training Time

SSD300 77.8% 100.23 66 h

SSD300_red 39% 78.26 39 h

levels of accuracy for each class composing the dataset. Even if the cat-dog dataset was constructed

to simulate the Electrolux Professional dataset, this slight di�erence in the achieved accuracy can be

connected to the fact that the latter is composed of a smaller variety of images, strictly related to

the �nal application.

The last test case employs the whole PASCAL VOC dataset, hence a huge database compared with

the ones used in the previous cases. Table 3.6 summarizes the results obtained in this framework

after a 500 epochs training. As can be observed, here there is a higher decrease, of 50%, in the mAP of

the model with respect to the previous cases. In Table 3.7 we present also a comparison on the level

of accuracy achieved for each class in the dataset using the original and reduced SSD300. Figure 3.5

presents then some examples of output images obtained with the two object detectors. As can be

observed, the reduced network is less accurate than the full SSD300, with some outliers predictions,

but, despite this, the results are in general comparable.

From the point of view of the memory storage, we can compute the compression ratio using Equa-

tion (3.36). We have thus a reduction of 15% for the cat-dog dataset, 16% for the custom case, and

22% for PASCAL VOC. We highlight that such compression is not remarkable as the one shown for

the image recognition case in Section 3.4 and in [210] since in this case the larger dimension of the

pre-model output has led to a huge matrix for storing the POD modes, limiting a lot the potential

space gain.

Beside the slight space reduction, our proposed approach is characterized by a halving of the training
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Table 3.7: Accuracy obtained for each class of the PASCAL VOC dataset with SSD300 and our

reduced version.

Accuracy
Category SSD300 SSD300_red

aeroplane 79% 59%

bicycle 85% 45%

bird 78% 30%

boat 71% 31%

bottle 48% 18%

bus 87% 50%

car 86% 64%

cat 89% 46%

chair 58% 16%

cow 83% 46%

dining table 78% 30%

dog 86% 37%

horse 88% 55%

motorbike 85% 48%

person 79% 34%

pottedplant 54% 22%

sheep 78% 44%

sofa 79% 30%

train 86% 52%

tvmonitor 76% 32%

and inference time, allowing thus to accelerate the �ne-tuning (performed also in the full network

to optimize the auxiliary and classi�er layers) of the network in the reduced version. Assuming

that the weights of base net layers are already pre-trained
45
, the minor number of hyperparameters

results indeed in a faster optimization task, as described in Table 3.4, in Table 3.5 and in Table 3.6.

Reduction of CNNs becomes then not only a technique to compress the architecture dimension, but

also to accelerate the learning and inference steps of the studied network.

To conclude, while the reduction in time and space is comparable regardless of the dataset, the

accuracy is much greater when the total number of classes used is low. In the latter context, our

approach seems to demonstrate the ability to automatically isolate the most important convolutional

features. Keeping the same reduced architecture for the three di�erent datasets, characterized by 2, 3

and 20 classes respectively, we have thus noticed how our proposed method is able to automatically

detect redundant and super�uous information, leading, in the end, to a drastic di�erence in the

mAP. It is therefore clear from the results shown in Table 3.4, in Table 3.5 and in Table 3.6 that there

is a trend between the compression and the accuracy of the reduced model linked to the complexity

of the problem, which is roughly quanti�ed by the number of image classes of the dataset under

consideration.

45
The presence of pre-trained weights is mandatory for building the POD space.
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(a) SSD300 (b) Reduced SSD300

(c) SSD300 (d) Reduced SSD300

(e) SSD300 (f) Reduced SSD300

Figure 3.5: Comparison of the results obtained using the original SSD300 and its reduced version

on three test images from PASCAL VOC.



CHAPTER
4 Conclusions and Future

Perspectives

In this thesis we proposed a generic dimensionality reduction framework for ANNs, aiming at

constructing a reduced version of the net under consideration. The need to develop such a procedure

arises from the collaboration with Electrolux Professional in the framework of an industrial doctoral

grant agreement. The �nal goal of this procedure coincides thus with having a model feasible to

be placed inside a professional appliance, and in particular in an embedded system with limited

hardware. Moving the inference phase from servers with great computing power to embedded

devices with memory and power constraints represents a challenging problem in these engineering

�elds, which should be addressed by designing light-weight network models and methodologies.

Moved by the computational complexity of deep learning models, characterized by a huge

number of tunable parameters, we have thus constructed a reduced version of the original network,

by reducing the number of layers at the expense of a minimal error in the �nal prediction. Such a

reduction is performed by splitting the full ANN into two parts, namely the pre- and post-model,

identi�ed by a cut-o� layer index. The choice of this parameter represents a critical point in the

procedure because it determines the amount of information we are retaining and discarding from

the original model. At the moment, it is based on empirical analysis of the storage reduction and

accuracy level achieved. Future works will better explore this trade-o� between the complexity of

the problem and the compression of the network, aiming hopefully to �nd an automatic way to

compute the cut-o� layer depending on the problem at hand.

The reduction occurs then by replacing the post-model with a linear reduction layer, involving

ROM techniques and a response surface, creating an input-output mapping between the low-

dimensional version of the pre-model feature maps and the �nal output. We have thus analyzed

di�erent approaches to perform compression of the original ANN by combining two dimensionality

reduction methods, such as AS and POD, and input-output mappings, as PCE and a fully-connected

FNN. The experiments conducted show indeed that di�erent combinations of these techniques can

lead to di�erences in the �nal accuracy.

First of all, we have conducted numerical experiments on CNNs to tackle the image recognition

task. In this case, our proposed reduction framework produces a light-weight version of the

original network, reduced in the number of layers and parameters, keeping a good level of accuracy.

Furthermore, the combination of POD with FNN leads also to a decrease in the training time,

which makes the proposed framework better than the inspiring method proposed in [57]. In many

contexts, the learning procedure represents indeed the real bottleneck of the CNNs use. Therefore,

extending our approach to reduce the architecture dimension during the training, and not only

once it is �nished, could induce hopefully a remarkable speedup in the optimization step. Further

investigations will be carried on in this direction.

We have then tried to extend this methodology to more complex architectures, such as the one

solving object detection tasks. In this case, we are assuming that the structure of the networks has to

be of SSD-type, i.e. composed of a base net, some auxiliary layers, and two siblings predictor, one for

classi�cation and one for localization. Our proposed approach consists thus of a (linear) reduction

layer, derived from POD, connecting the selected layers of the base net (pre-model) with the original

predictor block. Comparing the original network with its reduced version, faster training and a

decreased required space are shown exploiting our framework. Therefore, this allows for a faster
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and less computational expensive learning process. Consequently, this also leads to a reduced

inference time, and therefore to the possibility of having real-time predictions once the reduced

model is applied in an embedded device placed in a professional appliance.

The obtained results shows also an intuitive trend between the reduction and the accuracy with

respect to the complexity of the problem, in this case roughly quanti�ed by the number of image

classes. Keeping indeed the same reduced architecture for the several datasets employed (2, 3 and 20

classes), we have seen a drastic di�erence in the average accuracy, which demonstrates the ability

of the proposed method to automatically detect redundant and super�uous information. Hence,

in the Electrolux Professional test case, where the dataset was characterized by little variety in the

images and by few categories, the reduction manages to obtain good results as in the case of image

recognition. In the other two cases, where we have a dataset with few classes but more diversi�ed

images and a very large dataset, the accuracy results are slightly di�erent. In the �rst case, we have

a slight decrease in the value of the average accuracy, while in the other a halving of it.

Besides these merits, the proposed reduction technique might be not appropriate in the case

of object detection due to the slight reduction in the storage coupled with a decreased accuracy

level. The practical application to SSD-type architectures has indeed demonstrated that dealing with

high-dimensional features in the pre-model, can vanish the compression of the network. The bigger

dimension of the POD modes, representing the pre-model features, is thus requiring more amount

of space to be stored than the simple case of image recognition. The experiments conducted have

shown that in some cases the reduction achieved is not satisfying as previously, potentially reaching

the space needed by the full network. To overcome this limit, a possible solution is represented by

the employment of hyper reduction technique or POD variants to minimize the quantity of data

that has to be saved. Furthermore, in the image recognition framework, the knowledge distillation

technique is introduced in the training phase to let the reduced model acquire knowledge from the

original network and achieve comparable performances. In this case, it was not possible to apply

this method since it is not so trivial to extend it for object detection. Another possible improvement

could thus be the implementation of a knowledge distillation framework for object detection. Based

on the state of the art [182, 45], a feasible approach corresponds to the introduction of a particular

cross-entropy loss to handle the bounding box regression and, in particular, to incorporate the

position-wise prediction di�erence as guidance for feature imitation from the full model. These

further improvements will be part of an ongoing master project carried out with S. Zanin, N. Demo,

and G. Rozza.

Another interesting topic connected with CNNs is the extension of the notion of discrete �lter,

characterizing these architectures, to a continuous one. The aim of this project is the application of

CNN �lters to unstructured data, by approximating the continuous �lter with a trainable function

constructed through a FNN. Employing such modules instead of the classical ones can have several

bene�ts:

• They can be exploited in the case of not complete images, e.g. characterized by the presence

of holes or bad quality regions, or, in a general perspective, to sparse incomplete data. This

can thus be useful also for the training of image reconstructors, aiming at restoring the quality

of images.

• The possible application to non-structured data leads to a �lter able to capture non-trivial

relationships also in an unstructured context.

• They can be used to �nd latent space representations, namely the most important information

enclosed in input data, for complex manifolds by the use of continuous Autoencoders (AEs),

exploiting continuous �lters. Hence, using the knowledge contained in the latent space, it

is possible to reproduce, by only knowing the time of the snapshot, phenomena, like the

complete liquid-gas state.
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• They can be applied for solving parametric problems for a �nite set of data, to obtain a

generalization of the solution. Hence, a continuous convolution network, containing the

convolution and the transpose convolution operation, can be employed in the context of ROM

to reconstruct the solution based on the �nite input data.

• They can be included in a generative adversarial network to construct a continuous version

of it, with the aim of enlarging, for example, the dataset for computational �uid dynamics

simulations.

In this way, deep learning architectures, based on CNNs, coupled with continuous �lters can hence

be exploited to solve problems in di�erent domain settings, such as the unstructured continuous

one characterizing the aforementioned Navier-Stokes, or the liquid-gas phase problem. These topics

are part of an ongoing internship project carried out with D. Coscia, N. Demo, G. Stabile, and G.

Rozza [54].





APPENDIX
A Frequent Direction Method

In recent years, the enormous amount of data available has led to the necessity of developing

methods to handle them. The presence of limited memory available at any given time represents

then an additional space constraint reinforcing this need. The data streaming paradigm [221, 93]

deals exactly with computations on a huge dataset, where data can be stored in a matrix. A common

approach to manage all this information is performing a low-rank approximation for such matrices

by employing the truncated SVD [90]. However, the presence of these large matrices, connected

with having this large stream of data, renders standard SVD algorithms infeasible. Therefore, a

possible solution to this problem is represented by matrix sketching approaches. Given a large

matrix �, the key idea is to compute a signi�cantly smaller matrix �, such that � ≈ �, to be used

instead of � in computations without too much loss of precision.

There exist four main matrix sketching approaches [90] that can be followed to obtain a smaller

version of the original matrix �. The �rst one generates a sparser reproduction of �, that can

thus be stored more e�ciently and provide faster calculations [1, 11, 73]. The second technique

consists of randomly combining matrix rows, relying on subspace embedding methods and strong

concentration of measure phenomena. The third approach relies on �nding a small subset of matrix

rows ( or columns) approximating the entire matrix [32, 33, 71]. A fourth sketching procedure

coincides then with the Frequent Directions (FD) method [90], the approach we are interesting in

and we have employed in Chapter 3, and in particular in Section 3.3.2, to compute the AS. It is a

deterministic approach, that draws on the matrix sketching and the item frequency approximation

problems. Hence, before diving deep into the FD method, we should introduce the item frequency

estimation problem.

Algorithm 7 Frequent Items Algorithm [217]

Inputs:

• stream of data A in a domain [3];
• a number : < 3 .

1: Set ) = ∅ and a counter< = 0;

2: for all 8 ∈ [3] do:
3: < =< + 1;

4: if 8 ∈ ) then:
5: 28 = 28 + 1;

6: else if | ) |< : then:
7: ) = ) ∪ {8} and 28 = 1;

8: else ∀ j∈T:
9: 2 9 = 2 9 − 1;

10: if 2 9 = 0 then:
11: ) = ) \ { 9}.
12: end if
13: end if
14: end for
Output: Approximate frequencies 2̂8 for each 8 ∈ [3].
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In many applications, an interesting problem to deal with is �nding the frequency with which

an object of interest occurs. A possible solution to this task is represented by the item frequency
approximation algorithm [217, 152, 90, 331], also known as frequent items algorithm. Algorithm 7

summarizes the procedure proposed by Misra and Gries in [217]. Given a stream of = elements

� = {01, . . . , 0=}, where each 08 ∈ [3] and [3] be a domain containing 3 elements {1, . . . , 3}, we
want to compute the number of times an item 9 appears in the stream, namely its frequency. Let now

2 9 represents this frequency of item 9 , de�ned as 2 9 =| {08 ∈ � | 08 = 9} |. A trivial approach consists

in keeping a counter for each item, leading thus to an expensive algorithm. In [217], a method

storing only : < 3 items, i.e. : counters, is proposed. Hence, we de�ne a stored items set ) , which

can contain at most : elements, keeping track of the items for which we have a counter. At the

beginning, ) is initialized to the empty set and will then be updated as the counter is incremented.

The algorithm counts items by checking if an object has already been encountered and is therefore

already in ) . Hence, if the new item belongs to the stored items ) , the corresponding counter is

increased, otherwise, if the maximum cardinality of ) has not been reached, the item is allocated

in ) and its counter is set to one. In the case all the : counters map to a value of at least one, we

decrease all counts by the same amount until one has a zero value. At the end of the procedure,

the �nal values 2 9 obtained give the approximate frequencies for each 9 ∈ [3], where for items not

stored in ) , 2 9 is set to 0.

This procedure can then be generalized to the case where� ∈ R=×3 is a matrix given to the algorithm

as a stream of its rows [90]. First of all, we constrain the rows of � to be indicator vectors, i.e.

08 ∈ {41, . . . , 43 } with 4 9 the standard 9-th basis vector. In particular, we have that if the 8-the

element in the stream is 9 , then the 8-th row of � coincides with the 9-th unitary vector, i.e. 08 = 4 9 .

In this way, the frequency of item 9 can be expressed as 2 9 = ‖�4 9 ‖2. By applying the frequent items

algorithm 7 on�, we can construct a matrix � ∈ R:×3 , describing a low rank approximation of�. In

fact, once we have obtained the frequencies 2̂ 9 for each item 9 ∈ [3], we can set the corresponding

row in � equal to 2̂
1/2
9

· 4 9 whenever 2̂ 9 > 0. The resulting matrix � is thus characterized by having

A0=: (�) = : and ‖�4 9 ‖2 = 2̂ 9 .

Algorithm 8 Frequent Directions Algorithm [90]

Inputs:

• matrix � ∈ R=×3 ;
• a number : < 3 .

1: Set � = 0
:×3

;

2: for 8 = 1, . . . , = do:
3: �: = 08 ;

4: svd(�) = * Σ+) ;

5: � =

√
Σ2 − f2

:
�: ·+) .

6: end for
Output: Sketch matrix � ∈ R:×3 .

An extension of this result to general matrices is represented by the FDmethod [90, 187], summarized

in Algorithm 8. In this case, a sketch matrix � ∈ R:×3 , initialized to the zero matrix, is updated

every time a new row from the input matrix � is added. At each step of the procedure, a new row

from � replaces the last row of �, which is then nulli�ed by rotating and shrinking orthogonal

vectors by roughly the same amount, as described in line 5. At the end, we have thus as output a

sketch matrix �, representing a good low approximation of�, con�rmed by the goodness estimation

results presented in [90, 187].
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ANN Arti�cial Neural Network seen as a function between inputs and outputs. 9, 85, 134

U Aspect ratio anchor boxes. 66

b Tensor representing the bias of an ANN. 8, 14, 15

b(ℓ) Tensor representing the bias for the ℓ-th layer of an ANN. 13, 41

3
(ℓ)
�

Number of channels of the output tensor from layer ℓ in a Convolutional Neural Network. 38,

41

CNN Convolutional Neural Network seen as a function between inputs and outputs. 37, 38

D Generic dataset composed of pairs input-output, i.e. {x8 ,y8 }=samples

8=0
. 7, 8, 38, 49

Dtest Testing dataset. 7, 8, 11, 26

Dtrain Training dataset. 7, 8, 11, 50, 85, 87, 88, 99, 100

5conv Convolution operation. 42, 43

5�atten Flatten function. 48, 49

5pool Pooling function. 45

5
(ℓ)
pool Pooling function relative to pooling layer ℓ . 46, 47

5ℓ Function associated to layer ℓ in an Arti�cial Neural Network, mapping the output of layer ℓ − 1

into a tensor in =ℓ . 9, 38

 (ℓ)
Kernel or �lter tensor related to the ℓ-th layer in a CNN. 40

h Signal propagated by the propagation function in an ANN, i.e. the input for the activation

function. 6

3
(ℓ)
�

Height of the output tensor from layer ℓ in a Convolutional Neural Network. 38, 41, 46

3 
�

Height of the kernel in a convolutional layer. 40, 49

K Kernel or �lter for a convolutional layer in a Convolutional Neural Network. 39, 40, 49

; Index of the cut-o� layer. 85–87, 98, 99, 134

ℓ Layer ℓ in an Arti�cial Neural Network. 9, 38, 40–42, 46, 49, 79, 133, 134

L Loss function. 14, 15, 17, 19, 25, 50, 72, 79
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Lcls Loss function for classi�cation. 73, 74, 79

Lloc Loss function for box prediction (localization). 73, 74, 79, 80

=class Number of classes in a dataset, i.e. number of neurons in the output layer of an Convolutional

Neural Network. 50, 51, 73, 75, 76, 79, 98

=ℓ Number of neurons composing layer ℓ of an Arti�cial Neural Network. 9, 42, 133

! Number of hidden layers in an Arti�cial Neural Network. 8, 12, 38

=in Number of neurons in the input layer of an Arti�cial Neural Network. 8

=out Number of neurons in the output layer of an Arti�cial Neural Network. 8, 38

N Set of neurons for an ANN. 5, 7, 9

= Number of �lters/kernels in a convolutional layer. 40

Obj_Det Object Detector seen as a function between inputs and outputs. 97, 99

?̃ Padding parameter of a convolutional layer. ix, 42

ANN ;
pre Pre-model obtained by cutting the ANN at cut-o� layer ; . 87

Wproj Projection matrix for the reduction layer. 87, 88, 100

A Reduction parameter. 87, 88

Z Scale anchor boxes. 66, 67

f Activation function. 3, 4, 6, 9, 12, 16, 26, 28, 30, 43

B Stride parameter of a convolutional layer. ix, 40–42

, Weight matrix. 3, 5, 8, 14, 42

, (ℓ)
Weight matrix for layer ℓ . 13, 49

3
(ℓ)
W Width of the output tensor from layer ℓ in a Convolutional Neural Network. 38, 41, 46

3 W Width of the kernel in a convolutional layer. 40, 49

x Tensor representing the input for a neuron or an Arti�cial Neural Network. 3, 7–9, 11, 15, 37, 56,

61, 78, 133

x(ℓ) Tensor representing the output for layer ℓ in an Arti�cial Neural Network. 9, 13, 38, 44

x(;) Tensor representing the output of the pre-model. 87, 88, 100

ycls Tensor representing the expected classi�cation output of an object detector. 73

ŷcls Tensor representing the predicted classi�cation output of an object detector. 73, 98
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y Tensor representing the expected output from a neuron or an Arti�cial Neural Network. 7, 8, 15,

26, 133

yloc Tensor representing the expected localization output of an object detector. 73

ŷloc Tensor representing the predicted localization output of an object detector. 73, 98

ŷ Tensor representing the predicted output of a neuron or an Arti�cial Neural Network. 3, 8, 15, 26,

37, 38, 48, 49, 88

ỹ Tensor representing the output of the reduction network ANN red
. 89

z Tensor representing the output of the reduction layer. 84, 88





Acronyms

AE Autoencoder. 11, 106

ANN Arti�cial Neural Network. ix, xiii, xv, xvi, 1–3, 5, 7–11, 14, 26, 27, 35–37, 42, 43, 81, 82, 85, 92,

99, 105, 133–135

AP Average Precision. 50, 51

AS Active Subspaces. v, xv, xvi, 81, 82, 86, 88, 95, 105, 109

CE Cross Entropy. 14

CNN Convolutional Neural Network. v, ix, xiii–xvi, 2, 10, 35–44, 46, 48–56, 58, 60, 61, 64, 67, 71–73,

78, 81, 82, 89–93, 96, 97, 99, 103, 105–107, 133, 134

FD Frequent Directions. 109, 110

FNN Feedforward Neural Network. v, xv, xvi, 3, 8–14, 18, 20–23, 26, 27, 37, 38, 48, 49, 84–86, 89, 95,

96, 105, 106

i.i.d. independent and identically distributed. 19–21, 27–31

IoU Intersection over Union. 68, 69, 74, 76, 77, 79, 80

MAE Mean Absolute Error. 14

mAP Mean Average Precision. 51, 101–103

MSE Mean-Squared Error. 13, 26

NMS Non-Maximum Suppression. 69, 80

PCE Polynomial Chaos Expansion. v, xv, xvi, 82, 84, 86, 96, 105

POD Proper Orthogonal Decomposition. v, xiii, xv, xvi, 81–83, 86, 88, 95, 97, 98, 100, 102, 105, 106

RNN Recurrent Neural Network. 2, 10

RoI Region of Interest. 71–75

ROM Reduced Order Modeling. v, xiii, xv, 81–83, 86, 98, 105, 107

RPN Region Proposal Network. 73–75, 78

SGD Stochastic Gradient Descent. 19, 20, 22, 24, 36, 101

SVD Singular Value Decomposition. 83, 87, 88, 100, 109
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